
Special Issue in Honor of Dennis R. Salahub
for His 60th Birthday

Dr. Dennis Salahub is presently the Vice-President (Research and International) of the
University of Calgary. His mandate of VP (Research), initiated in 2002 when he joined
the University of Calgary, was expanded year later to international relations. His decision
to take that additional portfolio was not a surprise for those who knew Dennis. His
professional life reveals how much he believes in international research collaboration and
training and in relationships between people all around the world. This particular conviction
has helped him gather many diverse people from many countries into his large group of
collaborators.

Dr. Salahub’s appointment to the University of Calgary was a return to his home province
after a long detour through other horizons. Dennis Salahub was born in Castor, Alberta in
1946. He was a scholar in Edmonton, where he received his undergraduate education and
his B.Sc. in 1967. He then moved to the province of Quebec and the Universite´ de Montréal,
where he completed his doctorate under the direction of Professor Camille Sandorfy.
Knowing about Dennis’s further scientific interests in molecular excited states, hydrogen
bonds, and biomolecules, it is clear how much he could learn from this great scientist.

After earning his Ph.D. in 1970, Dennis spent several years in postdoctoral studies at
Sussex, Waterloo, Johns Hopkins, and finally, General Electric, Schenectady, NY, where
he collaborated on pioneering studies with the XR Scattered Wave method. As Dennis
himself1 will nicely remind us, these were the first successes in chemistry that would later
lead to those of the “legitimate” Density Functional Theory.

In 1976, he began his academic career at the Universite´ de Montréal in the Department
of Chemistry. He occupied this position until 1999, holding a McConnell Chair from 1990.
There, he set up a research program in quantum chemistry, naturally oriented toward DFT.
Over the years, his group has improved Density Functional methods and software that
extends the range of applications. In the early 1990s, thedeMonprogram was developed
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in Montreal. New, improved functionals were then elaborated and implemented into the
code. From then until now, the DFT-deMonhas been complemented with other techniques
(magnetic properties, reaction fields, molecular mechanics, Born-Oppenheimer molecular
dynamics, etc.). Applications were aimed at describing metal clusters, catalysts and their
reactivity, and biomolecular processes. Dennis’s group is now currently interested in turning
to the description of properties and reactivity in complex environments: transition-metal
catalysis, on the one hand, and enzymatic catalysis, on the other.

Dennis’s vision and leadership have been major forces in bringing together students
and researchers from diverse countries who have shared their culture, knowledge, and
expertises and built numerous international collaborations. We, the three guest editors of
this issue, as well as the authors of the dedicated articles have met and work within Dennis’s
research group, forming a community that Dennis calls “the deMon family”.

In 1999, Dr. Salahub decided to serve science at another frontline as the Director General
of the Steacie Institute for Molecular Sciences at the National Research Council of Canada
in Ottawa. He then promoted research projects at NRC in nano-, bio-, and optical sciences
and technologies, loyal to his belief that “the fundamental things apply”.2

His return to Alberta as VP (Research) at the University of Calgary started a new period
in his career, a new step toward more involvement in “all forms of research in everything
from science, engineering, and social sciences to humanities, the arts, medicine, and
business”.3 Increasing research funds, creating new multidisciplinary institutes, supporting
innovation, promoting collaborative research projects, and international training initiatives
are accomplishments in his mandate, which will conclude at the end of June 2007.

During his career, Dr. Salahub has published more than 250 research articles and four
books. His scientific recognition is manifested by 300 national and international invited
lectures. He expressed his involvement in the scientific community by serving as the
program leader of the Centres of Excellence in Molecular and Interfacial Dynamics
(CEMAID) from 1991 to 1994 and as a founding member of the Centre de Recherche en
Calcul Appliqué(CERCA) in 1991. He has served on NSERC’s Grant Selection Committee
and twice on the Reallocation Steering Committee for Chemistry (1997, 2001, Chair).
His initiatives have helped to install high-performance computing in Quebec and in Canada.

Dr. Salahub has been the recipient of a CNC-IUPAC Award, the Noranda Award of the
Canadian Society for Chemistry, and a Killam Research Fellowship. In 1998, he was named
a Fellow of the Royal Society of Canada, and in 2006, he was elected a Fellow of the
American Association for the Advancement of Science (AAAS).

Dennis will soon return to intense scientific research. We wish him very fruitful and
exciting research, interdisciplinary and involving international collaboration; we know he
will excel in the way he has already excelled.

We express our thanks to all who have contributed to this project and, more particularly,
to the participating authors. We are delighted to dedicate this special issue to Dr. Dennis
R. Salahub in celebration of his 60 years. It has been a privilege to have known and
worked with Dennis, and we hope that you will enjoy this tribute to a true scientist and
a good friend.
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Abstract: We extend our previous works on the early electron-transfer steps in bacterial

photosynthetic reaction centers to the dynamics of electron transfer from the bacteriochlorophyll

anion to pheophytin. The approach employed here takes into account the whole set of normal

coordinates of the acceptor and donor groups, in order to reliably account both for shifts and

mixing of the normal coordinates and for changes in vibrational frequencies upon electron

transfer. It is shown that intramolecular modes provide not only a discrete set of states strongly

coupled to the initial state but also a quasi-continuum of weakly coupled states, which account

for faster dephasing effects. Detuning effects are accounted for by averaging the computed

probability over a small range of the electronic energy difference. The computed transition

probability is of the same order of magnitude, a few picoseconds, as the observed one.

1. Introduction
Long-range electron transfer (ET) is an important process
for energy transduction in living systems. The high structural
complexity of the natural energy transducers, for example
the photosynthetic reaction centers (PRC), suggests that the
efficiency of the energy conversion should result from the
interplay of several structural effects.1,2 A better understand-
ing of that interplay is desirable not only for scientific
purposes but also for technological progress, particularly in
the area of supramolecular chemistry involved in the design
of molecular machines capable of performing similar
operations.3-7

The basic concepts for understanding ET processes in
condensed media have been provided by Marcus’ theory and
its quantum extensions,8-11 which have the great merit of
having individuated the most important physicochemical
factors which affect ET rates: the intramolecular and
intermolecular reorganization energies, which depend on the

relative displacements of the equilibrium geometries of the
two electronic states, the Gibbs’ free energy change upon
ET, the Franck-Condon (FC) factors, and the electronic
coupling term.

The comprehension of a specific ET mechanism is thus
realized in the ability of associating the above quantities,
and then ET rates, to the specific physicochemical properties
of the single molecular components and of the supramo-
lecular structure of the whole system. A first difficulty arises
already at the stage of disentangling all the above quantities
from experimental data. That step would require the detailed
knowledge of the normal modes of vibration and of their
changes upon ET, namely, how they are displaced and/or
rotated upon ET, and these data cannot be easily obtained
from experimental data.12,13

Because of the lack of specific information about modes
which are displaced and/or rotated upon ET, in the past, a
single intramolecular mode coupled to a continuum provided
by the modes of a thermal bath (the surrounding medium)
served as the reference model for the effect of intramolecular
vibrations in ET dynamics,14 but there are reasons to believe
that, although fluctuations introduced by the pertinent
interactions of the main ET cofactors with the environments
are certainly important for ET, the assumption of a single
quantum mode could compromise the ability of extracting
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from the experimental data all the parameters which control
ET.12 Furthermore, since with only one or even a few discrete
modes it is impossible to achieve the degeneracy conditions
required for tunneling, those simplified models have led to
assign to the classical motion of the surrounding medium a
more important role than it might deserve.

Clearly, the possibility of building a more satisfactory
model depends on the availability of detailed data concerning
the energies and the mutual couplings of the vibronic states
involved in ET. Theoretical computations can be of great
help in giving reliable estimates of at least a part of the above
quantities.15 In particular, methods based on density func-
tional theory (DFT), a field in which Dennis Salahub has
been undoubtedly a pioneer,16-19 turned out to be highly
reliable in predicting both vibrational frequencies and
electronic excitation energies, which are both of primary
interest in the analysis of ET rates.

In this paper, we will use the results of DFT computations
to characterize the vibronic states of bacteriochlorophyll and
bacteriopheophytin, two redox cofactors of the ET chain in
bacterial PRCs, and to study the dynamics of the ET process,
with the attempt of better clarifying the role of BA in the ET
chain of bacterial PRCs. In fact, the involvement of the
monomer bacteriochlorophyll BA as an intermediate electron
acceptor, leading to the formation of the charge separate state
P+BA

-, has been debated for a long time in the literature,
probably because the characteristic absorption region for the
monomer bacteriochlorophyll, around 800 nm, is highly
congested.

The excited state of P* has a lifetime of ca. 3 ps; within
this time interval, spectral features attributable to the
formation of the bacteriopheophytin anion (HA

-) can be
identified. Early time-resolved pump-probe measurements,
probing the region of the bleaching of the ground-state
absorption of P (870 nm) and that of HA (545 nm) and the
appearance of the bacteriopheophytin anion (660 nm), gave
no indication of the involvement of an intermediate electron
acceptor.20 It was concluded that the presence of BA served
to facilitate the direct electron transfer between P and HA

via a superexchange ET mechanism. Subsequent measure-
ments, probing the spectral region in which the anion of the
monomer bacteriochlorophyll is expected to absorb (1020
nm), gave an indication for the formation of the charge-
separated state P+BA

- , which occurs with a time constant of
ca. 1 ps.21 The results reported in this paper support these
experimental findings showing that the P+BA

- intermediate
rapidly undergoes ET to HA in ca. 0.5-2 ps, in good
agreement with the observed decay time.

2. ET Dynamics
Basic concepts.Our approach to ET dynamics is based on
the standard treatment of radiationless processes.22 Here, we
rapidly illustrate the basic concepts for the case where ET
involves only two molecules, an acceptorA and a donorD.
The electronic wavefunctions of this system can be expressed
as the superposition of two diabatic states|AD-〉 ≡ |D〉 and
|A-D〉 ≡ |A〉, representing electronic states with the negative
charge fully localized on one of the two partners.

On the condition that all other states of the systems are
well-separated in energy,|D〉 and |A〉 form a complete and
linearly independent orthonormal basis for the lower-energy
electronic states ofA and D. Each of the two electronic
diabatic states is characterized by a manifold of vibronic
states, which can also be grouped in two subsets, denoted
|D〉 and |A〉.

In the Born-Oppenheimer approximation, the elements
of |D〉 and |A〉 are given by the direct product of the
electronic and vibrational wavefunctions:

whereVj and wj denote the set of the vibrational quantum
numbers associated to each normal mode of vibration.

Any state of the system can then be written as a linear
combination of the elements of the two state manifolds:

whereCA andCD are column vectors, whose sizes are given
by the dimensions of the vibrational subspaces of|A〉 and
|D〉 considered relevant to the problem under consideration.

The expansion coefficientsC(t) of eq 2 determine the time
evolution of|Ψ(t)〉 and therefore the dynamics of ET; they
are solutions of the time-dependent Schro¨dinger equation:

with initial conditions specifying the initial state of the
system. Each of the four matrix blocks in eq 3 is a matrix
whose size depends on the number of vibrational states
belonging to|A〉 and |D〉. Since the off-diagonal elements
are in general nonvanishing, the elements of|A〉 and|D〉 are
not eigenstates of the Hamiltonian operator and change in
time.

The matrix elements of the diagonal and extradiagonal
blocks ofH are

whereEA(r) is the nuclear potential energy operator of|A〉

and

The extradiagonal terms can be further simplified by making
the reasonable assumption that

Furthermore, since ET takes place in a small region of
nuclear coordinates, seeinfra, the dependence of the
electronic coupling termλ(R) on the nuclear coordinates can
be safely neglected, leading to the well-known result that
the off-diagonal terms of the Hamiltonian matrix are

|A, Vj〉 ) |ψA〉 X |VjA〉, |D, wj 〉 ) |ψD〉 X |wj D〉 (1)

|Ψ(t)〉 ) |A〉 CA(t) + |D〉 CD(t) (2)

-ip(C4 A(t)
C4 D(t) )) (HAA HAD

HAD
† HDD )(CA

CD ) (3)

HAwjAVj ) 〈AVj|H el + uN|Awj 〉 )

〈VjA|EA(R) + uN|wj A〉 ) EAVj
totδwj ,Vj (4)

HAwjDVj ) 〈AVj|H el + uN|Dwj 〉
) 〈VjA|λ(R) + 〈A|uN|D〉||wj D〉 (5)

λ(R) ) 〈A|H el|D〉 (6)

λ(R) . 〈A|uN|D〉 (7)
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proportional to the overlap of the vibrational states of|A〉
and |D〉, the so-called Franck-Cordon integrals:

ET Active Modes. In a hierarchic order of the different
effects which could affect ET dynamics in biosystems, the
nuclear modes of vibration of the two molecules which
exchange an electron should be considered first. In the
present study, we will consider only intramolecular modes
and will show that, in the case of ET from BA

- to HA, the
density of coupled states provided by the intramolecular
modes of the two redox partners is sufficient to give transition
times for ET in very good agreement with the observed one.

Obviously, for judging the importance of intramolecular
modes in the ET process, the whole set of normal modes of
the pairs BA

-HA and BAHA
- have to be properly taken into

account in dynamics. The methodology employed here has
been specifically designed for using the whole set of normal
coordinates of the two redox cofactors;23 it takes into account
all the intramolecular effects which can be important for ET,
that is, displacements of the equilibrium coordinates, mixing
of the normal modes (Duschinsky effect), and changes in
vibrational frequencies. The effects of the surrounding
medium are neglected in our dynamic approach. These
effects are certainly important, since they account both for
energy detuning and for wavefunction dephasing. Detuning
is crucial in slow ET, as it happens in intersystem crossing,
where the coupling between the vibronic level is so small
that tight degeneracy conditions are required.24,25 However,
in the case of the ET rate being faster than relaxation of the
surrounding medium, it is legitimate, at least as a first
approximation, to invoke the adiabatic theorem and treat ET
keeping fixed all the slower coordinates. If this approxima-
tion does not work for the system in hand, one should find
either that the computed probability for ET is vanishingly

small or that it becomes vanishingly small by slightly
changing the electronic energy difference between the two
states. In our case, probabilities for ET computed for different
values of the electronic energy difference between the two
diabatic states all approach unity, seeinfra, thus confirming
the reliability of the adiabatic separation of intramolecular
and intermolecular modes for the case in hand. Furthermore,
in the case under consideration, the effect of the protein on
the electron-transfer rates is negligible; both experimental
and theoretical works have shown that the reorganization
energy of the protein is relatively small in the case of
photosynthetic reaction centers.26-30 As concerns dephasing,
the use of the whole set of the normal coordinates of the
redox molecular pairs allows to partially include the faster
dephasing effects, inasmuch as there would be several final
states, with different vibrational frequencies, which are
populated in the electronic transition. That makes the
recurrence times much longer than the transition time, leading
to dynamics which are essentially irreversible, seeinfra.

In a discrete state approach to ET dynamics, the selection
of the vibronic states to be used in the time evolution is
probably the most important problem to deal with. In fact,
as shown in Figure 1, the density of the vibrational states
increases very rapidly as the internal energy increases. For
large molecules, such as bacteriochlorophyll and bacte-
riopheophytin, the density of vibrational states is about 105

at Eint ) 1000 cm-1, computed by using the Beyer-
Swinehart algorithm,31,32 but when the two molecules are
considered together (not shown in Figure 1), it increases up
to 1040! Obviously a selection of the most important state
for ET dynamics becomes mandatory.

The assumptions that the nuclear dependence of the
electronic coupling term can be neglected allows to easily
identify the active modes for the ET process, namely, those
modes whose quantum number can change during the

Figure 1. Total density of vibrational states vs energy for the pairs BA
-/BA and HA

-/HA, computed by using the Beyer-Swinehart
algorithm,31,32 and the vibrational frequencies computed at DFT level.

HAwjDVj ) λ〈VjA|wj D〉 (8)
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electronic transition. FC integrals between vibronic states
with different quantum numbers are vanishingly small
whenever changes in population are associated to normal
coordinates whose equilibrium positions or directions are the
same in the two electronic states. Thus, since the coupling
term is proportional to the Franck-Condon integral, eq 8,
only displaced or rotated normal modes can give significant
FC integrals; all other modes will act as spectators in
dynamics since their quantum numbers will be frozen to the
initial values.

The displaced and mixed modes can be determined by
Duschinsky’s normal mode transformation, a fundamental
tool for understanding mechanistic details of both radiative
and radiationless photochemical processes in polyatomic
molecules.33 Duschinsky’s transformation allows expression
of the normal modes of vibration of an electronic state of
a given molecule in terms of the normal modes of another
electronic state, a necessary step for the computation of the
Franck-Condon integrals, and provides valuable information
about modes which change their equilibrium positions and
modes which are mixed with each other for the effect of the
electronic transition. Displaced and, to a lesser extent, mixed
modes determine the shape of the absorption bands and the
dynamics of radiationless processes.

Let QA andQD be the normal mode vectors of a molecule
in the electronic states|A〉 and|D〉, respectively. According
to Duschinsky, the two sets of normal coordinates are related
by the expression

whereJ is a rotation matrix andK a displacement vector;
the former accounts for mixing of the normal modes upon

electronic transition, the latter for changes in the nuclear
equilibrium configurations.

If QA and QD are expressed in terms of Cartesian
coordinatesê, which is the most convenient representation
for small equilibrium displacements,

then

wherem is the diagonal matrix of the atomic masses and
TR andêR

o are the normal mode matrix and the equilibrium
position vector of the electronic state|R〉.

In the case where the two electronic states exhibit large
equilibrium geometry differences, the normal mode trans-
formation in the Cartesian representation can differ from eq
9 because of the necessary fulfilling of the Eckart conditions
in both electronic states (the so-called axis-switching ef-
fect);34 in some cases, the internal coordinate representation
can be more convenient than the Cartesian ones; for more
details see ref 35.

3. Results
Displaced Modes and Franck-Condon Integrals. The
most significant components of theK vectors and of theJ
matrices for BA

-/BA and HA
-/HA are reported Figure 2 and in

Tables 1 and 2, respectively.
Both cofactors possess several modes whose equilibrium

positions are significantly displaced upon ET, covering a
wide range of wavenumbers, from 25 to 1800 cm-1. Low-
frequency modes are important for achieving tight degen-

Figure 2. Displaced modes of bacteriochlorophyll (blue) and bacteriopheophytin (red). Absolute values of displacements in
adimensional units.

QA ) JQD + K (9)

QR ) TR
+m1/2(ê - êR

0) R ) A, D (10)

J ) TA
+m-1TD, K ) TA

+m-1/2(êD
0 - êA

0) (11)
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eracy between initial and final vibronic states, which is a
necessary condition for tunneling. High-frequency modes are
also very important because they make it possible to fill up
large electronic energy gaps between the initial and final
states with a modest increase in vibrational quantum
numbers.

As to rotated modes, there are important differences
between the two pairs. In BA /BA

-, there are three groups of
significantly mixed modes, most of which are also displaced.
The first group includes the lowest frequency modes, which
are also the most displaced modes of the BA

-/BA pair; they
will be therefore used in dynamic simulations. The other two
groups include modes at a higher frequency, whose excitation

lead to energies higher than that of the ground vibronic state

of |BA
-HA〉, which we will assume to be the only state

populated att ) 0. Thus, these groups of rotated modes will
not be used in dynamics.

By contrast, HA exhibits a large number of mixed modes
in a wide region of wavenumbers, which can be grouped
into four subsets. The first group includes the five lowest-
frequency modes; the second one consists of 12 modes
spanning the region from 794 to 886 cm-1, cf. Table 2; the
last two groups, not reported in Table 2, include eight modes,
from 1088 to 1191 cm-1, and 13 modes, falling in the
wavenumber range 1327-1509 cm-1. The first group of
rotated modes can be potentially useful in dynamics for fine
energy tuning; all other modes fall at too high a frequency
for this purpose, and since the FC integrals between rotated
modes with different quantum numbers are much lower than
those obtained from displaced modes, they will be discarded
in dynamics.

The FC integrals between the ground vibronic state of
|BA

-HA〉 and a selected small fraction (ca. 2× 1013) of

|BAHA
-〉 are shown in Figure 3, as a function of the

vibrational energy of the final states. The vibrational modes

of |BAHA
-〉 which have been excited in computation and the

maximum number of states for each mode are specified in
the caption of Figure 3.

The inset of Figure 3 shows a magnification over a tiny
energy region corresponding to the experimental free-energy
change upon ET, ca. 1300 cm-1. Since in the model adopted
here the coupling between vibronic states is proportional to
FC integrals, Figure 3 provides a picture of the relative values
of the extra-diagonal row of the Hamiltonian matrix (HAD

of eq 3) as a function of the vibrational energy of the final
state. There is a very dense manifold of final vibronic states
which are coupled to the initial ground vibronic state; the
hole appearing between 800 and 1000 cm-1 is an artifact
due to our choice of the excitation numbers used in
computation, which have been made for favoring the energy
region around 1300 cm-1, corresponding to the electronic
energy difference between|BA

-HA〉 and |BAHA
-〉. These re-

sults would suggest that, provided that small energy fluctua-
tions, much smaller than a thermal quantumkBT (kB is the
Boltzmann constant), take place, ET from BA

- to HA can be
mechanistically modeled as a nonradiative transition which
mainly involves the intramolecular modes of vibration of
the two redox cofactors, without the assistance of the low-
frequency modes of the medium, in agreement with the
general finding that the rates of most of the ET processes
occurring in photosynthetic reaction centers are only mod-
erately temperature-dependent.26,27,36-38

Energy Parameters and Electronic Coupling Elements.
The relative energy of the two electronic states (including
the zero-point contribution) has been determined by spec-
troscopic measurements. The free energy level of the
intermediate charge-separated state was found ca. 500 cm-1

Table 1. Progressive Normal Mode Number,
Wavenumbers (cm-1), and Mixing
Coefficients of the Most Mixeda Normal Modes of the Pair
BA

-/BA

wavenumber Jb

mode BA
- BA BA

- f BA

1 19.4 32.5 -0.78(1) - 0.30(2) - 0.42(4) + 0.29(5)
2 40.8 49.9 -0.60(1) + 0.59(2) + 0.43(4) - 0.26(5)
3 55.7 62.8 0.74(2) - 0.54(4) + 0.28(5)
5 75.7 77.6 0.51(4) - 0.84(5)
113 1652.5 1657.2 -0.34(113) + 0.87(114)
115 1678.7 1690.1 -0.33(113) + 0.32(114) - 0.50(115) +
116 1701.4 1724.0 0.26(113) - 0.81(115) - 0.49(116)
121 3041.9 3066.6 -0.32(120) - 0.77(122) + 0.49(125) +

a Only mixed modes with maximum coefficient lower than 0.85.
b Numbers in parentheses refer to the modes of BA.

Table 2. Progressive Normal Mode Number,
Wavenumbers (cm-1), and Mixing
Coefficientsa of the Most Mixed Normal Modes of the Pair
HA

- /HA

frequency Jb

mode HA
- HA HA

- f HA

1 28.41 32.63 0.64(1) + 0.68(2) + 0.16(3) -
0.15(4) + 0.23(5) - 0.15(7)

2 34.45 48.46 -0.76(1) + 0.57(2) + 0.11(3) -
0.15(4) + 0.22(5)

3 57.45 67.36 0.40(2) - 0.14(3) + 0.52(4) - 0.73(5)
4 67.44 70.02 -0.14(2) + 0.96(3) - 0.20(5)
5 74.34 81.45 0.82(4) + 0.55(5)
46 794.93 810.15 0.71(47) - 0.43(48) 0.52(54) -

0.10(57) + 0.11(58)
48 810.86 834.01 -0.37(47) - 0.44(48) + 0.20(50) +

0.50(51) + 0.18(54) + 0.56(55)
49 823.66 839.86 0.48(47) + 0.50(48) + 0.43(50) +

0.43(51) - 0.27(54) + 0.21(55)
50 830.85 842.93 -0.18(47) + 0.52(48) - 0.15(50) +

0.19(51) + 0.74(54) - 0.23(58)
52 837.68 863.70 0.64(50) - 0.59(51) + 0.21(54) +

0.16(55) + 0.20(57) - 0.30(60)
53 851.35 865.04 0.13(47) + 0.19(48) - 0.32(50) -

0.33(51) + 0.73(55) - 0.40(57)
54 852.54 867.25 0.82(52) - 0.56(53)
55 857.43 882.85 -0.55(52) - 0.82(53)
57 875.63 904.07 +0.21(48) + 0.14(51) + 0.12(54) -

0.29(57) + 0.88(58)
a Only mixed modes with maximum coefficient lower than 0.85.

b Numbers in parentheses refer to the modes of HA.
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below that of P*, while the energy difference between P*
and the state P+HA

- is ca. 1800-1900 cm-1.39

As concerns the electronic coupling element, both the size
of the system and the lack of symmetry rule out the
possibility of computing that parameter by ab initio config-
uration interaction computations. It has been shown in the
past that, while semiempirical methods do not provide
sufficiently accurate estimates for the electronic coupling,40,41

the recourse to ab initio Hartree-Fock computations gives
values which are in reasonable agreement with those obtained
by reasonable fitting of the experimental ET rates.42 Reliable
estimates of electronic coupling elements can also be
obtained from the widely accepted exponential dependence
of the electronic coupling element on the distance between
the donor and acceptor sites. We have used Hopfield’s
expression:9

where R is the edge-to-edge distance between two large
aromatics ofNa andNb atoms.

The X-ray structure of the PRC fromRhodobacter
sphaeroides43 indicates that the edge-to-edge distance be-
tween BA and HA is ca. 4.5 Å. The parameterâ has been
estimated by taking as a reference the values of the electronic
coupling elements between quinones in bacterial PRC,
evaluated as half of the energy difference of the two adiabatic
states in a point of the avoided crossing region.44 The ab
initio multireference configuration interaction value (17
cm-1) yieldsâ ) 0.49 Å-1, a value slightly lower than that

suggested by Hopfield (0.72)9 but in line with other values
reported in the literature.45 With that value ofâ, the coupling
factor for ET between BA

- and HA is ca. 90 cm-1, in very
good agreement with ab initio Hartree-Fock computation.42

This point is important because the transition times for ET
crucially depend on that parameter.

Transition Probabilities. The Franck-Condon integrals
reported in Figure 3 show that there is a dense manifold of
vibronic states of|BAHA

-〉 which are coupled to the vibronic
ground state of|BA

-HA〉. However, since only a few FC
integrals are significantly high, for most of the states of

|BAHA
-〉, the coupling term with the initial state is small. We

have therefore first investigated the effects of small change
in the electronic energy difference (∆Eel) between|BA

-HA〉
and |BAHA

-〉 on the transition probabilities. Several time
propagations have been carried out, starting with∆Eel ) 1300
cm-1 and exploring an energy range of(50 cm-1 around
this value, without attempting to optimize the active space
for each energy point. In all the cases, the transition
probabilities for ET approach to unity, thus assuring that the
results are not due to the occurrence of a few accidental
degeneracies but rather to the existence of a Franck-Condon
weighted density of states sufficiently high to promote ET.

The results of some dynamic simulations are displayed in
Figure 4, for values of∆Eel in the range 1265-1315 cm-1,
by varying each time∆Eel by 5 cm-1. The space of the active
modes used in computations is reported in the caption of
Figure 4. The transition probabilities reported in Figure 4
are summed over the whole vibrational manifold of|BAHA

-〉.
For most values of∆Eel, the initial state irreversibly decays

Figure 3. Franck-Condon integrals (absolute value) as a function of the vibrational energy (cm-1) of the final states between
the vibronic states of |BA

-HA〉 and a selected large fraction of the manifold of |BAHA
-〉 including the following modes (numbers in

parentheses indicate the maximum quantum number allowed in computation): BA {135.48(3), 146.22(5), 225.01(2), 277.64(2)
297.92(1), 386.37(2), 529.85(2), 659.67(2), 724.18(2), 730.64(2), 761.60(2), 788.83(2), 1281.39(2), 1691.72(2), 1761.78(2)};
HA, {76.41(2), 86.16(1), 128.06(1), 206.90(2), 318.45(1), 367.50(4), 473.29(6), 1000.67(1), 1083.25(1), 1167.06(1), 1174.46(4),
1447.34(2), 1494.19(3), 1545.19(3), 1643.85(1)}.

Hlm ) 2.7

xNaNb

exp(-âRlm) in eV (12)
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in the manifold of|BAHA
-〉, within 2-5 ps. In a few cases,

the population shows a few damped oscillations which
rapidly decay in a few tens of picoseconds. The Boltzmann
average of all decay curves (the thick line of Figure 4) has
been fitted with an exponential function, from which an
average half-transition time of 1 ps has been obtained, in
very good agreement with the experimental observation.

4. Conclusion
The results presented in this paper indicate that ET from BA

-

to HA in photosynthetic reaction centers can be successfully
modeled as a nonradiative transition which mainly involves
the intramolecular modes of vibration of the two redox
cofactors. Thus, a physical model in which the role of the
surrounding medium is that of accounting for small energy
fluctuationsssimulated here by performing an average of
the transition probabilities over a tiny interval of∆Eel caused
by weak interactions of the two redox partners with their
environmentssappears to be able to correctly reproduce the
rate of ET from chlorophyll to pheophytin in bacterial
reaction centers.

The above conclusion of course holds for the specific case
of ET considered here, but analyses such as that used here,
based on a detailed knowledge of the intramolecular modes
of vibration of the two redox cofactors, can be also useful
for a better understanding of cases where the embedding
medium is known to play a major role.

5. Computational Details
Equilibrium geometries, normal modes, and vibrational
frequencies of bacteriochlorophyll and bacteriopheophytin

in their neutral and anionic forms were obtained at the DFT
level using the standard B3LYP functional with a 6-31G-
(d,p) basis set. In order to obtain reliable estimates of these
quantities, we have preferred to compute them for the isolated
redox cofactors in the gas phase by using the highest level
of computation compatible with the size of the molecules.
Of course, quantum mechanics/molecular mechanics methods
could be employed for taking into account the effects of the
environment, but at the present stage of development, these
methods are well-suited only for considering steric effects,
which are not expected to play any role in fast ET. Reliable
polarizable force fields, which could account for electronic
stabilization of ionic states, are not yet available.

The dynamics of ET have been determined by solving the
time-dependent Schro¨dinger equation using a Chebyshev
algorithm, with the initial condition that att ) 0 only the
vibronic ground state of|BA

-HA〉 is populated. As concerns
the final states, the vibronic states of|BAHA

-〉 obtained by
exciting 19 vibrational normal modes, 13 from chlorophyll
and 6 from pheophytin, have been considered in dynamic

computations. More than 2× 108 vibronic states of|BAHA
-〉

have been initially considered. The evaluation of the FC
integrals between the vibronic ground state of|BA

-HA〉 and

the selected manifold of|BAHA
-〉 has been carried out by

using the MOLFC program,46 which is based on the
recurrence relations reported in ref 47.

The manifold of vibronic states of|BAHA
-〉 has been

further pruned by considering only those states whose energy
differences with the initially populated state (∆Eif) and
couplingsVif satisfy the criterion|Vif/∆Eif| > ε, whereε is a

Figure 4. Transition probabilities for ET from BA to HA for different values of ∆Eel, see text, and their average (thick line).
Excited modes (wavelength-maximum excitation): BA (67.94-2, 77.66-2, 101.51-2, 141.02-2, 206.62-2, 238.65-2, 1020.24-
1, 1039.37-1, 1199.50-1, 1282.95-1); HA

- (139.03-2, 148.44-2, 275.64-2, 326.77-1, 1189.63-1, 1271.98-1).
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properly chosen small number (10-4 in our case); the
resulting vibronic space includes more that 15 000 states.

The modes included in the active space and the number
of states for each mode have been selected on the basis of
several test computations, which also indicate that there are
other modes potentially important for ET. Further investiga-
tions and improvements of the model are in progress.
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Abstract: CHsX (X ) N, O, or Cl) hydrogen bonds formed intramolecularly in 2-methyl-4-(2-

chloro-4,5-dimethoxyphenyl)thiazole (Ia), 2-amino-4-(2-chloro-4,5-dimethoxy phenyl)thiazole (Ib),

2-amino-4-(2,4,5-trimethoxyphenyl)thiazole (Ic), and 2-methyl-4-(2,4,5-trimethoxyphenyl)thiazole

(Id) were studied by means of all-electron calculations performed with the B3LYP/6-311++G-

(d,p) method. Computed ground states, in the gas phase, show the presence of a single H-bond,

CHsCl, in each Ia and Ib moiety, and two H-bonds, CHsN and CHsO, for each Ic and Id
molecule. HsCl, HsN, and HsO distances are shorter than the sum of the X and H van der

Waals radii. H-bond energies of =2.0 kcal/mol were estimated for Ia and Ib and =4.0 kcal/mol

for Ic and Id. These results agree with those of the theory of atoms in molecules, since bond

critical points were found for these HsX bonds. Finally, the chemical shifts in the 1H NMR were

calculated by the GIAO method; in Ia and Ib they are merely due to the different topological

positions of the H atoms. But in Ic and Id the shifts of HsN and HsO have signatures of H-bond

formations.

I. Introduction
Thiazoles,1 with aryl groups as substituents, may trigger the
formation of intramolecular hydrogen bonding, that is favored
both by the free rotation around the C-C bond, joining the
thiazole and phenyl rings and by the kind of heteroatoms or
functional groups attached to the rings. The physicochemical
properties of these thiazole derivatives may depend on the
type of H-bonds that these compounds can form. In fact,

the use of1H NMR and X-ray diffraction methods2,3 with
this sort of species has suggested the formation of weak
intramolecular H-bonds involving aromatic hydrogens. Even
more, the results indicate the existence of different rotamers
due to the intramolecular H-bonds,2,3 suggesting that some
aromatic hydrogens in benzene rings show paramagnetic
shifts in their1H NMR spectra, as an effect of the possible
formation of H-bonds. In general, hydrogen bonding became
of great interest in the last few decades due to its importance
in different biochemical processes.4,5 In particular, intramo-
lecular H-bonds are important because they can produce
changes in the molecular conformation, affecting conse-
quently the properties of thiazole derivatives.6

Conventional H-bonds are usually defined as a Y-HsX
interaction, where Y-H is the typical covalent bond being
the proton donating moiety and X the accepting center.7-11

The formation and binding energy of a conventional H-bond
depends on the Lewis acidity of the Y-H bond and on the
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Lewis basicity of the X moiety; such an acidity-basicity
requirement is fulfilled when Y and X are moderate or highly
electronegative atoms such as oxygen or fluorine.7 More
recently, new types of hydrogen bonds have been character-
ized,7-9 and they were recorded as nonconventional hydrogen
bonds. One way to achieve the formation of a nonconven-
tional H-bond is when the C-H bond acts as donor.
Nonconventional CHsX hydrogen bonds will be addressed
in the present research; that is, when the C-H bonds, either
from the thiazole or phenyl rings, behave as the Lewis
acid, whereas the X proton acceptors are the N atom of the
thiazole ring and/or the Cl and O atoms, attached to the
phenyl group. Therefore, the objective of this work is to
characterize, by means of theoretical calculations, the forma-
tion of nonconventional intramolecular H-bonds in the
polysubstituted arylthiazole derivatives. We will also show
how these results may account for the particular crystal
packing of these species. This is accomplished in terms of
the calculated geometrical and energetic properties and on
the Bader theory12 of atoms in molecules for a study of
electronic densities and Laplacians at bond critical points of
the CHsX (X ) N, Cl, and O) bonds. The topology ofF
and 32F has proved useful to depict complex H-bonds.13

In this work, aside from these parameters the determination
of chemical shifts was also addressed. For these purposes,
the Density Functional Theory (DFT) methodology was
used.14

II. Computational Methodology
Full optimization, which includes relaxation of geometry and
electronic structure of four polysubstituted arylthiazoles
derivatives, 2-methyl-4-(2-chloro-4,5-dimethoxyphenyl)thi-
azole (Ia), 2-amino-4-(2-chloro-4,5-dimethoxyphenyl)thiaz-
ole (Ib ), 2-amino-4-(2,4,5-trimethoxyphenyl)thiazole (Ic),
and 2-methyl-4-(2,4,5-trimethoxyphenyl)thiazole (Id ), was
carried out with the B3LYP/6-311++G(d,p) method.15,16The
B3LYP functional has been widely used for the study of
weak hydrogen bonds.17-24 All-electron calculations were
performed with the aid of the Gaussian 98 program.25 In this
way the GS (ground-state) geometries ofIa-Id were
computed. Geometric, energetic, topological, and spectro-
scopic (chemical shifts) parameters were used for the
characterization of these H-bonds. For each compound was
computed, using Gaussian-98, the GS wave function, which
was further applied for the “atoms in molecules” (AIM)
analysis12 to find bond critical points (BCPs) and associated
ring critical points (RCPs). AIM calculations were performed
with the aid of the AIM2000 program.26 The BCPs and RCPs
were analyzed in terms of electron densities,F, and their
Laplacians,32F. AIM2000 gives Laplacians that need to be
multiplied by-4 to obtain the correct values;27 our reported
values are corrected. A vibrational analysis for all species
studied in this work was made, finding that the optimized
geometries correspond to a minimum on the potential energy
surface (PES), since all the computed frequencies were real.
The chemical shifts were calculated for these GS structures
by means of the gauge invariant atomic orbital (GIAO)
method.28,29

III. Results and Discussion
IIIa. Geometrical and Energetic Results.The B3LYP/6-
311++G(d,p) GS geometries for the bareIa-Id derivatives
are shown in Figure 1. The structures ofIa and Ib were
determined by means of X-ray diffraction;3 they are indicated
in Figure 2. Some selected equilibrium bond lengths and
bond and dihedral angles are reported in Tables 1-3 of the
Supporting Information, where they are compared against
their experimental counterparts. The theoretical results show
a reasonable agreement with the experiment. ForIa, X-rays
yields a quasi planar structure with a dihedral C7-C6-C4-
C5 angle of 6.54° and ClsH13 and N3sH12 contacts of 2.476
and 2.361 Å, respectively. While the theory indicates a less
planar geometry, since a bigger value, 25.1°, was obtained
for that angle. The calculated ClsH13 distance, 2.640 Å,
differs from the X-ray assignment, while the theoretical result
for N3sH12, 2.385 Å, is close to the X-ray determination.
Crystal packing effects account partially for these structural
differences. Similarly, X-ray results assign forIb a nonplanar
geometry with a C7-C6-C4-C5 angle of 52.27°, while DFT
calculations yield a smaller, 25.30°, angle. These differences
are also mainly due from crystal packing effects. Indeed, as
shown in Figure 2, in the solid phase, eachIb unit is strongly
bonded to otherIb moieties, accounting for the differences
of the structural parameters ofIb in the gas phase andIb in
the crystal. Moreover, the experimentally determined3 Cls
H13 and N3sH12 distances forIb (2.954 and 2.780 Å,
respectively) are significantly longer than the theoretical
values, 2.640 and 2.378 Å, and they are also longer than the
corresponding experimental values forIa. These features are
also a consequence of the more open geometry observed for
Ib ; see theIb-Exp structure in Figure 2.

Another source of discrepancy is the C-H distance, and
as determined by X-ray crystallography it is about 0.1 Å
shorter than the actual distance to the proton that would be
determined by neutron diffraction.30 Correcting, the C-H
bond lengths ofIa and Ib , 1.03 Å, are nearer to the
theoretical results, 1.07-1.08 Å. However, forIa-Exp, the
corrected ClsH (2.42 Å) and NsH (2.34 Å) distances still
differ noticeably from the theoretical results for bareIa.
Whereas the C-H corrections forIb-Exp yield negligible
changes for the OsH (2.938 Å) and NsH (2.775 Å) lengths.
Overall, neutron diffraction corrections yield small changes
for the CHsX (X ) N, Cl, and O) distances, which is due
to the nonlinearity of these contacts. As will be shown below,
CHsX distances and CHsX linearity, or nonlinearity, are
very important for determining the formation, or absence,
of an intramolecular H-bond. On the other hand, in the
literature are reported values of 6.2° up to 58.8° for the C7-
C6-C4-C5 angles of 2,4-disubstituted thiazoles;3 the present
results fall in this range.

Moving now toIc andId , they have the same value, 2.240
Å, for the O14sH13 distance and similar N3sH12 separations
of 2.340-2.350 Å. Moreover, these compounds are planar
since the dihedral C5-C4-C6-C7 angles are close to zero
(0.01-1.06°); see the structuresIc and Id in Figure 1. For
Ic and Id there are no experimental geometries reported.
Overall, theIa-Id structures suggest the formation of weak
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intramolecular H-bonds. Thus, we will continue with the
analysis of this type of bonds.

A geometrical criteria for the formation of a CHsX
hydrogen bond is that the distance between the proton and
the acceptor atoms (HsX) should be shorter than the sum
of their van der Waals radii.10 The theoretical results show
C11H12sN3 contacts of 2.378-2.385 Å forIa andIb. Slightly
shorter, 2.341-2.349 Å, contacts were obtained forIc and
Id . In both cases, these CHsN contacts are meaningfully
smaller than the sum of the van der Waals radii31 of the N
(1.5 Å) and H (1.1 Å) atoms, suggesting the intramolecular
C11H12sN3 H-bond formation for eachIa-Id derivative. In
fact, these contacts are even shorter than the reported values,
2.52-2.72 Å, for this kind of CHsN bond.32 Moreover, the
calculated C11sN3 distances, 2.804 and 2.799 Å, in the
C11H12sN3 contacts ofIa andIb are relatively close to the
X-ray values,3 2.749 and 2.990 Å; which are smaller than
the CsN distance, 3.41 Å, reported for a CHsN H-bond.30

Similarly, the C11sN3 distances forIc, 2.786 Å, andId ,
2.792 Å, are also smaller than the reported value.30 However,
it has been shown that this sort of geometrical criteria,
particularly for weak H-bonds, is doubtful.7 In fact, as shown
below the energetic and topological criteria deny the forma-
tion of intramolecular C11H12sN3 bonds inIa and Ib. The
calculated nonplanar structures ofIa andIb are reflected in
the absence of these HsN bonds.

On the other hand, the calculated C5H13sCl contacts for
Ia and Ib, 2.64 Å, are noticeably smaller than the sum of

the van der Waals radii of the Cl (1.7 Å) and H (1.1 Å)
atoms; they are also in agreement with the experimental
values, 2.57-2.94 Å, reported for this type of H-bond.30

More recently, Moro et al.33 described the formation of
intramolecular C-HsCl bonding. In their studied com-
pounds, the HsCl distances are 2.69 and 2.76 Å; our
computed value, 2.64 Å, is close to these experimental
findings. The estimated C5sCl distances, 3.164-3.163 Å,
for Ia andIb , also are close to the observed values,33 3.320-
(9) and 3.239(11). Moreover, the calculated C5-H13sCl
angles, 109.4° and 109.3°, for Ia and Ib , are nearer to the
observed range,33 117-118 °. Thus, these theoretical and
experimental results suggest the formation of intramolecular
C5H13sCl H-bonds inIa and Ib.

For the calculated planar structures of theIc and Id
derivatives, the C5H13sO14 contacts, 2.24 Å, are also
noticeably smaller than the sum of the van der Waals radii
of the oxygen (1.5 Å) and H atoms (1.1 Å), suggesting the
appearance of C5H13sO14 hydrogen bonds in these mol-
ecules. Analyzing a database of X-ray structures, Taylor and
Kennard31 observed that the CHsO interaction is contained
in the 2.04-2.39 Å range. From the theoretical point of view,
using the B3LYP/6-31G(d,p) method, a value of 2.253 Å
was found for the conventional intramolecular OsH bond
of hydroxylthiophenol.34 The present B3LYP/6-311++G-
(d,p) results are in favor of the C5H13sO14 intramolecular
hydrogen bond formation in eachIc andId derivative; this,
in addition to the C11H12sN3 bonding, quoted above. Even

Figure 1. Optimized B3LYP/6-311++G(d,p) geometries for the bare Ia-Id derivatives. The CHsCl, CHsN, and CHsO distances,
in Å, are indicated as well as the dihedral angles, ω ) C7C6C4C5, in deg.
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more, our estimated C5sO14 distances, 2.791 Å forIc and
2.795 Å for Id , are shorter than the recommended value,
3.25 Å, for this type of CHsO bonding.5

Another property that allows depicting H-bonds is the
C-HsX bond angle. Desiraju and Steiner7 have found that
very strong H-bonds have C-HsX angles of 175-180°,
strong H-bonds may have 130-180°, but angles smaller than
130° imply the formation of weak H-bonds. The C5-H13s
Cl bond angles forIa andIb are=109°, while smaller C11-
H12sN3 angles, of 101°, were computed for these species.
ThenIa andIb have weak CHsCl bonds and, presumably,
much weaker CHsN bonds.

Ic andId follow the same trend, and they have C5-H13s
O14 angles of=109° and C11-H12sN3 angles of=103°. Why

then in Ic and Id C11H12sN3 and C5-H13sO14 bonds are
formed, while inIa andIb only C5H13sCl bonds are formed?
The answer may be due to the fact that, as indicated by the
C7C6C4C5 dihedral angle,Ic andId are planar species, while
this angle indicates a considerable deviation from planarity
for Ia and Ib .

A property that determines the strength of the H-bond
formation is the stabilization energy due to this kind of bond.
For the intermolecular case, this property is estimated as the
energy difference of two states of the AH and B units: the
sum of the total energies of two independent AH and B
ground states minus the total energy of the AHsB system,
i.e., when the moieties are joined by H-bonds. However, in
the intramolecular CHsX systems, both donor (CH) and
acceptor (N, O, and Cl) fragments are contained within the
Ia-Id thiazole derivatives, as they cannot be independent
moieties. This feature requires the location of a structure
where the intramolecular H-bond is absent or diminished.
In an attempt to locate such “absent H-bond” structures, we
have carried out total energy calculations for eachIa-Id
derivative, varying the dihedral C5C4C6C7 angles. This
rotation is allowed, since, although there is some small degree
of π-conjugation between C4 and C6, the C4-C6 distance,
1.478 Å, indicates, essentially, a single C-C bond. The PESs
for this rotational degree of freedom are shown in Figure 3.
It should be pointed that at each selected dihedral angle (it
was varied at intervals of 30°), a fully optimization, structural
and electronic, was performed. The PESs are symmetrical
around 180°. In the first step, the whole PES profile was
obtained with the 6-31G(d,p) basis set. Afterward, with the
purpose to obtain more accurate results, the important points
(GS, 90, 120, and 180° points) were computed with the
6-311++G(d,p) basis; the values obtained are also indicated
there.

The fourIa-Id curves present a similar pattern. The first
local maximums, at 90°, are mainly due to the breaking of
the smallπ conjugation between the phenyl and thiazole
rings. In addition, these structures have slightly longer C4-
C6 distances,=1.49 Å, than the ground-state geometries.
(The C4-C6 distance is 1.48 Å for the ground states of1a
and 1b, and it is 1.47 Å for1c and 1d, see Figure 1).
Absolute maximums at 180° are mainly accounted by the
manifestation of heteroatom repulsions, involving relatively
high electronegative atoms: N3sCl for Ia andIb and N3s
O14 for Ic and Id . Additionally, the H12sH13 repulsions, in
the four cases, also contribute to the energy increase. On
the other hand, the minimums at 120° reflect the absence of
such heteroatom and H12sH13 repulsions as well as the
absence of intramolecular H-bond formation, since the N3s
Cl, N3sO14, and H12sH13 and the HsN, ClsH, and OsH
distances are quite big; see Figure 3. We have estimated the
stabilization energy, due to intramolecular H-bonding, sub-
tracting the total energy of the correspondingIa-Id GS from
the respective value at 120°. For the nonplanar GSs ofIa
and Ib were obtained 2.1 kcal/mol for this property, at the
B3LYP/6311++G(d,p) level of theory. While forIc andId ,
the stabilization energy is=4.1 kcal/mol. The quasiplanar
geometry ofIc andId coupled with the presence of the more
electronegative O atoms is mainly responsible for the H-bond

Figure 2. Experimental geometries for the Ia (Ia-Exp) and
Ib (Ib-Exp) molecules and for the Ib-Ib (1b-1b-Exp) dimer.
For Ia and Ib are indicated the neutron diffraction corrections
for the C-H bond lengths and for the ClsH distances.
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energy in these species. Then, this energetic criterion suggests
the formation of weak intramolecular H-bonds inIa andIb .
Below we will show, through the topological behavior of
the electronic density, that inIa and Ib only are formed
intramolecular C5H13sCl bonds; while two intramolecular
H-bonds, CHsN and CHsO, are formed in eachIc andId
derivative. Indeed, the calculated H-bond energies account
for the formation of two weak H-bonds inIc and Id . Each
C11H12sN3 and C5H13sO14 contact will have, roughly, a
H-bond energy of about 2.0 kcal/mol; this value falls within
the assigned range, 2-5 kcal/mol, for weak H-bonds.7

Moreover, the estimated H-bond energies ofIa andIb , 2.0
kcal/mol, suggest the formation of a weak C5H13sCl bond.
According to Scheiner et al.,35 the magnitude of this attractive
weak interaction falls on the borderline, 2-3 kcal/mol, of
true H-bonds.

It is important to highlight that the experimental geometry
of Ia is quasiplanar, since the dihedral C7-C6-C4-C5 angle
is 6.54°, while the X-ray structure ofIb is nonplanar with a
dihedral C7-C6-C4-C5 angle of 52.24°. Ia has a methyl
group in the C2 position, andIb has an amine group. This
amine group may allow the formation of two intermolecular
NHsN3 bonds between twoIb molecules; see the structure
Ib-Ib-Exp in Figure 2. These intermolecular NHsN3 bonds
account for the type of crystal structure showed by theIb
thiazole derivative, whereIb is rotated 52.27°. The inter-
molecular NHsN3 bonding is the main trigger for the
stabilization of such 52° Ib conformer or, so-called, rotamer.

The B3LYP/6-311++G(d,p) binding energy of the two
intermolecular N3HsH bonds for theIb-Ib dimer is equal
to 8.2 kcal/mol, yielding 4.1 kcal/mol for each intermolecular
N3HsN bond; which is bigger than the stabilization energy,
2.1 kcal/mol, due to the intramolecular C5H13sCl binding,
obtained for the (gas phase) GS ofIb , where the dihedral
angle is equal to 25.3°.

IIIb. Atoms in Molecules and Chemical Shifts Results.
We will now address the analysis of the electronic densities,
F, and Laplacians,32F, of the intramolecular C11H12sN3,
C5H13sCl, and C5H13sO contacts. For eachIa-Id ground-
state structure was computed, using the code Gaussian-98,
the corresponding B3LYP/6-311++G(d,p) wave function.
Furthermore, these GS wave functions were used to deter-
mine BCPs and RCPs with AIM2000.26,36 The obtained
topological parameters are reported in Table 1 and in Figure
4 for Ib . For Ia and Ib , the AIM treatment defines clearly
BCPs (F ) 0.0125 e au-3 and32F ) +0.0468 e au-5) along
the C5H13sCl paths; see Figure 4. Note that the values for
the Laplacians are positive, as expected for a weak H-bond.
Consistently, the six member rings, originated by the H13s
Cl bonds, show quite defined RCPs (F ) 0.0093 e au-3 and
32F ) +0.0452 e au-5); although, due to the asymmetry,
they are somehow deviated from the center. For instance, in
the phenyl and thiazole groups, the RCPs are located at the
center of the rings. See Figure 4.

On the other hand, the C5H13sO14 and C11H12sN3 paths
of Ic and Id define clearly the appearance of BCPs and

Figure 3. Potential B3LYP/6-31G(d,p) energy surfaces for Ia-Id. They were obtained through the variation, by steps of 30°, of
the ω ) C7C6C4C5 dihedral angle. Also are indicated the B3LYP/6-311++G(d,p) results for the optimized Ia-Id structures at
90°, 120°, and 180°. In detail are shown the drawings for the corresponding structures at 0°, 90°, 120°, and 180° of the Ia
molecule.
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RCPs; see Table 1. In fact, of the studied species, these
compounds show the shorter C5H13sO14 and C11H12sN3

contacts, where the former is the shortest one. The AIM
results for the C5H13sO14 BCPs (F ) 0.0168 e au-3 and
32F ) +0.0684 e au-5) and the values for the C11H12sN3

BCPs (F ) 0.0157-0.0158 e au-3 and32F ) +0.0688-
+0.0692 e au-5) of Ic andId , see Table 1, are in agreement
with the topological criteria for the existence of H-bonds as
given by Koch and Popelier:13 0.002-0.035 e au-3 for the
electronic density and 0.024-0.139 e au-5 for the associated
Laplacian.

Aside from the AIM evidence of CHsX (X ) Cl and O)
bonding, it was found that the highest occupied molecular
orbital (HOMO) of Ia and Ib , shown in Figure 5, has
signatures of bonding interactions for C5-H13sCl. Also the
HOMOs of Ic and Id reveal bonding interactions for C5-
H13sO.

The AIM results for the experimental geometry ofIa
reveal the formation of a C5-H13sCl intramolecular H-bond
and the absence of C11-H12sN3 bonding. This picture is
similar to that found forIa in the gas phase.Ia is quasiplanar,
both in the gas phase and in the crystal; see Figures 1 and 2.
However, for the experimental geometry ofIb AIM indicates
the absence of C5-H13sCl and C11-H12sN3 intramolecular
H-bonds, which may be due to a large deviation from
planarity of Ib in the crystal. The deviation may be due to

the intermolecular H-bonding that may occur among theIb
units in the crystal. We have also performed AIM calcula-
tions for theIb-Ib dimer, labeled asIb-Ib-Exp in Figure 2,
where the bond lengths and angles are equal to the
experimental values. The results indicate the formation of
two intermolecular NHsN3 bonds between twoIb units; see
Figure 6. As quoted, B3LYP/6-311++G(d,p) indicates a
binding energy of 8.2 kcal/mol forIb-Ib , yielding 4.1 kcal/
mol for each N-HsN3 bond; which is a bigger value than
the binding energy of the C5-H13sCl intramolecular H-bond
calculated forIb in the gas phase, about 2.1 kcal/mol.

Finally, a theoretical study of the chemical shifts in the
1H NMR was made by the GIAO method at the B3LYP/6-
311++G(d,p) electronic level of treatment. This approach
also may be useful for a potential identification of
H-bonds.35,37-39 The calculated chemical shifts, in ppm, for
some representative hydrogen atoms of theIa-Id species
are reported in Table 2; in parentheses are indicated the
experimental values.2 These theoretical results are in close
agreement with the values obtained experimentally2 by 1H
NMR. For example, the calculated chemical shifts of the H12

and H13 atoms are overestimated by 0.35-0.52 ppm, while
underestimations of 0.22-0.40 ppm were obtained for H15;
see Table 2. ForIa and Ib there is no clear correlation
between shifts and H-bond formation. For instance, inIa,
H12 and H13 have very similar values, 7.92 and 7.98 ppm,
respectively, which are bigger, by 1.24-1.30 ppm, than the
value for H15. The experiment also indicates similar shifts
for H12 and H13, bigger than that of H15. However, as shown
above, H12 does not form an H-bond. Moreover, inIb , the
shift of H12 (not forming a H-bond) is bigger, by 1.25 ppm,
than that of H15; but H13 (forming a H-bond) has a smaller
difference, 0.82 ppm, from the value of H15. The experiment
also yields a smaller difference between the shifts of H13

and H15. That is, inIa andIb , there is not a clear correlation
between chemical shifts and H-bonds. In these cases, the
shifts are merely due to the different topological positions
of the H atoms. A different behavior is observed forIc and
Id , since the H12 and H13 centers of these moieties, which

Table 1. Calculated B3LYP/6-311++G(d,p) Density (F), in
e au-3, and Laplacians (32F), in e au-5, for the Bond
Critical Points (BCP) and Ring Critical Points (RCP) of the
CHsN, CHsCl, and CHsO Contacts of the Ia-Id Ground
States

FBCP ∇2FBCP FRCP ∇2FRCP

Ia C-HsN
C-HsCl 0.0125 0.0468 0.0093 0.0452

Ib C-HsN
C-HsCl 0.0125 0.0468 0.0093 0.0452

Ic C-HsN 0.0158 0.0692 0.0158 0.0796
C-HsO 0.0168 0.0684 0.0109 0.0636

Id C-HsN 0.0157 0.0688 0.0157 0.0784
C-HsO 0.0168 0.0684 0.0109 0.0632

Figure 4. Molecular graph for the GS of Ib. The B3LYP/6-
311++G** density (F), in e au-3, and laplacians (32F), in e
au-5, are indicated for the BCP of the CHsCl contact and
the RCP for the ring.

Figure 5. Contour plots of the higher occupied molecular
orbitals (HOMO) for the GSs of Ia-Id. The HOMOs contain
signatures of C-HsX, (X ) Cl and O) bonding interactions.
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form clearly H-bonds, have shifts that are significantly
bigger, 1.42-1.89 ppm, than that of the H15 atom. In other
words, in Ic and Id the chemical shifts of the H12 and H13

centers have signatures of H-bonds. The magnitude of these
shifts is in agreement with the estimated higher H-bond
energy, 4.1 kcal/mol forIc andId , and with the topological
results from AIM, which show the formation of two, C5H13s
O14 and C11H12sN3, H-bonds.

Conclusions
The nonconventional CHsX (X ) N, O, or Cl) H-bonds
formed intramolecularly in theIa-Id thiazoles were studied
by means of calculations made with the B3LYP/6-311++G-
(d,p) method. The obtained results for the geometrical,
energetic, topological, and spectroscopic properties allowed
the characterization of these H-bonds. The computed proper-
ties for the bare GSs suggest the formation of one H-bond,

CHsCl, in Ia and Ib ; in these species the CHsN bond is
absent, while two H-bonds, CHsN and CHsO, are formed
in Ic and Id. Indeed, the geometrical criteria indicate that
the HsCl distances, 2.64 Å, ofIa andIb and the HsN and
HsO lengths, 2.34-2.35 and 2.24 Å, respectively, ofIc and
Id are noticeably shorter than the respective sum of the X
and H van der Waals radii. Consistently, according to the
theory of atoms in molecules, the electronic density shows
bond critical points for the CHsX bonds. The weak character
of these H-bonds is indicated by the H-bond energies, which
are=2.1 kcal/mol forIa and Ib and=4.1 kcal/mol forIc
and Id . Deviation from planarity also is important;Ia and
Ib with nonplanar structures have only one H-bond, CHs
Cl, whereasIc and Id with quasi-planar geometries have
two H-bonds, CHsO and CHsN. Moreover, in the crystal
Ib is largely deviated from planarity, avoiding the formation
of intramolecular CHsX bonds; instead, there are formed
two intermolecular NHsN bonds between twoIb units. This
N-HsN bond is stronger than the C-HsCl bond ofIb in
the gas phase. The chemical shifts in the1H NMR were also
calculated by the GIAO method. InIa andIb they are merely
due to the different topological positions of the H atoms.
But in Ic andId the shifts in HsN and HsO have signatures
of H-bond formations.
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Abstract: We have carried out a detailed multifunctional density functional theory study of first-

row transition-metal (Cr to Cu) â-diketiminato (“nacnac”) imido and oxo complexes. All the

complexes studied exhibit essentially the same d-orbital energy ordering, which is a1 (dx2-z2) e

a2 (dxy) e a1 (dy2) < b2 (dyz) < b1 (dxz), where the metal-imido vector is identified with the z axis

and metal-N3 plane is identified with the xz plane. A curious aspect of this orbital ordering is

that the metal dx2-z2 orbital, one of whose lobes points directly at the imido nitrogen, is

considerably lower in energy than the dπ orbitals. We have determined that the remarkable

stability of the dσ-type orbitals owes largely to the way these orbitals hybridize or “shape-shift”

as a result of the absence of ligands trans or equatorial with respect to the imido (or oxo) group.

Of the many functionals examined, OLYP and OPBE, based on the Handy-Cohen OPTX

exchange functional, appear to provide the best overall description of the spin-state energetics

of the various complexes. In particular, these two functionals predict an S ) 3/2 ground state for

Fe(III) nacnac imido complexes and an S ) 0 ground state for Co(III) nacnac imido complexes,

as observed experimentally. In contrast, classic pure functionals such as PW91 predict S ) 1/2
ground states or at best equienergetic S ) 1/2 and S ) 3/2 states for the Fe(III) imido complexes,

while hybrid functionals such as B3LYP and O3LYP predict S ) 1 or 2 ground states for the

Co(III) nacnac imido complexes.

Introduction
Multiply bonded metal-ligand units are a subject of enduring
interest in chemistry.1 In part, this interest stems from the
relevance of such units as mimics of enzymatic iron-oxo
intermediates.2,3 In addition, transition-metal oxo, imido,4,5

nitrido, phosphinidine and phosphido complexes undergo a
variety of synthetically useful atom- and group-transfer
reactions.6 Not surprisingly, inorganic chemists are continu-

ally driven to create new multiply bonded metal-ligand
entities, while theoreticians rush to elucidate their electronic
structures. Interestingly, not long ago, middle and late
transition-metal oxo and imido complexes were thought to
be inevitably unstable and inaccessible, because of energeti-
cally costly metal(dπ)-ligand(pπ) antibonding interactions.7

However, our conception of the field has changed dramati-
cally in recent years; thus, quite a few low-coordinate middle
and late transition-metal imido complexes have been syn-
thesized and structurally characterized.5,8-19 Although density
functional theory (DFT) calculations have accompanied a
number of these synthetic studies, a comprehensive, com-
parative electronic-structural perspective of the different
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complexes has yet to emerge, which is what we sought to
develop in our laboratory. Accordingly, we will present here
a systematic account of DFT calculations, employing a
variety of exchange-correlation functionals, on trigonal-planar
(â-diketiminato)M(NR) complexes, where M) Cr(III), Mn-
(III), Fe(III), Fe(IV), Co(III), Ni(III), and Cu(III) and R)
alkyl or aryl. Warren and co-workers have synthesized and
structurally characterized close experimental analogues of
two of these complexes, namely, Co(III) (S) 0)20 and Ni-
(III) (S ) 1/2).21 Some of the specific issues that we sought
to address in this study are as follows.

Although DFT calculations have provided a “first-order”
electronic description of certain of the above complexes,19-21

we remained particularly intrigued by a key aspect of the
bonding. Several of these complexes have a low-energy,
single or doubly occupied metal(dx2-z2)-imido(pσ) σ-anti-
bonding molecular orbital (MO) that is significantly lower
in energy than the two dπ-pπ antibonding MOs. However,
there is little comment in the literature as to why a
σ-antibonding MO should fill preferentially, relative to the
π-antibonding MOs. Is this a special feature of the imido
ligand? To investigate, we have compared the above-
mentioned imido complexes with a full set of the corre-
sponding oxo species, which have yet to be experimentally
observed. We will see that the d-orbital ordering is largely
determined by the trigonal-planar stereochemistry of the
metal center.

Another aspect of the bonding we will focus on involves
the spin-density profiles of the complexes. So far, there is
little information in the literature on the spin-density distribu-
tions of the Fe(III) and Ni(III) imido complexes, for which
DFT calculations have been reported.19-21 Here, we provide
detailed information, partly via high-quality spin-density
plots, on the spin-density profiles of all the open-shell species
studied. By indicating how the spin density partitions itself
between the metal and the ligands, this information affords
a remarkably useful tool for visualizing and quantifying the
nature of metal-ligand covalent bonding in open-shell
coordination complexes.22,23

Perhaps the key contribution of this study is toward
elucidating the spin-state energetics24 of the various trigonal-
planar imido complexes. Already, the literature raises a
number of intriguing questions. For example, an Fe(III) imido
complex apparently exhibits an unusual intermediate-spin S
) 3/2 ground state,19 while the analogous Co(III) complex is
S ) 0.20 How much higher in energy are the alternative spin
states? We have posed similar questions for the other imido
complexes as well. In this connection, our calculations on
the hypothetical oxo analogues of the imido complexes have
also proved very insightful. As expected, significant differ-
ences exist between the energy spacings of the valence MOs
of the imido and oxo complexes. We will see that in certain
cases analogous imido and oxo complexes are even predicted
to exhibit different ground states.

Intimately associated with the question of transition-metal
spin-state energetics is the issue of how accurately we can
compute them.24-26 As far as DFT is concerned, it is fair to
say that we are still in the early stages of providing a

comprehensive answer to this question. In our experience,
traditional pure functionals such as PW91 tend to favor low-
spin, more-covalent states, while hybrid functionals such as
B3LYP behave oppositely.24,26In this study, we have carried
out full geometry optimizations with two different functionalss

PW91 and OLYPsas well as single-point energy calculations
with a large variety of functionals, both pure and hybrid.
An important conclusion to emerge from this large volume
of data is that some of the newer “pure” functionals OLYP
and OPBE, based on Handy and Cohen’s OPTX exchange
functional,27 may be among the best, from the point of view
of transition-metal spin-state energetics.

Methods

All species studied were optimized with the PW9128 and
OLYP27 generalized gradient approximations, triple-ú plus
polarization Slater-type orbital basis sets, and a fine mesh
for numerical integration of the matrix elements, as imple-
mented in the ADF 200529 program system. In addition, we
also carried out single-point noniterative post-self-consistent
field (SCF) calculations with a variety of pure and hybrid
functionals, namely, BLYP,30,31BP86,32,33OPBE,27,34,35XL-
YP,36 B3LYP(VWN5),37-39 O3LYP(VWN5),27,38and X3LYP-
(VWN5).36 Unless otherwise indicated, the VWN functional
was used as the local part of all of the above functionals. In
general, for all the species studied, the calculated<S2>
values were in excellent agreement with the theoretically
expected values.

Results and Discussion

A. A Basic Description of the Bonding.Before discussing
the bonding in the imido complexes, it might be useful to
start with a qualitative MO picture of an electronically
“simpler” â-diketiminato complex, (nacnac)NiL, where
nacnac- is the anion of 2,4-bis(2,6-dimethylphenylimido)-
pentane and L is a relatively weak, innocent ligand such as
chloride. Such a picture, already available from earlier work
in this field,19,20,21,40,41is presented in Figure 1. UnderC2V

symmetry, the five d orbitals transform as 2a1, a2, b1, and
b2. Both dσ orbitals (relative to the metal-L linkage)
transform as a1 and are denoted as a1-1 (dy2) and a1-2 (dx2-z2),
where the metal-L axis defines thez direction, while the
two dπ orbitals transform as b1 and b2 and the dδ orbital as
a2. The b1-symmetry M(dπ)-imido(pπ) antibonding MO has
the highest orbital energy of all the metal d-based MOs, a
feature that persists in the metal-imido complexes as well.
The high energy of this MO also owes significantly to
σ-antibonding interactions with the nacnac ligand, as depicted
in Figure 1.

In this work, we have modeled the experimentally known
1-adamantylimido19-21 complexes as NMe and NPh com-
plexes; the latter has the advantage of capturing the fullC2V
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symmetry of the bonding problem. Extensive symmetry-
unconstrained optimizations confirmed that theCs andC2V

point group symmetries were appropriate for nearly all the
NMe and NPh complexes, respectively. In addition, we found
that the phenyl group in the NPh moiety generally exhibits
a distinct energetic preference for being coplanar with the
metal-N3 moiety. Figure 2 presents PW91 MO energy-level
diagrams for four of the NPh complexes, namely, Fe(III) (S
) 3/2), Co(III) (S ) 0), Ni(III) (S ) 1/2), and Cu(III) (S)
1), while Table 1 details the atomic compositions of the five
primarily d-type MOs. Note from Figure 2 is that all four
compounds exhibit roughly the same energy ordering of the
d-based MOs, namely, a1-2 (dσ) e a2 (dδ) e a1-1 (dσ) < b2

(dπ) < b1 (dπ) (the orbitals being listed from low to high
orbital energy). The qualitative shapes of these MOs are
similar across all the compounds studied and are depicted
in Figure 3 for (nacnac)NiIII (NPh). Actually, all the com-
pounds examined in this study,including the oxo species,
exhibit essentially the same energy ordering of the d-type
MOs. This strongly suggests that this orbital ordering (though
not the exact energy spacing) is largely determined by the
C2V-type trigonal-planar geometry of these complexes, rather
than by just the imido ligand.

The various metal-NPh (as well as NMe) complexes
studied exhibit the following electronic configurations:

The finding that the orbital ordering in these imido complexes
(see Figure 2) is rather similar to that in a much weaker-
field complex such as (nacnac)NiCl (Figure 1) is quite
remarkable and has not been adequately emphasized in the
literature. A key point here is that the dσ-type a1-2 MO, which
has a lobe pointing directly at the imido nitrogen, has a much
lower orbital energy than either of the two dπ-type MOs.
This is understandable in the case of a chloride complex such
as (nacnac)NiCl but calls for a closer examination for the
imido complexes, in view of the much stronger ligand field
strength of imido ligands.

The shape of the a1-2 MO, the HOMO-4 in Figure 3,
provides a clue to its stability. Its d character is best described
as dx2-z2, z being the direction of the metal-imido axis.
Although the dx2-z2 orbital suffers a head-on antibonding
interaction with the imidoσ lone pair, the repulsion is less
than it would be with a dz2 orbital, which would stick out
further in thez direction. Second, as shown in Figure 3, the
lateral lobes of the dx2-z2 orbital actually engage in abonding
interaction with the imido group. Third, as shown in Table
1, small amounts of Fe s and p character also play a role in
muting the Fe(dσ)-N(pσ) antibonding interaction. We pro-
pose that it is this unusual orbital topology, resulting from
the absence of both equatorial and trans ligands, relative to
the imido group, that effectively quenches theσ-antibonding
nature of this MO.

Two further points are worth making in this connection.
First, the topology of the above-mentioned orbital is some-
what different from that of the dz2-based MO that is also
unusually stable and occupied in pseudotetrahedral Fe(III)
and Co(III) imido complexes.5 In this case, much larger
admixtures of pz character appear to be a key factor that
minimizes the metal-ligand antibonding interaction. While
details of these calculations have been described elsewhere,
Figure 4 presents key DFT results for FeIII (MeBP3)(NMe)
(MeBP3 is a monoanionic methytrisphosphinoborate model
ligand),42,43 a model pseudotetrahedral imido complex,
including a graphical representation of the dz2-based singly
occupied molecular orbital (SOMO). Second, we are aware
of another example, S) 1/2 Fe(5,5-tropocoronand)(NO),
from the nitrosyl literature,44 where the muted antibonding
interaction between a relatively stereochemically inactive Fe
dx2-z2 orbital and the NO lone pair in the singly occupied

Figure 1. Qualitative MO diagram for a typical â-diketiminato
complex, (nacnac)NiL, where L is a relatively weak, innocent
ligand such as chloride. The dσ, dπ, and dδ descriptions are
relative to the M-L bond.

(nacnac)CrIII (NPh), S) 3/2: dy2
1dx2-z2

1dxy
1dxz

0dyz
0

(nacnac)MnIII (NPh), S) 2: dy2
1dx2-z2

1dxy
1dxz

0dyz
1

(nacnac)FeIII (NPh), S) 3/2: dy2
1dx2-z2

1dxy
2dxz

0dyz
1

(nacnac)FeIV(NPh), S) 1: dy2
1dx2-z2

1dxy
2dxz

0dyz
0

(nacnac)CoIII (NPh), S) 0: dy2
2dx2-z2

2dxy
2dxz

0dyz
0

(nacnac)NiIII (NPh), S) 1/2: dy2
2dx2-z2

2dxy
2dxz

0dyz
1

(nacnac)CuIII (NPh), S) 1: dy2
2dx2-z2

2dxy
2dxz

1dyz
1
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MO results in a linear NO ligand,45,46 which is very
uncommon for low-spin{FeNO}7 complexes.47 It is thus
becoming clear that an increasing number of novel structural
and stereochemical phenomena may be attributed to specific
d-orbital hybridizations resulting from low-coordinate en-
vironments, as opposed to “normal” octahedral ones.

The MO topologies and symmetries, as presented above,
allow an appreciation of the variations in the metal-Nimido

distances and molecular spin-density profiles for the various
first-row transition-metal complexes, as discussed in the next
two sections.

B. Structural Chemistry . Selected optimized geometry
parameters and Mulliken spin populations for NMe, NPh,
and oxo complexes are listed in Tables 2 and 3, respectively.

Much of the same information is depicted graphically for
NMe and NPh complexes in Figures 5 and 6, respectively.
Let us first discuss trends in the metal-imido distance among
the middle transition metals (Cr, Mn, and Fe). From S) 3/2
Cr(III) to S ) 2 Mn(III), the metal-Nimido distance expands
slightly, by a couple of hundredths of an angstrom, reflecting
the single dπ-pπ antibonding interaction in the Mn(III)
complexes. The effect is slight because it is superimposed
on the tendency of ionic radii to shrink from left to right
across a transition series, because of less effective shielding
of the inner electrons. Thus, from S) 2 Mn(III) to S ) 3/2
Fe(III), the metal-imido distance shrinks by about 0.03 Å,
although both ions feature a single dπ-pπ antibonding
interaction in their respective complexes. The metal-Nimido

Figure 2. MO energy level diagrams for (nacnac)MIII(NPh), M ) Fe, Co, No, and Cu. Primarily metal-based MOs are indicated
in blue and primarily ligand-based MOs in red.

Table 1. Atomic Contributions of the Primarily 3d-Based Majority-Spin MOs for (nacnac)MIII(NPh); M ) Fe, Co, No, and
Cua

metal S a1-2 a2 a1-1 b2 b1

Fe(III) 3/2 HOMO-10, (SOMO):
78% Fe (70%
dx2-y2, 5% dz2,
3% s)

HOMO-3:
83% Fe (dxy)

HOMO-4, (SOMO):
62% Fe (50%
dz2, 2% p,
10% s), 9% Nimido

HOMO (SOMO):
19% Fe (dyz),
31% Nimido

LUMO:
36% Fe (dxz),
38% Nimido

Co(III) 0 HOMO-2:
83% Co (63%
dz2, 6%
dx2-y2, 2% p,
12% s), 7%

Nimido

HOMO-1:
84% Co (dxy)

HOMO:
93% Co (86%
dx2-y2, 5% dz2,
2% p)

LUMO:
40% Co (dyz),
20% Nimido

LUMO+1:
43% Co (dxz),
23% Nimido

Ni(III) 1/2 HOMO-4:
81% Ni (39%
dz2, 37%
dx2-y2, 3%
p, 2% s), 6%
Nimido

HOMO-3:
86% Ni (dxy)

HOMO-1:
92% Ni (54%
dx2-y2, 28%
dz2, 10% s)

HOMO (SOMO):
24% Ni (dyz),
26% Nimido

LUMO:
40% Ni (dxz),
30% Nimido

Cu(III) 1 HOMO-9:
88% Cu (71% dx2-y2,

14% dz2, 3% s)

HOMO-8:
64% Cu (dxy)

HOMO-7:
82% Cu (60%
dz2, 16%
dx2-y2, 4% p,
2% s) 6% Nimido

HOMO-1 (SOMO):
11% Cu (dyz),
19% Nimido

HOMO (SOMO):
32% Cu (dxz),
26% Nimido

a This table accompanies Figure 2.
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distances in the three different spin states of the Fe(III)
complexes nicely illustrate the effect of the number of the
numberπ-antibonding interactions. Thus, from low-spin to
intermediate-spin Fe(III), the Fe-Nimido distance increases
by about 0.03 Å, while going to high-spin Fe(III) increases
this distance by at least another 0.05 Å. Unfortunately, no
middle transition-metal nacnac imido complex has been
isolated and structurally characterized, so these structural
trends appear to be largely of predictive value. Holland and

co-workers, however, apparently have generated a three-
coordinate S) 3/2 Fe(III)-imido complex in solution;
however, no experimental metrical parameters are as yet
available for this species.19,48

Our optimized Co and Ni imido structures are in excellent
agreement with the crystallographic structures of very similar
compounds.20,21Thus, the PW91 (1.625 Å) and OLYP (1.627
Å) Co-NMe distances agree well with the Co-NAd (1.624
Å) distance in the experimentally studied cobalt complex.20

Figure 3. Plots of the primarily 3d-based majority-spin MOs of (nacnac)NiIII(NPh).
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Likewise, the PW91 (1.668 Å) and OLYP (1.675 Å) Ni-
NMe distances agree well with an experimental Ni-NAd
distance of 1.662 Å.21 Note that the optimized Cu-NMe
distances (PW91 1.762 Å and OLYP 1.782 Å) are longer
still. The increase in the metal-Nimido distance from Co(III)
to Ni(III) to Cu(III) nicely reflects the increasing number of
dπ-pπ antibonding interactions along the series of metal ions
- 0, 1, and 2, respectively.

C. Spin-Density Profiles. Figures 5 and 6 present graphi-
cal representations of the spin-density profiles of key NMe
and NPh complexes, while Tables 2 and 3 present listings
of Mulliken spin populations. The MO descriptions of the
complexes given above allow us to readily appreciate the
spin-density profiles, as discussed case by case below.

Cr(III). The dy21dx2-z21dxy
1 electronic configuration suggests

that most of the excess spin density should be localized on
the metal. This is indeed the case; however, both PW91 and
OLYP calculations indicate a substantial minority spin
density on the imido nitrogen. Careful examination of the
shapes of the different valence MOs indicates that this excess
minority spin density results from a slight spatial offset
between theR- andâ-spin forms of the dπ-pπ bonding MOs.
Such spatially offsetπ bonding is actually relatively common
in open-shell transition-metal complexes, and we have seen
a similar occurrence in a NO complex, Mo(P)(NO)(MeOH)
(P ) porphyrin), which has a{MoNO}5 dπ

2dπ′2dδ
1 config-

uration but, nonetheless, exhibits a significant amount of
minority spin density on the NO.49

Mn(III) and Fe(III). In these cases, note from Figures 5
and 6 that the spin-density profile is highly anisotropic at
the imido nitrogen. While a dumbbell of majority spin density
reflects single occupancy of the dyz-based b2 MO, note the
dumbbell of minority spin density in thexzplane (once again,
reflecting a spatially offsetπ bonding in thexzplane). As a
result, there is only a tiny amount of excess spin density on
the imido nitrogens of these complexes.

Fe(IV). Crudely speaking, the spin-density profile of the
cationic S) 1 Fe(IV) complexes resembles those of the Cr-
(III) complexes, as expected from the dy21dx2-z21dxy

2 electronic
configuration of the former. As in the Cr(III) case, a
cylindrically symmetric blob of minority spin density resides
on the imido nitrogen.

We will not have much occasion to discuss the Mulliken
charges shown in Figures 5 and 6. However, note that the
Fe, Nimido, and Nnacnaccharges are only slightly higher in the
cationic Fe(IV) case than in the Fe(III) case, consistent with
the electroneutrality principle.

Ni(III ). The S) 1/2 Ni(III) spin density mirrors the form
of the singly occupied b2 dπ-based orbital. Note that the spin
density partitions itself roughly 1:2 between the Ni and the
Nimido. In other words, as previously noted,21 the Ni(III)
complexes may be described as having substantial NiII-NR•-

character.
Cu(III). The cylindrically symmetric S) 1 Cu(III) spin

density corresponds faithfully to a pair of singly occupied
dπ-based orbitals. In this case, the spin density is even more

Figure 4. Selected results for FeIII(MeBP3)(NMe) (C3v), a pseudotetrahedral Fe(III) imido complex. Top left: Optimized distances
(Å, in black), angles (deg, red), Mulliken spin populations (magenta), and charges (green, in parentheses). Top right: A plot of
the spin density, with majority and minority spin densities indicated in cyan and magenta, respectively. Bottom: A plot of the
SOMO.
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polarized toward the imido nitrogen, split 1:5, in fact,
between the Cu and Nimido. Thus, once again, we have a
highly noninnocent imido ligand, and the complex might well
be described as a Cu(I) triplet-nitrene conglomerate.

A comment is in order on the small differences in spin-
density profile between the NMe and NPh complexes. The
difference is especially pronounced when the b2 dπ-based
MO is singly occupied, as in the Ni(III) case. In this case,
both the Ni and the imido nitrogens in the NPh complexes
carry a smaller amount of spin density, relative to their NMe
analogues; the difference is accounted for by the presence
of some spin density at the ortho and para carbons of the
NPh group.

D. Spin-State Energetics and the Performance of
Different Functionals. We now come to what we view as
the heart of this study. The energetics of the low-lying spin
states of transition-metal complexes is not only a core issue
for coordination chemistry but also an important one for
computational studies. In particular, this is still a problematic
issue for DFT calculations. Classic “pure” functionals such
as PW91 typically unduly favor states with lower spin

multiplicities, while hybrid functionals have been docu-
mented to behave oppositely. In this study, we have carried
out single-point energy calculations on the OLYP optimized
geometries of all the NPh and oxo complexes studied. These
results afford a wealth of information on (a) trends in spin-
state energetics in nacnac imido complexes, (b) the perfor-
mance of the different functionals, and (c) comparisons of
NPh and oxo spin-state energetics. The various energetics
results are shown in Tables 5-7. All of these issues are
discussed below on a case by case basis.

Mn(III) . For Mn(III) imido complexes, the “pure” func-
tionals such as PW91, BLYP, BP, and XLYP indicate nearly
isoenergetic S) 1 and 2 states. In contrast, the newer “pure”
functionals OLYP and OPBE, which include the Handy-
Cohen exchange OPTX exchange functional, favor the S)
2 state by about 0.7 and 0.5 eV, respectively. The three
hybrid functionals examined also favor the S) 2 state by a
similar margin. The S) 0 state is far higher in energy than
either the S) 1 or 2 state. Overall, the results suggest an S
) 2 ground state.

Table 2. Selected Geometry Parameters (Å, deg) and
Mulliken Spin Populations for (nacnac)M(NMe) Complexes
Optimized under a Cs Symmetry Constraint

M-Nimido M-Nnacnac
a ∠(NMN)nacnac

metal
ion charge S PW91 OLYP PW91 OLYP PW91 OLYP

Cr(III) 0 3/2 1.686 b 2.016 b 131.5 b
Mn(III) 0 1 1.660 b 1.909 b 130.3 b
Mn(III) 0 2 1.703 1.723 2.010 2.041 131.6 131.2

Fe(III) 0 1/2 1.633 1.639 1.891 1.911 131.4 129.9

Fe(III) 0 3/2 1.673 1.686 1.958 1.955 128.6 129.9

Fe(III) 0 5/2 1.749 1.750 2.016 2.058 109.0 111.8

Fe(IV) 1 1 1.657 1.658 1.881 1.920 129.8 132.4

Fe(IV) 1 2 1.690 1.693 1.913 1.943 108.7 113.7

Co(III) 0 0 1.625 1.627 1.856 1.876 132.3 132.5

Co(III) 0 1 1.666 1.683 1.911 1.943 129.0 131.6

Co(III) 0 2 1.747 1.751 1.965 1.998 111.5 112.7

Ni(III) 0 1/2 1.668 1.675 1.883 1.910 130.9 130.8

Ni(III) 0 3/2 1.745 1.753 1.924 1.956 107.9 109.8

Cu(III) 0 0 1.723 1.738 1.926 1.960 130.5 130.9

Cu(III) 0 1 1.762 1.782 1.951 1.990 130.4 130.4

sM sN(imido) sN(nacnac)
a

metal
ion charge S PW91 OLYP PW91 OLYP PW91 OLYP

Cr(III) 0 3/2 3.359 b -0.458 b -0.065 b
Mn(III) 0 1 2.533 b -0.335 b -0.045 b
Mn(III) 0 2 4.018 4.174 -0.067 -0.210 -0.042 -0.037

Fe(III) 0 1/2 1.376 1.550 -0.289 -0.419 -0.017 -0.017

Fe(III) 0 3/2 2.769 2.949 0.135 0.067 -0.025 -0.001

Fe(III) 0 5/2 3.747 3.744 0.964 0.975 0.036 0.037

Fe(IV) 1 1 2.325 2.533 -0.275 -0.499 -0.036 -0.049

Fe(IV) 1 2 3.042 3.266 0.587 0.425 0.057 0.058

Co(III) 0 0

Co(III) 0 1 1.655 1.648 0.281 0.307 0.016 0.016

Co(III) 0 2 2.543 2.540 1.114 1.141 0.071 0.073

Ni(III) 0 1/2 0.332 0.303 0.598 0.652 0.014 0.005

Ni(III) 0 3/2 1.272 1.287 1.270 1.293 0.105 0.101

Cu(III) 0 0

Cu(III) 0 1 0.330 0.331 1.361 1.404 0.068 0.063
a Average bond distance b SCF cycles did not converge.

Table 3. Selected Geometry Parameters (Å, deg) and
Mulliken Spin Populations for (nacnac)M(NPh) Complexes
Optimized under a C2v Symmetry Constraint

M-Nimido M-Nnacnac ∠(NMN)nacnac
metal
ion charge S PW91 OLYP PW91 OLYP PW91 OLYP

Cr(III) 0 3/2 1.710 1.712 2.010 2.004 134.7 133.6

Mn(III) 0 1 1.685 a 1.905 a 133.1 a
Mn(III) 0 2 1.716 1.736 1.995 2.028 133.0 132.3

Fe(III) 0 1/2 1.658 1.671 1.887 1.913 1.333.0 132.5

Fe(III) 0 3/2 1.688 1.700 1.912 1.947 131.8 131.4

Fe(III) 0 5
/2 1.753 1.756 2.016 2.064 130.9 131.1

Fe(IV) 1 1 1.674 1.692 1.883 1.907 133.1 132.4

Fe(IV) 1 2 1.712 1.722 1.907 1.936 129.6 129.2

Co(III) 0 0 1.647 1.653 1.852 1.872 133.4 133.2

Co(III) 0 1 1.691 1.700 1.909 1.932 132.9 133.0

Co(III) 0 2 1.743 1.746 1.973 2.018 130.0 130.4

Ni(III) 0 1/2 1.682 1.690 1.875 1.903 132.5 132.5

Ni(III) 0 3/2 1.732 1.743 1.923 1.959 126.7 126.4

Cu(III) 0 0 1.758 1.774 1.940 1.972 131.7 131.7

Cu(III) 0 1 1.769 1.789 1.948 1.985 131.5 131.5

sM sN(imido) sN(nacnac)
metal
ion charge S PW91 OLYP PW91 OLYP PW91 OLYP

Cr(III) 0 3/2 3.517 3.511 -0.414 -0.412 -0.070 -0.070

Mn(III) 0 1 2.600 a -0.302 a -0.047 a
Mn(III) 0 2 3.946 4.112 -0.134 -0.280 -0.042 -0.035

Fe(III) 0 1/2 1.450 1.647 -0.273 -0.396 -0.019 -0.020

Fe(III) 0 3/2 2.739 2.873 0.075 -0.034 -0.003 0.002

Fe(III) 0 5/2 3.801 3.786 0.755 0.788 0.015 0.021

Fe(IV) 1 1 2.406 2.617 -0.243 -0.372 -0.018 -0.009

Fe(IV) 1 2 3.314 3.410 0.177 0.106 0.011 0.017

Co(III) 0 0

Co(III) 0 1 1.556 1.549 0.165 0.164 0.014 0.016

Co(III) 0 2 2.602 2.589 0.895 0.926 0.052 0.053

Ni(III) 0 1/2 0.276 0.263 0.381 0.414 0.017 0.011

Ni(III) 0 3/2 1.378 1.378 1.049 1.078 0.077 0.073

Cu(III) 0 0

Cu(III) 0 1 0.324 0.304 1.058 1.099 0.072 0.068
a SCF cycles did not converge.
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Fe(III). For (nacnac)FeIII (NMe), as shown in Table 5, the
“classic” PW91 functional predicts an S) 1/2 ground state
by a clear margin of energy, in apparent disagreement with
an electron paramagnetic resonance and Mo¨ssbauer analysis
on a closely related species, while the newer Handy-Cohen
OLYP functional predicts an S) 3/2 ground state, by a clear
margin of energy, apparently consistent with experimental
results. For (nacnac)FeIII (NPh), as shown in Tables 5 and 6,
the pure functionals such as PW91, BLYP, BP, and XLYP
indicate nearly isoenergetic S) 1/2 and3/2 states and an S
) 5/2 state nearly 0.9 eV higher in energy.50,51 The OLYP
and OPBE functionals predict S) 3/2 ground states, S) 1/2
excited states 0.3-0.4 higher in energy, and S) 5/2 excited
states about 0.5 eV higher in energy than the ground states.

In contrast, the hybrid functionals do predict S) 3/2 ground
states but switch the ordering of the S) 1/2 and 5/2 states,
relative to OLYP and OPBE.

Co(III). For Co(III) imido complexes, all the pure func-
tionals examined clearly predict an S) 0 ground state,
consistent with experimental results, while the hybrid func-
tionals predict higher-multiplicity spin states. Thus, at least
for the spin-state energetics of the Co(III) imido complexes,
the pure functionals appear to be significantly better. Note
once again that the newer pure functionals OLYP and OPBE
behave somewhat differently from the older ones; thus, the
older pure functionals predict substantially higher relative
energies for the S) 2 state, compared with OLYP and
OPBE.

Figure 5. Calculated results for (nacnac)M(NMe) complexes for M ) CrIII (S ) 3/2), MnIII (S ) 2), FeIII (S ) 3/2), FeIV (S ) 1),
Co (S ) 0), Ni (S ) 1/2), and Cu (S ) 1): PW91- and OLYP-optimized distances (Å, black), Mulliken charges (green), and spin
populations (magenta); for the open-shell species, PW91 spin-density plots are also shown, with majority and minority spin
densities in cyan and magenta, respectively. Color code for atoms: C (black), H (white), N (magenta), Cr (light blue), Mn (green),
Fe (cyan), Co (royal blue), Ni (pink), and Cu (light orange).
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Ni(III) and Cu(III). All the functionals examined, whether
pure or hybrid, predict S) 1/2 and S) 1 ground states for
the Ni(III) and Cu(III) complexes, respectively, by a clear
margin of energy.

The above results afford remarkable insights into the
relative performance of the different functionals. In the case
of the Fe(III) imido complexes, the classic pure functionals
fail to predict an S ) 3/2 ground state, as observed

Figure 6. Calculated results for selected (nacnac)M(NPh) complexes for M ) FeIII (S ) 3/2), Co (S ) 0), and Ni (S ) 1/2):
PW91- and OLYP-optimized distances (Å, black), Mulliken charges (green), and spin populations (magenta); for the open-shell
species, PW91 spin-density plots are also shown, with majority and minority spin densities in cyan and magenta, respectively.
Color code for atoms: same as in Figure 5.
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experimentally, unduly favoring an S) 1/2 state instead. In
the case of the Co(III) imido complexes, the hybrid func-
tionals fail to yield S ) 0 ground states, as observed
experimentally. That leaves only the newer pure functionals
OLYP and OPBE, which yield energetics that, as far as we
know, are entirely consistent with experimental results in
this field.

In turn, these raise the prospect of a tantalizing scenario.
If the OLYP (and OPBE) energetics are really semiquanti-
tatively accuratesand there is a certain leap of faith heres
then the OLYP/OPBE columns in Tables 5-7 offer for the
first time a goodglobal picture of the spin-state energetics
of the many different nacnac imido and oxo species studied.
Whether or not this is actually the case will become clearer
as more experimental data accumulate.

E. Spin-State Energetics of the Oxo Species.We have
mentioned above that imido and oxo species exhibit roughly
the same orbital energy ordering. However, the orbital energy
spacings are significantly different, leading, in a few cases,
to different spin-state energetics (Table 7), relative to the
imido complexes (Table 6). Some highlights of our results

are as follows. As in the Fe(III) imido case, the FeIIIO
complexes also exhibit S) 3/2 ground states. However, in
contrast to the Co(III) imido case,all the functionals
examined predict open-shell S) 1 or S) 2 ground states
for the CoIIIO complexes; thus, while all the pure functionals
including OLYP and OPBE favor S) 1 ground states, the
three hybrid functionals examined favor S) 2 ground states.
In the NiIIIO case, both the newer pure functionals (OLYP
and OPBE) and the hybrid functionals favor S) 3/2 ground
states, while the older pure functionals favor S) 1/2 states.
In the CuIIIO case, all the functionals favor an S) 1 state,
relative to an S) 0 excited state, by several tenths of an
electronvolt.

By way of a minor digression, we would like to point out
that the calculated spin-state energetics of (nacnac)CuIIIO
species (which might also be viewed as CuII-O•) may be
relevant for the dioxygen activation mechanisms of “non-
coupled” dicopper monooxygenases such as peptidylR-hy-
droxylating monooxygenase (PHM) and dopamineâ-mo-
nooxygenase (DBM).52 Although no CuIIIO species has been
experimentally detected, at least two groups have considered
the intermediacy of such species for PHM53 and/or DBM.54,55

As in this study, both groups predicted triplet ground states
for the CuIIIO intermediates considered; however, these
studies considered four- and five-coordinate CuIIIO species,
whereas we have been exclusively concerned with trigonal-
planar species in this study.

For the time being, the above results for the oxo species
cannot be related to experimental results, but they clearly
emphasize that the spin-state energetics of otherwise analo-
gous imido and oxo complexes may be quite different, a
prediction we look forward to seeing experimentally con-
firmed.

F. Adiabatic Electron Affinities. Given that the Ni and
Cu complexes studied are high-valent species, we wished
to obtain a computational “handle” on their reactivity,

Table 4. Selected Geometry Parameters (Å, deg) and
Mulliken Spin Populations for (nacnac)M(O) Complexes
Optimized under C2v Symmetry Constraints

M-O M-Nnacnac ∠(NMN)nacnac
metal
ion charge S PW91 OLYP PW91 OLYP PW91 OLYP

Cr(III) 0 3/2 1.641 a 1.997 a 135.5 a
Mn(III) 0 1 1.619 1.623 1.984 1.907 133.7 132.9

Mn(III) 0 2 1.659 1.668 1.984 2.009 133.5 132.5

Fe(III) 0 1/2 1.600 1.599 1.844 1.854 132.5 131.9

Fe(III) 0 3/2 1.634 1.639 1.909 1.917 132.1 131.0

Fe(III) 0 5/2 1.682 1.684 2.013 2.038 131.3 130.6

Fe(IV) 1 1 1.610 1.612 1.865 1.880 133.4 132.1

Fe(IV) 1 2 1.647 1.648 1.888 1.914 130.0 129.0

Co(III) 0 0 1.633 1.637 1.842 1.855 134.2 133.6

Co(III) 0 1 1.616 1.616 1.858 1.880 131.8 131.4

Co(III) 0 2 1.666 1.666 1.963 2.002 130.6 130.6

Ni(III) 0 1/2 1.667 1.675 1.872 1.894 133.3 133.1

Ni(III) 0 3/2 1.654 1.655 1.924 1.962 130.0 130.1

Cu(III) 0 0 1.718 1.727 1.934 1.967 132.9 132.6

Cu(III) 0 1 1.735 1.748 1.948 1.986 132.9 132.4

sM SO SN(nacnac)
metal
ion charge S PW91 OLYP PW91 OLYP PW91 OLYP

Cr(III) 0 3/2 3.185 a -0.170 a -0.080 a
Mn(III) 0 1 2.202 2.382 -0.005 -0.090 -0.061 -0.073

Mn(III) 0 2 3.822 3.938 0.166 0.076 -0.051 -0.050

Fe(III) 0 1/2 0.946 1.029 0.148 0.126 -0.026 -0.037

Fe(III) 0 3/2 2.638 2.728 0.404 0.363 -0.010 -0.013

Fe(III) 0 5/2 3.913 3.909 0.872 0.893 0.037 0.038

Fe(IV) 1 1 2.161 2.333 0.195 0.181 -0.122 -0.154

Fe(IV) 1 2 3.250 3.373 0.595 0.629 0.024 0.009

Co(III) 0 0

Co(III) 0 1 1.386 1.412 0.621 0.626 0.015 0.004

Co(III) 0 2 2.707 2.705 1.032 1.053 0.090 0.088

Ni(III) 0 1/2 0.409 0.384 0.551 0.618 0.024 0.013

Ni(III) 0 3/2 1.478 1.485 1.159 1.179 0.131 0.124

Cu(III) 0 0

Cu(III) 0 1 0.457 0.425 1.140 1.190 0.139 0.133
a SCF cycles did not converge.

Table 5. PW91 and OLYP Energies (eV) for Different
Spin States of NMe, NPh, and Oxo Complexesa

axial ligand

NMe NPh oxo

metal S PW91 OLYP PW91 OLYP PW91 OLYP

Mn(III) 2 0.00 0.00 0.00 0.00 0.00 0.00
1 -0.02 0.52 0.11 0.73 0.20 0.53

0 2.49 2.68 1.28 2.92 0.54 0.87

Fe(III) 3/2 0.00 0.00 0.00 0.00 0.00 0.00
5/2 0.53 0.46 0.91 0.53 0.78 0.36
1/2 -0.36 0.16 0.00 0.29 0.44 0.73

Fe(IV) 1 0.00 0.00 0.00 0.00 0.00 0.00
2 0.55 0.25 0.86 0.62 0.43 0.14

Co(III) 0 0.00 0.00 0.00 0.00 0.00 0.00
1 0.47 0.33 0.37 0.20 -0.36 -0.56

2 0.90 0.45 1.02 0.53 0.07 -0.48

Ni(III) 1/2 0.00 0.00 0.00 0.00 0.00 0.00
3/2 0.67 0.47 1.16 0.88 0.26 -0.06

Cu(III) 1 0.00 0.00 0.00 0.00 0.00 0.00
0 0.45 0.57 1.28 1.28 0.40 0.66

a All energies refer to fully optimized structures, and the energy
zero levels are indicated in bold.
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especially via reductive pathways. We have done so, admit-
tedly in a crude manner, by calculating the adiabatic electron
affinities (EAs) for several of the NPh and oxo complexes
studied, which are listed in Table 8. For certain of the
complexes, more than one EA has been reported because of
multiple contenders for the ground state of either the neutral
or anionic species. Our key conclusions vis-a`-vis the EAs
are as follows.

First, none of the EAs is exceptionally high. Even for
(nacnac)CuIII (NPh), the OLYP EA of 1.65 eV is essentially
the same as that of the analogous Ni(III) complex. Thus, we
speculated that such a Cu(III) imido complex should be
experimentally accessible.56 Indeed, while this paper was
under review, Warren and co-workers reported a transient
(nacnac)CuI-nitrene intermediate, albeit with no detailed
spectroscopic characterization.

Second, compared to imido complexes, the EAs of the
oxo complexes are not remarkably high either. Thus, the oxo
species appear to be viable as reactive intermediates.
However, being sterically unprotected (say, relative to the

adamantylimido complexes studied experimentally), the oxo
complexes are likely to be susceptible to dimerization as well
as a variety of other reaction pathways.20,57

Table 6. Multifunctional Single-Point Energies (eV) of Different Electronic States of NPh Complexes at Optimized OLYP
Structuresa

metal S BLYP BP OPBE XLYP
B3LYP
(VWN5)

O3LYP
(VWN5)

X3LYP
(VWN5)

Mn(III) 2 0.00 0.00 0.00 0.00 0.00 0.00 0.00
1 0.08 0.14 0.52 0.09 0.73 0.81 0.78
0 2.39 2.53 2.99 2.40 3.37 3.43 3.45

Fe(III) 3/2 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5/2 0.86 0.87 0.53 0.85 0.26 0.23 0.22
1/2 -0.05 0.01 0.40 -0.05 0.40 0.56 0.43

Co(III) 0 0.00 0.00 0.00 0.00 0.00 0.00 0.00
1 0.38 0.37 0.18 0.36 -0.25 -0.14 -0.29
2 0.98 1.01 0.54 0.95 -0.24 -0.12 -0.33

Ni(III) 1/2 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3/2 1.10 1.14 0.90 1.08 0.55 0.60 0.51

Cu(III) 1 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0 0.60 0.62 0.68 0.61 0.87 0.88 0.90

a Energy zero levels are indicated in bold. (This table should be read in conjunction with Table 5.)

Table 7. Multifunctional Single-Point Energies (eV) of Different Electronic States of Oxo Complexes at Optimized OLYP
Structuresa

metal S BLYP BP OPBE XLYP
B3LYP
(VWN5)

O3LYP
(VWN5)

X3LYP
(VWN5)

Mn(III) 2 0.00 0.00 0.00 0.00 0.00 0.00 0.00
1 0.15 0.21 0.58 0.15 0.82 0.90 0.87
0 0.67 0.79 1.25 0.69 1.78 1.79 1.87

Fe(III) 3/2 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5/2 0.77 0.75 0.33 0.76 0.16 0.04 0.11
1/2 0.41 0.45 0.81 0.42 1.09 1.15 1.14

Fe(IV) 1 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 0.45 0.42 0.09 0.45 0.08 -0.07 0.05

Co(III) 0 0.00 0.00 0.00 0.00 0.00 0.00 0.00
1 -0.30 -0.34 -0.62 -0.30 -0.65 -0.78 -0.68
2 0.08 0.07 -0.52 0.05 -0.97 -1.07 -1.06

Ni(III) 1/2 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3/2 0.25 0.26 -0.07 0.24 -0.08 -0.24 -0.11

Cu(III) 1 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0 0.40 0.42 0.58 0.40 0.64 0.70 0.66

a Energy zero levels are indicated in bold. (This table should be read in conjunction with Table 5.)

Table 8. Adiabatic Electron Affinities (eV) of the
(nacnac)M(L) Complexes Studied

EA

S for neutral S for anion PW91 OLYP

(nacnac)Fe(NPh) 3/2 1 1.70 1.21
(nacnac)Co(NPh) 0 1/2 1.77 1.52
(nacnac)Ni(NPh) 1/2 0 1.58 1.31
(nacnac)Ni(NPh) 1/2 1 1.52 1.63
(nacnac)Cu(NPh) 1 1/2 1.93 1.65
(nacnac)Fe(O) 3/2 1 1.24 0.77
(nacnac)Co(O) 1 1/2 1.61 1.14
(nacnac)Co(O) 1 3/2 1.62 1.53
(nacnac)Ni(O) 1/2 1 1.43 1.12
(nacnac)Ni(O) 3/2 1 2.09 1.63
(nacnac)Cu(O) 1 1/2 2.11 1.78
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Third, not surprisingly, the PW91 and OLYP EAs differ
significantly in a number of cases. On the basis of our overall
findings, we view the OLYP EAs as significantly more
accurate.

Conclusion

In summary, we have carried out a detailed multifunctional
study of first-row transition-metal (Cr to Cu) nacnac imido
and oxo complexes. In our opinion, two broad themes stand
out from a plethora of detailed results.

First, all the imido and oxo species share essentially the
same orbital ordering, which is a1-2 (dσ) e a2 (dδ) e a1-1

(dσ) < b2 (dπ) < b1 (dπ), which is in fact very similar to the
orbital ordering in a simple (i.e., not particularlyπ-bonding)
complex such as (nacnac)NiCl. This indicates that the orbital
energy ordering is largely dictated by the trigonal-planar
coordination environment rather than by the imido or oxo
ligand. The remarkable stability of the dσ orbitals, relative
to the metal-imido linkage, owes largely to the way these
orbitals can deform or hybridize as a result of the absence
of ligands trans or equatorial with respect to the imido (or
oxo) group. We believe that this is one of the first careful
examinations of the “shape-shifting” nature of metal orbitals
in low-coordinate environments.

Second, the pure functionals OLYP and OPBE, based on
the Handy-Cohen OPTX exchange functional, appear to
provide the best overall description of the spin-state energet-
ics of the complexes examined. In particular, these two
functionals correctly predict S) 3/2 and 0 ground states for
the Fe(III) imido and Co(III) imido complexes, respectively.
In contrast, classic pure functionals such as PW91 predict S
) 1/2 ground states or at best equienergetic S) 1/2 and3/2
states for the Fe(III) imido complexes, while hybrid func-
tionals predict S) 1 or 2 ground states for the Co(III) imido
complexes, both of which are inconsistent with experimental
results. In other words, there is no reason to suppose that
hybrid functionals are inherently better than pure functionals,
as is sometimes claimed.26
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Abstract: We have considered as a theoretical possibility for the development of a nanobiochip

the operation principle of which is based on measuring conductance in single-stranded and

double-stranded DNA. Calculations have demonstrated that in the majority of cases the

conductance of double-stranded nucleotides considerably exceeds that of single-stranded ones.

The results obtained are in agreement with recent experiments on measuring the oligonucleotide

conductance. It has been shown that an electronic biochip containing 11 nucleotide pairs will

recognize ≈97% sequences. It has also been demonstrated that the percentage of identifiable

sequences will grow with the sequence length.

DNA microarrays, also known as biochips and genechips,
have become the latest and most efficient method to analyze
thousands of genes simultaneously. Potential applications are
countless, including gene expression analysis, studies of
genetic disorders, drug development, and even the solution
of mathematical problems.1,2 Development of the method is
concerned with further miniaturization, i.e., increase in the
number of spots on the biochip. Progress in this field goes
on at about the same rate as which miniaturization in
computer technology advances (Moore’s law).

The methods for processing information readout from
biochips may come up against the limits of miniaturization
still earlier than the computer technology (where the circuits
of 0.1 µm size are presently used) will do, since readings
from biochips are currently taken by measuring the intensity
of a signal from an individual spot and analyzing changes
in its intensity or color. This places a fundamental limitation
on the accuracy of the measurements which is determined
by the wavelength of the light emitted by a fluorescent
marker used in the biochip technology, i.e.,= 1 µm. At
present, the technically attainable size of a spot is about 20
µm.

One way to overcome this limitation is to develop
electronic biochips from which one could read detailed

information by measuring the conductance of an individual
fragment of a DNA molecule used in biochips. This would
enable the biochip technology to break through into the
nanometer region since in this case the resolution of the
readings would be determined by the characteristic size
comparable with the diameter of a DNA molecule, i.e.,=2
nm.

The aim of this work is to study the possibility for the
development of a nanobiochip, the operation principle of
which is based on measuring the DNA conductance. Theo-
retically, a nanobiochip based on measuring the conductance
will be efficient if the conductance of a single-stranded DNA
will differ considerably from that of a DNA duplex obtained
as a result of hybridization of the single-stranded DNA with
a complementary strand. This paper just deals with elucida-
tion of this problem.

Presently there are a great many approaches to the
development of biosensors which could discriminate between
a single-stranded DNA and its hybrid with a complementary
strand. These approaches include optical,3 electrochemical,4-9

and microgravimetrical10 methods. Without going into detail
we will just notice that all the approaches have their
advantages and drawbacks. The chief drawback of the above
methods is that they all require rather a great number of
similar sequences on a chip which presents an obstacle for
substantial miniaturization.

The model of a nanobiochip considered here is a single-
stranded DNA fragment whose ends are attached to elec-
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trodes as shown in Figure 1(a). Figure 1(b) presents a
nucleotide sequence shown in Figure 1(a) in hybrid with a
complementary strand in which charge transfer is determined
by matrix elements of the transitions between neighboring
nucleotides. The values of matrix elements in the case when
charge is carried by holes are given in Table 1.

Our scheme of a nanobiochip where the ends of only one
DNA strand are fixed reflects an experimental situation14 (and
references therein). In these works the ends of only the DNA
strand attached to electrodes are modified (by thiol group).

The charge transfer can be calculated with an effective
tight-binding HamiltonianĤ with diagonal elements deter-
mined by oxidation energies of the bases and off-diagonal

elements equal to the corresponding charge coupling of
neighboring bases:15

where νd,1 and νa,2N-1 are the coupling matrix elements
between donor (d) and nucleotide (1) and acceptor (a) and
nucleotide (2N-1), respectively;V̂M is the bridge DNA
Hamiltonian, whereνij are the matrix elements between
neighboring nucleotides;Ed, Ea, andEi are hole energies on
donor, acceptor, andith nucleotide, respectively. This Hamil-
tonian takes into account all the links between neighboring
nucleotides (including off-diagonal ones). The lack of some
off-diagonal links in Table 1 stems from the fact that their
value is small, and they cannot be found by quantum-
chemical calculations with good accuracy.

To compare the conductances of the single-stranded DNA
fragment and the DNA duplex presented in Figure 1 let us
consider their ratiof

where

is a resolvent, corresponding to appropriateĤ, Rij are
appropriate Green’s functions,15 E is a complex variable, the
real part of which is interpreted as a hole energy; and the
parameters of electrodes playing the roles of a donor and an
acceptor are taken to beEa ) Ed ) EG, νd1 ) νG1, andνa,2N-1

) νG,2N-1. In other words we consider the situation when
the energy parameters of electrodes are close to correspond-
ing values of guanines. Notice, that the longer the sequence
is used in a biochip, the less important a particular choice
of the donor and acceptor parameters is.

The ratio f, which is a function of the sequence, was
calculated for all possible nucleotide sequences of lengthN
) 8, 9, 10, 11. The number of such sequences is 4N. The
function f was calculated forE ) -0.5 eV, which was
found16 from the condition of the best agreement of the
calculated charge-transfer rates with the experimentally
measured ones for some oligonucleotide sequences. The
sequences in whichf differed from 1 by less than 10% :

Figure 1. (a) Single-stranded DNA and (b) DNA duplex with
all nearest interactions.

Table 1. Matrix Elements of an Electron Transition (in eV)
between Neighboring Nucleotides in DNA Duplexes11,12 a

Transitions inside the Strand

5′ f 3′ 3′ f 5′

A C T G A C T G

A 0.030 0.061 0.105 0.049 A 0.030 0.029 0.086 0.089
C 0.029 0.041 0.1 0.042 C 0.061 0.041 0.076 0.110
T 0.086 0.076 0.158 0.085 T 0.105 0.1 0.158 0.137
G 0.089 0.110 0.137 0.084 G 0.049 0.042 0.085 0.084

Transitions between the Strands

5′ f 5′ 3′ f 3′

A C T G A C T G

A 0.035 0 0.016 0.021 A 0.062 0 0.016 0.021
C 0 0.0007 0 0 C 0 0 0 0
T 0.016 0 0.002 0 T 0.007 0 0.002 0
G 0.021 0 0.009 0.019 G 0.021 0 0 0.043

oxidation potentials13

(in acetonitrile solution).
transitions inside

the site

A C T G C-G A-T

1.69 1.9 1.9 1.24 0.050 0.034
a Table 1 was reproduced from work.16

Table 2. Results of the Calculations

N percent f < 1 percent of indistinguishable (%) max(f), sequence min(f), sequence

8 75.5 7 1.3 × 106, CAAATGTG 3.5 × 10-7, CCCCCCCG
9 79.9 5.1 7.6 × 107, ACTTGAACC 1.5 × 10-8, CCCCCCCCG

10 82.4 3.8 1.4 × 1010, CACGCAGGAG 6 × 10-10, CCCCCCCCCG
11 85 2.8 4.2 × 1013, TGCGCCTTCCC 2.5 × 10-11, CCCCCCCCCCG

Ĥ ) Ĥ0 + V̂

Ĥ0 ) Ed|d〉〈d| + ∑
i)1

2N

Ei|i〉〈i| + Ea|a〉〈a|

V̂ ) νd,1|d〉〈1| + νa,2N-1|2N - 1〉〈a| + V̂M

V̂M ) ∑
i*j

νij|i〉〈j|

f )
R1N

2

R1,2N-1
2

R̂ ) (E - Ĥ)-1
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|f-1| < 0.05 (in the absence of interactions between the
strandsf≡1) were considered to be indistinguishable. The
results of the calculations are presented in Table 2. The
second column of Table 2 shows that in the majority of cases
the conductance of double-stranded nucleotides considerably
exceeds that of single-stranded ones. This conclusion is
confirmed by experimental data.14

The third column of Table 2 shows that the percentage of
indistinguishable sequences decreases as the sequence length
N grows. The results obtained testify to the perspectiveness
of the development of nanobiochips whose operation prin-
ciple is based on the conductance measurement. The accuracy
of operation of such biochips will be the higher, the larger
will be the sequence length.

As was shown above, the charge-transfer rate in a DNA
molecule strongly depends on the type of a nucleotide
sequence. However, current theoretical estimations of charge
tunneling probabilities in specific double helixes of olygo-
nucleotides made with the use of matrix elements of overlap
integral of electronic orbitals of neighboring nucleotides in
DNA are based only on a significantly idealized (nearly to
planar) model of base-pairing. They do not take into account
either the significant heterogeneity of nucleotide geometry
parameters in a DNA molecule observed in X-ray experi-
ments or the existence of large “propeller” and “buckle”
deformations of the planar structure of H-bonding bases.
These deformations, as is known, can reach 50°.17-20 In
addition DNA thermal fluctuations break the global helix
symmetry and may localize the wavefunction (HOMO and/
or LOMO) to different areas as a function of time. It was
shown21-23 that correct description of the formation of a DNA
double helix requires consideration of intrinsic polymorphism
of H-bonding of canonical base pairs which arises from a
bistable, pyramidal structure of amino-substituted nitrous
bases. Calculation of olygonucleotide double strands in the
gas phase and in pure water solution have demonstrated the
existence of rather large “propeller-like” and “steplike”
deformations of H-bonding base pairs in double helix
stacking conditions. It is this initial nonplanar structure of
canonical DNA base pairs that initiates their noncoplanar
packing in the structure of double helix and, hence, is
responsible for the dependence of the form of a DNA helix
on the nucleotide sequence. Based on these results we can
conclude that probabilities of charge transfer in DNA with
due regard for real distortions of base pairing in the structure
of double helixes will greatly differ from those obtained in
studies with the idealized model of planar base pairs.

In conclusion we note that the parameters (matrix ele-
ments) used by us approximate and point out some physical
factors which also can lead to their deviation from our
parameter values (i.e., with a specific substrate, environment,
etc.). In a real nanobiochip the complementary DNA strand
can come in contact with electrodes. To rule out this
possibility one should take measurements with several

identical chips in parallel. These difficulties can be overcome
in calculations of a specific laboratory nanobiochip. Such
studies which we are planning to carry out in the future will
more correctly describe the dependence of the electron
tunneling rate in a DNA molecular with a nucleotide
sequence under study.
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Abstract: The main purpose of this work is to study metal-molecule interactions that can lead

to the production of molecular hydrogen. Two systems were chosen for this analysis: yttrium

atom and clusters interacting with the simple electron donor ammonia (NH3) and copper atoms

and ions with imidazole. For yttrium with ammonia as well as for copper with imidazole there is

a charge-transfer process from the metal to the molecule that promotes the dissociation of the

hydrogen atoms.

Introduction
Human population growth has severe consequences for the
environment. One negative factor is pollution caused by the
emission of several gases related to the widespread use of
carbon-containing fuels. The emission of greenhouse gases
into the atmosphere is increasing due to a constantly growing
world energy demand and the amount of fossil fuels being
burned in order to meet that demand. The development of
zero emission energy production systems is one of the major
goals of many research efforts. The most attractive option
with regards to sustainability is the use of molecular
hydrogen as a fuel.1

It is well-known that in order to be sustainable, the
hydrogen production process must be water based, with no
consumption of raw materials and with zero emissions of
greenhouse gases. Electrolysis at low temperature is one of
the options, but, for the time being, that is more expensive
than the production of hydrogen from natural gas. Making
hydrogen using steam has two disadvantages, namely, that
the process consumes natural gas, another carbon-based
nonrenewable source, and produces carbon dioxide. Recently,
the manufacture of hydrogen by electrolysis at high tem-
perature2 has been reported. It is a promising idea that could
be used in the Icelandic geothermal context; however, the

appropriate heat exchangers necessary for this process are
still under development.

Nevertheless, the production of hydrogen from water is
not the only available option. There are many chemical
interactions that have hydrogen as one of the main products
of the reaction. Heterogeneous catalysis is one of several
procedures that can be used for this end. For the further
development of heterogeneous catalysis, the analysis of the
nature of the interaction between small molecules or radicals
and transition metals is very important. For this reason, the
reactivity of transition metals with numerous molecules and
radicals has been the subject of several studies.3-17 Many of
these studies focused on the reaction of transition-metal
atoms and clusters, and it was considered that the under-
standing of their reactivity with small molecules could shed
light upon several mechanisms of surface chemistry and
provide details of complicated processes associated with
heterogeneous catalysis. By considering only the processes
that produce hydrogen, we could arrive at the knowledge
necessary for the development of a water independent
hydrogen fuel technology.

Concerning the interactions of transition-metal atoms and
clusters with molecules that produce hydrogen, there have
been several studies reported recently. For example, some
groups have studied the dehydrogenation reactions of organic
molecules with Nb clusters and cluster cations.18-21 In
particular, ethene chemistry is well characterized for neutral
transition-metal atoms reactions in the gas phase. These
reactions with niobium atoms and clusters indicate de-
hydrogenation of ethene for all clusters, the extent of the
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reactivity depending on cluster size.21 The reactions of Nb
clusters with ethane lead to partially or fully dehydrogenated
products, involving mechanistic steps that are generally
barrierless. On the other hand, the dehydrogenation reaction
by a bare Nb atom and a cation22 proceeds by the formation
of a molecular hydrogen complex that releases hydrogen
without an energy barrier.

Other studies consider different aspects, but they are also
related to the formation of molecular hydrogen. For example,
DNA bases and their interaction with metal atoms have been
studied in order to analyze structural information that could
be relevant to the knowledge of metal effects on biological
processes.23 Despite the fact that the subject of these studies
is not the production of hydrogen, the results show that for
guanine-Cu and uracil-Cu anionic, it is possible to produce
the detachment of one electron from the anion and also the
removal of one hydrogen atom, with the consequent forma-
tion of molecular hydrogen. This could happen because the
vertical ionization energy of the anion is close to the
dissociation energy of one hydrogen atom. Elsewhere,
oxidative additions at the metal centers have been studied
due to their importance in organometallic reactions in
homogeneous catalysis.24 The first observation of the yttrium
imide (YNH) molecule in gas phase was made with laser
vaporization of yttrium metal in a molecular beam, using an
He/NH3 mixture as a carrier gas.25 In that study, the
interaction of yttrium atoms with ammonia was examined,
and it was reported that the reaction proceeds by the
formation of a M-NH3 molecular complex followed by an
oxidative addition. The formation of an yttrium imide
molecule (YNH) in the gas phase could also produce
molecular hydrogen.

Within this framework, the main purpose of this work is
to study metal-molecule interactions that can lead to the
production of molecular hydrogen. Two systems were chosen
for this analysis: yttrium atom and clusters interacting with
the simple electron donor ammonia (NH3) and copper atoms
and ions with imidazole. The noncovalent interaction with
metal ions present in the latter system is a simple model for
a wide variety of nitrogen-containing heterocycles. Both
systems contain a transition-metal atom with one unpaired
electron. The idea is to find the relationship between the
electronic structure and the reactivity of these systems, in
search of the production of hydrogen molecules. With this
objective, optimized geometries, net atomic charges, and
molecular orbitals are reported for Y-NH3, Y2-NH3, and
Cu-(imidazole)N (N ) 1-3, neutral and anionic), and several
reaction mechanisms are also analyzed.

Aromaticities computed via the HOMA indexes for the
imidazole molecules are reported, in order to analyze the
aromatic character of these systems. HOMA index can be
used to estimate an aromatic character ofπ-electron systems
(molecules, ions, or their fragments).

Computational Details
Density functional theory,26-28 as implemented in the suite
of programsGaussian 03,29 has been used to carry out all
calculations. The hybrid three parameters B3LYP30-32 func-
tional and the LANL2DZ33-45 basis set were used to perform

complete optimizations of molecular geometries without
symmetry constraints. Harmonic frequencies analyses36,37

allowed us to verify optimized minima.
Previous studies show that DFT reproduces equilibrium

geometries and relative stabilities with hybrid functionals,
which partially include the Hartree-Fock exchange energy.
The results are in good agreement with those obtained using
the Møller-Plesset perturbational theory at second order and
basis sets of medium quality, such as 6-31G(d,p), and cc-
pVDZ.38-40 For this reason, in this work, we are confident
of the results obtained with B3LYP.

The number of isomers used in the initial stage of the study
provided several initial geometries, which, in turn, allowed
us to widely explore the potential energy surface, in search
of the global minimum. Notwithstanding the difficulties
associated with the localization of the ground states, we
cannot exclude the possibility that the global minimum could
be missed. Nonetheless, the number of initial geometries
examined was large enough to reliably identify the global
minima in each system.

To compute vertical electron detachment energies (VEDE)
of anionic species and vertical ionization potentials of the
neutrals, further single-point calculations were required.
Formation energies for neutral and anionic species were
calculated using zero-point corrected energies.

Although there is no universally accepted method of
assigning electrostatic charges to atoms, and no experimental
technique is actually available to measure them directly, in
a former study, de Oliveira et al.41 reported the testing of
the quality of charges obtained via the Mulliken and Bader
population analysis methods. Those authors found a good
agreement between the methods, taking into account the
qualitative description of the atomic charges. Thus, in this
paper, Mulliken atomic charges are used to discuss the
qualitative behavior of the charge-transfer process.

The HOMA (harmonic oscillator model of aromaticity)
method42 was used as reported by Krygowski.43-46 The bond
lengths of the optimized structures were employed for the
study of aromaticity with this model.

Visualization of the results was carried out using the
Molekel47-49 and the Ball&Stick50 packages.

Results and Discussion
Y and Y2 with Ammonia. Our study is primarily stimulated
by experimental results, obtained some time ago,51 concern-
ing the reactivity of the yttrium atom toward ammonia, at
room temperature, in a fast-flow reactor. The yttrium nitride
species from these experiments were detected in ionization
but created as neutral. The results gave as very prominent
species Y2N, Y3N2, Y4N3, Y5N4, Y6N5, Y7N6, and Y8N7.
Nevertheless, the authors of a previous study reported52 that
the first step of the reaction is the formation of yttrium imide
(YNH) through the oxidative addition of the N-H bond of
ammonia and the elimination of molecular hydrogen. With
this in mind, in this study, we analyze the interaction of
ammonia with yttrium atom and dimer. In Table 1, we report
the systems considered in this paper. The selection of these
molecules is related to the available experimental informa-
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tion, since we used the ionization potentials to validate the
results. In Table 1, vertical and adiabatic ionization potentials
for the most stable structures are reported. Available
experimental results are also shown. Experimentally, ioniza-
tion potentials are always vertical. It may happen that they
correspond to adiabatic when there is a major change in
structures, but this is not the case for these systems. As may
be observed, theoretical values are in good agreement with
experimental results, except for Y2N (2B2 electronic state).
The reason for this disagreement between experimental and
calculated ionization potentials can be that the excitation arise
from high lying vibrational states or low lying electronic
states. The observed ionization potential value is smaller than
the calculated one. This is possible because the Y2N may
be excited by the plasma originating from the laser vaporiza-
tion source.51 The calculated vertical IP value for an excited
state (17.1 kcal/mol less stable,2B1 electronic state) matches
quite well with the experimental value (see Table 1).
However, for further discussion we will use2B2 electronic
state, given that it is more stable. Comparing experimental
values with theoretical values in Table 1, it is readily apparent
that, in most cases, the calculated ionization potential is
overestimated. The only theoretical value that is underesti-
mated with respect to the experiment is that for Y2NH. For
this system, other structures were considered for the opti-
mization. In Figure 1, Y2NH optimized structures are
reported. In Table 1, the corresponding IP theoretical values
are also reported. As may be observed, the promotion of an
hydrogen atom toward the metal atom leads us to a more
stable structure (by 4.1 kcal/mol). The ground state is a specie
that contains one hydrogen atom interacting with two metal
atoms. The hydrogen atomic charge is positive in the Y2NH
(imide), while it is negative for the other structures. The
energy difference between these species is very small, and
we may consider that we are at the limits of the calculation.
Comparing the experimental IP with the theoretical values
reported in Table 1 for these isomers, it is apparent that
agreement is more or less the same for the three structures.
With these results, it is not possible to say that one structure
is more stable than the others. Further studies, now in
progress, consider the energy barriers and possible transition
states necessary to determine whether the hydrogen atom is

bound to the metal or not. At this point, and for this study,
the discussion will continue with Y2NH (imide), since we
would like to compare the results with those obtained for
YNH and Y3N2H.

Optimized structures of the systems considered in this
work are reported in Figures 1 and 2. All species are neutral.
The first reaction of ammonia with the yttrium atom has been
described as an oxidative addition to produce yttrium imide
(YNH).17,25The reported Y-N bond distance is 1.877 Å and
1.926 Å, for experimental and theoretical values, respec-
tively.17 As can be seen in Figure 1, the optimized bond
length (1.89 Å) is in very good agreement with the
experimental value. In addition, the error in the calculated
ionization energy is minor, and it is possible to say that the
difference is small enough for a reliable assignment of YNH
stable structure.

In Figures 1 and 2, Y2N and Y2NH are observed to have
a bent structure, with a bond angle close to 130 degrees.

Table 1. Vertical and Adiabatic Ionization Potentials (in
eV) of the Systems Considered in This Work for the
Interaction of Yttrium with Ammoniaa

2S+1
calcd vertical

IP (eV)
calcd adiabatic

IP (eV)
exptl

IP (eV)

Y2 5 5.07 5.04 4.98
YNH 2 5.95 5.94 5.84
YN 1 6.38 6.37 ∼6.4
A Y2NH 1 5.41 5.20 5.5
B Y2NH 1 5.64 5.21 5.5
C Y2NH 3 5.16 5.11 5.5
Y2N 2B2 2 5.30 5.20 4.4
Y2N 2B1 2 4.58 4.46 4.4
Y3N2H 3 4.74
Y3N2 2 4.54 4.50 4.27

a Experimental available information is also shown (Simard, private
communication).

Figure 1. Relative stability between optimized Y2NH isomers.

Figure 2. Optimized geometries for the most stable isomers
of the YmNx and YmNxH species. Bond lengths, in Å, and
atomic charges, in au, are also shown.
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Y-N bond length is shorter for Y2N than for Y2NH (imide).
Molecular orbital pictures reported in Figures 3 and 4 (for
Y2NH and Y2N, respectively) are quite similar. The exception
is orbital 11. For Y2NH, this orbital has an antibonding
interaction between N and the metal atoms, and this explains
the differences in the bond distances with respect to Y2N.
The bent structure is promoted by the bonding interaction
of the yttrium d orbitals in both systems. HOMO are
nonbonding orbitals located on the metal atoms, while the
LUMO is a metal-metal antibonding orbital. As Figure 2
shows, this bent shape is observed in all of the systems.
Moreover, with and without the hydrogen atom, the structures
for Y3N2 and Y3N2H are very similar.

For all species, the analysis of the net atomic charges from
the Mulliken population analyses indicates that metal atomic
charges are positive, while nitrogen atomic charges are
negative, as might be expected. There is a charge-transfer
process from the Y atoms to either the NH moiety or the N
atom. At the beginning of the reaction, it may be considered
that there is a donation of the electron pairs from the
ammonia molecule to the metal atoms. For this donation,
the vacant orbitals of the yttrium atoms play a fundamental
role. After this dative bond is formed, there is a back-
donation to the p orbitals of N. The charge-transfer process
from the Y atoms to the NH moiety promotes the dissociation
of the ammonia molecule. It appears that the reaction

mechanism involves a charge-transfer process from the Y
to the ammonia.

In order to analyze the reaction for the production of
molecular hydrogen, Table 2 reports the binding energies
for different reaction paths. For these analyses, only the
molecules with experimental determination of the ionization
potential were considered. The exception is Y3N2H, since
the experimental value has not yet been determined, and we
use the optimized structure as the product of one of the
reactions.

The YNH molecule may perhaps interact with different
reactants that could be present in the experiment. The first
consideration for the reaction of yttrium imide is the

Figure 3. Molecular orbital pictures of Y2NH. Figure 4. Molecular orbital pictures of Y2N.

Table 2. Formation Energies (in kcal/mol) for the
Reactions Schemes under Study, for the Interaction of
Yttrium with Ammonia

reaction ∆E (kcal/mol)

A 2 YNH f 2 YN + H2 107.4
B Y + YNH f Y2NH -65.0
C Y + YNH f Y2N + H -10.7
D Y2NH + YNH f Y3N2 + H2 -69.8
E Y2N + YNH f Y3N2H -90.8
F Y2N + YNH f Y3N2 + H -19.7
G Y + Y f Y2 -25.5
H Y + NH3 f YNH + H2 -30.6
I Y2 + NH3 f Y2NH + H2 -70.2
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interaction between two equal molecules (scheme A in Table
2). The reaction produces YN and H2. As may be observed,
this reaction is not energetically feasible, given that the
products of the reaction are less stable than the reactants by
more than 100 kcal/mol. Yttrium imide could also interact
with yttrium atoms, yielding Y2NH or Y2N and atomic
hydrogen (schemes B and C, Table 2). In both cases, the
products are more stable than the reactants. Comparing these
two reactions, it is energetically more favorable to produce
Y2NH than Y2N plus H.

After the formation of YNH, Y2NH, and Y2N, these three
molecules could join up in such a way that they produce a
cluster with three yttrium atoms, nitrogen, and with or
without hydrogen, as may be observed in Table 2 (schemes
D-F). Y2NH and YNH react to form Y3N2 plus molecular
hydrogen (path D). The stabilization energy is close to 70
kcal/mol, so the formation of molecular hydrogen seems to
be energetically feasible. On the other hand, YNH interacts
with Y2N, and there are two possible paths for the reaction:
the formation of Y3N2H (scheme E) or the production of
Y3N2 and H (scheme F). The experimental ionization
potential for Y3N2H has not been reported as yet, so we do
not know if it is possible to obtain this product in the
experiment. Comparing both reactions, we may say that it
is energetically more stable to produce Y3N2H than Y3N2

and H.

It is not only the Y atom that is capable of reacting with
ammonia to form H2, given that Y2 is also a potential
reactant. We may suppose, however, that Y and ammonia
are at the beginning of the reaction. The first interaction
produces YNH and H2 and also Y2. Looking at the values
in Table 2, it may be observed that the binding energies are
similar for both reactions (-30.6 and-25.5 kcal/mol, for
the formation of YNH and Y2, respectively). After this first
interaction, ammonia, Y, Y2, and YNH could be present in
the reactor. The dimer can interact with ammonia to form
Y2NH and H2; yttrium could react with YNH to form Y2NH
(schemes I and B, respectively), and, once again, the binding
energies for these two processes are comparable. In Figure
5, the scheme of the reaction between Y2 and ammonia is
reported. As may be observed, there is a first approximation
of the ammonia molecule to one of the metal atoms, followed
by the formation of Y2NH and H2. The energy differences
indicate that both interactions are feasible, since the products
are more stable than the reactants. The most probable reaction
is the formation of Y2NH and H2, because H2 is a relatively
stable molecule. Comparing this reaction with the formation
of Y2NH, starting from Y and YNH (path B), it is possible
to say that the stability is fairly similar. If Y, Y2, and YNH
are together in the experiment with ammonia, it is probable
that Y2NH will be formed, with the consequent production
of H2.

From all these reactions, it is possible to conclude that
YNH could react with Y2NH to produce H2 and that the
yttrium dimer is a possible reactant also, producing molecular
hydrogen and Y2NH. These results consider that ammonia
is the limiting reactant. If ammonia is in excess, we should
consider other interactions with ammonia as we did in a
previous study.52 In that prior report, experimentally and

theoretically, we concluded that yttrium imide reacts with
ammonia to form a species with the general formula
YNH(NH3)n. DFT calculations revealed evidence supporting
the dissociative absorption of NH3 by YNH to form Y(NH2)2.
This diamide specie can absorb additional NH3 molecules
to form Y(NH2)2NH3, Y(NH2)2(NH3)2, and Y(NH2)2(NH3)3.
The diamide species are more stable than the imide com-
plexes (YNH(NH3)n) by approximately 30 kcal/mol. These
stabilization energies are similar to the energy differences
reported in Table 2 for the interactions between Y atoms to
form Y2; however, the formation of the diamide species is
energetically less favorable than the formation of Y2NH
(from Y2 plus NH3), Y3N2 (from Y2NH plus YNH), and
Y3N2H (from Y2N and YNH) (see Table 2). In accordance
with that stated up to this point, oxidative addition is the
first step of the reaction of the yttrium atom with ammonia
to form the imide species. Yttrium atoms could also interact
and yttrium dimers will be formed, since the binding energies
are similar (-30.6 and-25.5 kcal/mol). If ammonia is the
limiting reactant, it is most probable that YNH will react
with Y, Y2NH, and Y2N, as may be observed in Table 2. If
Y2 is already formed, then the addition of one ammonia
molecule to Y2 to form Y2NH + H2 will occur. If the dimer
is not formed because ammonia is in excess and the most
probable reaction is the formation of YNH, then we may
consider that the sequential addition of three further NH3

molecules to YNH, in order to produce the diamide species,
is a possible reaction. Nonetheless, the formation of the
diamide species is energetically less favorable, so it is
possible to say that, in the presence of YNH, Y, Y2, and
ammonia, the most energetically favorable reactions include
the formation of Y2NH and H2.

Currently, the optimum reactions for the production of H2

are with Y2NH and YNH (path D in Table 2) and Y2 with
ammonia (path I). YNH could also react with ammonia
molecules to form the diamide species. To avoid competition
with the diamide formation, it is preferable to have ammonia
as the limiting reactant. If this is the case, it is possible to
control the experiment in order to have only the following

Figure 5. Reaction between NH3 and Y2. Two possible paths,
one with NH3 simply adsorbed to Y2, and the other with H2

production. Bond lengths are in Å, and atomic charges in au
are also shown.
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reactions that are energetically viable:

If the production of Y2 is controlled, then it is possible to
obtain molecular hydrogen through the following reaction:

The nature of the relationship between the size of the metal
cluster and the reactivity of these clusters with ammonia is
still an open question, and further calculations are in progress
in an attempt to find an answer.

Cu-(imidazole)N (N ) 1-3). Imidazole has a five-
membered planar ring structure. Two p electrons are located
on N1; N3 and the three carbon atoms provide one p electron
each to form a sextet aromaticπ system. Additionally, N3
has a lone pair of electrons in the plane of the molecule.
Consequently, imidazole has multiple binding sites and could
interact with atoms or molecules as an aromaticπ ligand or
as a simpleσ ligand.53 In this study, the interaction of
imidazole molecules with copper atoms is analyzed (neutral
and anionic). The study of the anionic species is important
because we would like to know if it is possible to obtain
molecular hydrogen from these compounds. Given that there
is an electronic repulsion between the copper atom and the
imidazole molecule in the Cu-imidazole (neutral) system,
we may consider that this electronic repulsion will be bigger
in the anionic species. Other studies on anions, such as Cu-
guanine and Cu-uracil,23 conjectured that it could be
possible to produce the dissociation of one hydrogen atom

from these species. According to this thesis, it is necessary
that we study the neutral and anionic Cu-(imidazole)N
compounds, in order to ascertain whether the dissociation
of hydrogen is energetically favorable.

Table 3 reports the optimized structure of Cu-imidazole
(neutral and anionic). Bond lengths and atomic charges are
also shown. In a previous work, Wang et al.54 reported an
experimental and theoretical study of Al and Cu-imidazole,
neutral and cationic. They produced Al and Cu-imidazole
in laser-vaporization supersonic molecular beams, determined
the zero electron kinetic energy (ZEKE) spectrum, and used
the second-order Moller-Plesset (MP2) theory to perform
a theoretical study. Theσ structure was found to be more
stable than theπ structure. The weakness of this bond
between Cu and imidazole is attributed to the antibonding
(HOMO) interaction and the electron repulsion between the
N lone-pairs and the Cu 4s electrons. Comparing the
optimized structures for Cu-imidazole at the MP2 level with
the structure that we obtained with B3LYP and LANL2DZ
(see Table 3), it may be said that they are in good agreement.
The optimized Cu-N bond distance is 1.978 and 2.03 Å,
for MP2 and B3LYP, in that order. The electronic state is
the same (2A′). This comparison is useful for validating our

Table 3. Anionic and Neutral C3H4N2Cu Optimized
Geometriesa

a Bond lengths are in Å, atomic charges in au.

Y + NH3 f YNH + H2

YNH + Y f Y2NH

Y2NH + YNH f Y3N2 + H2

Y2 + NH3 f Y2NH + H2

Table 4. Anionic and Neutral C3H3N2Cu Optimized
Geometriesa

a Bond lengths are in Å, atomic charges in au.

Table 5. Reactions of Cu-(imidazole)N Species with H2

Productiona

reaction
∆E

(kcal/mol)

I 2 C3H4N2Cu f 2 C3H3N2Cu + H2 9.3
II 2(C3H4N2Cu)-1 f 2(C3H3N2Cu)-1 + H2 -12.8
III (C3H4N2)2Cu f (C3H3N2)2Cu + H2 7.0
IV [(C3H4N2)2Cu]-1 f [(C3H3N2)2Cu]-1 + H2 -48.9
V (C3H4N2)3Cu f (C3H4N2)2Cu(C3H2N2) + H2 14.5
VI [(C3H4N2)3Cu]-1 f [(C3H4N2)2Cu(C3H2N2) ]-1 + H2 -32.9

a Reaction energies are in kcal/mol.
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methodology, since the MP2 calculations agree with the
experimental results that they also reported.

After this validation, we can compare the bond distances
shown in Table 3 for the neutral and the anionic species.
The bond length is shorter for the neutral than for the anionic.
The electron repulsion between the N lone-pairs and the Cu
4s electrons is higher in the anion, due to the fact that the
extra electron is located on the metal atom. This corresponds
with the values for the electron affinity, given that, for
copper, it is higher than for the imidazole. The negative metal

atom is moved from the nitrogen atom in the neutral to an
hydrogen atom in the anion.

In order to analyze the effect of the dissociation of one
hydrogen atom, in Table 4, the optimized structures for (Cu-
imidazole)-H compounds (C3H4N2Cu, neutral and anionic)
are reported. As may be observed, when the hydrogen atom
is removed, the Cu-N bond distance shortens in both
systems, neutral and anionic. The electron repulsion is
reduced because the metal atom is less negative (for the
neutral it becomes positive), and the extra electron of the

Table 6. Anionic (A) and Neutral (B) (C3H4N2)2Cu Optimized Geometriesa

a Bond lengths are in Å, atomic charges in au.

Table 7. Anionic (A) and Neutral (B) (C3H3N2)2Cu Optimized Geometriesa

a Bond lengths are in Å, atomic charges in au.
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anion is spread over the imidazole molecule. Therefore, the
negative charge is mainly located on the carbon atoms instead
of on the nitrogen atoms. Concerning the aromaticity, as the
HOMA values indicate in Tables 3 and 4, the imidazole
molecule is more aromatic in the anionic than in the neutral.
The extra electron is responsible for this behavior.

With these structures we can analyze the reaction for the
production of molecular hydrogen, as can be seen in Table
5. Considering the neutral systems, the dehydrogenation
reaction to produce H2 is energetically unfavorable. However,
the formation of H2 from Cu-imidazole anion is favorable
(-12.8 kcal/mol).

The results for the species with one copper atom and two
imidazole molecules are quite similar, as can be seen in

Tables 6 and 7. For the neutrals, the structures with and
without two hydrogen atoms are planar, while, for the anions,
the imidazole molecules are not in the same plane. Cu-N
bond lengths are almost the same for the neutral and the
anion Cu-(imidazole)2-2H systems ((C3H3N2)2Cu), see
Table 7), and these bonds are shorter than the same bonds
of the Cu-(imidazole)2 species. The atomic charge of the
copper atom is negative for complexes with full imidazole
molecules, as can be seen in Table 6, where the negative
metal atom is oriented toward the positive hydrogen atoms.
Conversely, copper atoms are positive on the Cu-(imid-
azole)2-2H complexes. From this, we can infer that the
positive metal atomic charge promotes the bond with the
nitrogen atom (negatively charged). The aromaticity of

Table 8. Anionic (A) and Neutral (B) (C3H4N2)3Cu Optimized Geometries

a Bond lengths are in Å, atomic charges in au.

Table 9. Anionic (A) and Neutral (B) (C3H4N2)2Cu(C3H2N2) Optimized Geometries

a Bond lengths are in Å, atomic charges in au.
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imidazole molecules on these species is more or less the
same. The less aromatic compound is Cu-(imidazole)2-
2H neutral. Departing from these structures, we analyzed
the dehydrogenation reaction in order to obtain H2. The
results are reported in Table 5. It may be observed that the
reaction for the anionic system is energetically favorable
(-48.9 kcal/mol), whereas for the neutral, the products of
the reaction are less stable than the reactants, by 7 kcal/mol.

In Tables 8 and 9, the most stable optimized structures of
Cu-(imidazole)3 and Cu-(imidazole)3-2H ((C3H3N2)2Cu-
(C3H2N2), neutral and anionic) are reported. As can be seen,
the results are similar to those for the optimized structures
with one and two imidazole molecules. The most stable
structures of Cu-(imidazole)3 (neutral and anionic) contain
one isomer of the imidazole having two hydrogen atoms
bonded to one carbon atom and nitrogen atoms that have no
hydrogens. The interaction of copper and two imidazole
molecules takes place on two negatively charged nitrogen
atoms and, moreover, forms a “bridge” with two hydrogen
atoms of the opposite imidazole molecule. When two
hydrogen atoms are detached, the structures are planar and
two N-H interactions are formed. The metal atom is
connected to the three molecules, from one carbon atom and
two nitrogen atoms. HOMA values indicate that the imid-
azole molecule that contains two hydrogen atoms bonded to
a carbon atom is less aromatic, as could be anticipated from
the bond distances. When one hydrogen atom is detached,
in the neutral molecule, the HOMA values indicate that the
aromaticity of the imidazole molecules is the same, while
for the anionic it is different. One imidazole molecule situated
in the middle is less aromatic than the others. In Table 5, it
may be observed that the dehydrogenation reaction is
energetically stable for the anion, but not for the neutral, as
was found for the species with one and two imidazole
molecules.

Comparing the formation energies for the three systems
under study, we may say that the most favorable reaction is
the one where the copper atom is more positive (+0.33 in
Cu-(imidazole)2-2H). The formation energy is proportional
to the positive charge of the copper atom on the dehydro-
genated products. It appears that there is a charge-transfer
process from the copper atom to the nitrogen atoms of the
imidazole molecules. When this charge transfer is large, the
interaction energy is similarly large. For the thermodynami-
cally stable production of H2 from Cu-(imidazole)N, the
species must be anionic.

Conclusions
Two systems were considered for the study of metal-
molecule interactions that can lead to the production of
molecular hydrogen: yttrium atom and clusters interacting
with the simple electron donor ammonia (NH3) and copper
atoms and ions with imidazole.

For yttrium with ammonia, oxidative addition is the first
step of the reaction where the imide species is formed;
however, yttrium atoms could also interact, forming yttrium
dimers as a result. If ammonia is the limiting reactant, it is
most probable that YNH will react with Y, Y2NH, and Y2N.
If Y 2 is already formed, the addition of one ammonia

molecule to Y2 to form Y2NH + H2 will occur. If the dimer
is not formed, because ammonia is in excess and the most
probable reaction then is the formation of YNH, we may
consider that the sequential addition of three further NH3

molecules to YNH, in order to produce the diamide species,
is a possible reaction. To avoid competition with the diamide
formation, it is preferable to have ammonia as the limiting
reactant. From this analysis, it is possible to conclude that
the optimum reactions for the production of H2 are those
with Y2NH and YNH and Y2 with ammonia.

For copper with imidazole, the dehydrogenation reaction
is energetically stable for the anion but not for the neutral.
For yttrium with ammonia as well as for copper with
imidazole there is a charge-transfer process from the metal
to the molecule that promotes the dissociation of the
hydrogen atoms. Further studies are required if conclusions
are to be drawn regarding the common characteristics
necessary in the metal-molecule interactions, in order to
produce molecular hydrogen. It is important that we learn
more about the energetic barriers, the interaction of copper
with ammonia, and also the interaction of yttrium with
imidazole, in order to be able to make a complete comparison
between these two systems. Calculations are in progress with
a view to answering these questions and also in understanding
the relationship between the reactivity and the size of the
metal clusters.
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Abstract: We report the static dipole polarizability and first-hyperpolarizability of the sodium

atom clusters, Nan, n ) 2, 4, 6 and 8, using our recent implementation of a numerical-analytical

approach to the coupled-perturbed Kohn-Sham (CPKS) equations in deMon2k. The calculations

are reported for VWN and BP86 exchange-correlation functionals using Sadlej and TZVP-FIP1

basis sets which have been previously optimized for polarizability calculations. All-electron

calculations were performed for the optimizations at the VWN/DZVP/A2 and PW86/DZVP/A2

levels. Comparisons are made with Hartree-Fock (HF) and MP2 benchmark calculations.

Introduction
Linear and nonlinear response electric properties, namely,
dipole polarizability and dipole first-hyperpolarizabilities, of
metal clusters have been of considerable interest over the
past decade.1 The size dependence of the optical properties2,3

makes the study of clusters even more interesting for
understanding the correlation between the two. Clusters3 are
aggregates of atoms or molecules, generally intermediate in
size. Clusters of up to 40 atoms are considered to be small
sized. The properties of small clusters vary so much with
size and shape that their correlation with number of
component particles is not simple. For large clusters the
properties approach those of the corresponding bulk material.
Molecules are characterized by having definite compositions
and, in most cases, definite structures. The properties of
clusters, on the other hand, depend on the number of atoms
in the cluster and so does the most stable structure. Clusters
thus differ from conventional molecules because of composi-
tion and structure. Clusters could be composed of any number

of particles of the same or different kind and can be further
classified as homogeneous or heterogeneous clusters, re-
spectively, and for most of them as the number of atoms
increases, the number of stable structures grows rapidly.
Clusters have drawn interest for several reasons. There are
powerful ways to study them, both experimentally and
theoretically. Clusters may give way to make altogether new
kinds of materials, to carry out chemical reactions in new
ways, and to gain understanding of the intermediate matter,
which exist as one goes from molecules to crystals to bulk.
All these makes cluster science a fascinating field, which
not only enriches the fields around it but also offers
tantalizing possibilities for new materials and processes.

Metal clusters, in general, have been studied to a reason-
able extent.4 However, the presence of a single valence
electron makes the alkali metal clusters the simplest metal
cluster, and, therefore, it has been used as a prototype system
for understanding the size effects in metal clusters. Here,
we would concentrate on sodium clusters of up to 8 atoms.
Polarizabilities for the sodium clusters have been reported
using theory5-13,16 as well as experiments.14-17 Guan et al.
(ref 12 and references therein) have done all-electron density
functional calculations for Nan (n ) 1-6) clusters using local
and gradient-corrected functionals. They have discussed
several popular models for studying polarizability of clusters
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spanning the simplest and oldest conducting sphere model
for studying the clusters to the free electron model used for
studying the bulk alkali metals. Guan et al. have also
mentioned about the quantum mechanical jellium sphere
approximation differing from the classical sphere model due
to the fact that the quantum mechanical density extends
beyond the radius of the classical sphere, thus the effective
sphere being larger.

In this paper, we will study the correlation of response
electric properties with size for the homonuclear alkali metal
clusters of sodium using an approximate formalism proposed
by us earlier.18-20 We study the dipole polarizability and the
first-hyperpolarizability of the even number of Na atom
clusters using local density approximation (LDA) and
generalized gradient approximation (GGA) based exchange-
correlation functionals in the presence of an external
homogeneous static electric field perturbation. We will also
discuss the effect of electron correlation on the polarizabili-
ties. We have done an all-electron calculation for the
optimizations as well as for the response properties. Calcula-
tions, that consider all the electrons in the cluster, are not
very common. This is especially the case for ab initio
calculations. There are some all-electron optimizations
available using the DFT.12,13

The paper is organized in the following manner. The
theoretical methods used and the computational and technical
details of our calculations are described in the following
section. We will discuss our results in section 3 and
summarize our conclusions in section 4. Unless otherwise
stated, we use atomic units throughout this paper.

Theoretical Methods and Computational and
Technical Details
A. Theory. DFT21,22 has been widely used for molecular
response property calculations. Response property of mol-
ecule is the response of the molecule to some kind of
perturbation. For an external perturbation the molecular
energy has a dependence on the perturbation and can be
expanded as a Taylor series expansion. In the presence of a
static electric field perturbation, the energy expansion
becomes

wherei, j, andk are summation indices each spanning thex,
y, andzdirection, the first term is the energy of the molecule
in the absence of the electric field perturbation,F, the second
term, gives the dipole moment, the third term gives the dipole
polarizability, the fourth term gives the dipole first-hyper-
polarizability, and so on ....

Alternatively, the field dependent dipole moment in turn
can be written as

wherei, j, andk are thex, y, andz directions,µi, Rij, andâijk

are the component of the permanent dipole moment, dipole

polarizability, and the dipole first-hyperpolarizability, re-
spectively, and so on .....

These molecular electric response properties can be
obtained by explicitly obtaining the derivatives of energy
with respect to the perturbation, i.e., analytically using the
coupled Kohn-Sham method23-28 or by doing a least-squares
fit to a polynomial,29 or by using a numerical finite-field
method. Choosing the finite field values symmetrically (e.g.
0.001 au, like we have chosen in this work), the next highest
contamination in the numerical procedure can be eliminated,
thus ensuring more numerical stability of the results.
However, the precision in the calculation of energies limits
the size of the field value. In the analytical response
approach, the CPKS equations need to be solved to obtain
the response of the electron density in terms of the derivative
of the molecular orbital coefficients. The CPKS matrix
equations are basically the derivative of the perturbed KS
operator matrix equations with respect to the electric field
perturbation, which means that the Hamiltonian has a
dependence on the electric field and can be written as

where the first term is the unperturbed Hamiltonian, and the
second term is the perturbation that is linear in field,F. We
thus have a linear response term in the Hamiltonian. Solving
the CPKS equations, we can obtain the perturbed density
matrix. And, due to the variational nature of the DFT we
can make use of the (2n+1) rule for the energy derivative30

which is a result of the Hellmann-Feynman theorem.31,32

As a consequence, the first-order response of the electron
density which is the first-order change in the density can be
used to obtain response properties up to the third order. This
means that we can evaluate not only the dipole polarizability
but also the dipole first-hyperpolarizability using this re-
sponse of the electron density.

B. Computational and Technical Details. The linear
combination of the Gaussian-type orbitals Kohn-Sham
density functional theory (LCGTO-KS-DFT) method, as
implemented in the program deMon2k,33 was used to carry
out all geometry optimizations and harmonic vibrational
frequency calculations. The program uses the formalism of
the Kohn-Sham equations34 and analytic energy gradients
for the structure optimizations. The exchange-correlation
potential was numerically integrated on an adaptive grid.35

The grid accuracy was set to 10-5 in all calculations. The
Coulomb energy was calculated by the variational fitting
procedure proposed by Dunlap, Connolly, and Sabin.36,37For
the fitting of the density, theAUXISoption with the auxiliary
function set A238 was used in all the optimization calculations
and the vibrational analysis calculation following the previous
work of Calaminici et al.,13 which was found sufficient for
the purpose. In order to localize different minima on the
potential energy surface (PES), the structures of the studied
sodium clusters have been optimized considering as starting
points different initial geometries and multiplicities. In order
to avoid spin contamination the calculations were performed
with the restricted open shell Kohn-Sham (ROKS) method.
The ROKS method in deMon2k is the DFT analog of the
Roothaan’s open shell equations for HF theory; it means that

E(F) ) E(0) - ∑
i

µiFi -
1

2
∑
i,j

RijFiFj -
1

6
∑
i,j,k

âijkFiFjFk -

... (1)

µi(F) ) µi + ∑
j

RijFj +
1

2
∑
j,k

âijkFjFk + ... (2)

H(F) ) H0 + µF (3)
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all coupled alpha and beta electrons occupy the same space
orbital and that the corresponding close shell exchange-
correlation potential is given as an average of the alpha and
beta exchange-correlation potential. The calculations were
performed in the LDA using the exchange-correlation
contributions proposed by Vosko, Wilk, and Nusair39 and
employing all-electron basis sets.38 The same functional was
used for the frequency analysis in order to distinguish
between minima and transition state on the potential energy
surface (PES). Cluster optimizations were also carried out
at the GGA using the same basis and auxiliary function set
with the exchange-correlation functional of Perdew and
Wang (PW86).40,41 A quasi-Newton method in internal
redundant coordinates with analytic energy gradients was
used for the structure optimization.42 The convergence was
based on the Cartesian gradient and displacement vectors
with a threshold of 10-4 and 10-3 au, respectively. For the
sodium tetramer, the GGA calculation required tougher
convergence criteria of 10-7 and 10-6 due to the fact that at
this level of theory the PES of this system is extremely flat.
A vibrational analysis was performed in order to discriminate
between minima and transition states. The second derivatives
were calculated by numerical differentiation (two-point finite
difference) of the analytic energy gradients using a displace-
ment of 0.001 au from the optimized geometry for all 3N
coordinates. The harmonic frequencies were obtained by
diagonalizing the mass-weighted Cartesian force constant
matrix. The response property calculations were then freshly
carried out for these ground-state Na cluster geometries.

We have used the 1.7 version43 of deMon2k, in which we
have incorporated a numerical-analytical CPKS method (a
simplified approximation), earlier proposed by us.18-20 We
use the POLAR keyword in the deMon2k program, which
employs a finite field approximation to obtain dipole-based
polarizabilities of molecules. This option in deMon2k leads
to a series of calculations involving different electric field
perturbations (namely,-0.001 and 0.001, in atomic units)
to the Hamiltonian around zero field value. Using these, we
construct the derivative KS-operator matrix in the finite field
approximation. The choice of the field strengths at an interval
of 0.001 au could be justified by simply noting the difference
between the calculatedâ value and the theoretical value of
zero for Na2. We have used the field value of 0.001 au in
our response calculations as the error in ourâ value of Na2
was minimum for this interval, the error increased for any
value around 0.001 au. A separate module has been
introduced by us, into the deMon2k for carrying out the
CPKS procedure so as to obtain the response of the electron
density in terms of the perturbed coefficient matrix. The
CPKS equation to be solved for obtaining the response of
the coefficient matrix is

where theC and theε are the coefficient matrix and the
eigenvalues of the unperturbed DFT calculation.H′ is the
derivative KS-operator matrix (which in principle needs to

be constructed analytically for every iteration) constructed
using the finite-difference 3-point formula for the first
derivative just once for every direction. TheU′ matrix is
related to the derivative coefficient matrix,C′, which we are
interested in through the unperturbed coefficient matrix,C,
as

The CPKS module is thus used to obtain a single-step
solution of the CPKS equations for each of the three,x, y,
andz, directions by using our method of approximating the
derivative KS-operator matrix for each direction and plugging
in the equation forU′ to obtain the respective derivative
coefficient matrices. These are then used to obtain the
derivative density matrices which are the response of the
electron density in the three directions. We thus have three
derivative density matrices. The polarizability is obtained
as the trace of the product of the derivative density matrix
for a directiona with the dipole moment integrals in direction
b, wherea andb span thex, y, andz directions, thus giving
the corresponding polarizability component. Thus all the
components of the polarizability tensor can be obtained using
the derivative density matrix. The first hyperpolarizability
which is the third derivative of energy with respect to the
electric field can also be obtained as per the (2n+1) rule.30

The first-hyperpolarizability can be trivially obtained using
the derivative KS-operator matrix in the MO basis and
derivative coefficient matrix for all permutations thus obtain-
ing each of the components of the hyperpolarizability tensor.
The novelty of our method lies in the simple single-step
solution to the CPKS equations which avoids the complicated
algebra as well as expensive computational time that would
be required to construct the analytic derivative KS-operator
matrix involving the derivative of the exchange-correlation
term. Also the derivative KS-operator matrix needs to be
evaluated for every iteration. Our method circumvents this
complication thus saving time and computational effort. It
is highly advantageous for response property calculations
involving large molecules or large basis sets or both.

We report the mean and anisotropic polarizability and
mean first-hyperpolarizability values obtained using the
respective tensor components. The mean polarizability was
calculated from the polarizability components as

and the polarizability anisotropy as

The orientationally averaged first-hyperpolarizability were
obtained as
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It is well-known that a general characteristic required for
basis sets to perform well for polarizability calculation is
that they should contain diffuse functions.44 An economical
strategy for constructing these kinds of basis sets is to
augment valence basis sets of reasonable good quality with
additional polarization functions.45-48 We have chosen as
valence basis a newly developed triple-ú basis set (TZVP)
which was optimized for gradient corrected DFT calcula-
tions.49 The basis set was then augmented with three field-
induced polarization (FIP) functions, two p and one d, which
were derived following the work of Zeiss et al.46 They
derived the FIP function exponents from an analytic analysis
of the field-induced charges in hydrogen orbitals. The
exponents of the additional FIP functions have been pre-
sented already in ref 13. In order to avoid the contamination
of the valence basis set with the diffuse p- and d-type
Gaussians of the FIP functions, spherical basis functions are
used in all the calculations. We have named the resulting
basis set TZVP-FIP1. Our DFT response property calcula-
tions were done using the Sadlej45 and TZVP-FIP1 basis sets
with the CARTESIANoption for the orbitals. We did not
employ the auxiliary basis for fitting the exchange-correlation
functional in our response property calculations; i.e. the
VXCTYPE BASISoption was used. The calculations were
done using the LDA based VWN39 and GGA based BP8650,41

functionals in the deMon2k for both the basis sets. This entire
set of response calculations was repeated for both sets of
Na cluster geometries. In our calculations we have chosen
only closed shell Na clusters due to the fact that we have
implemented the linear response approach in a numerical-
analytical manner in the deMon2k only for closed shell cases.
We have therefore used the restricted Kohn-Sham (RKS)
scheme of calculation, where the grid accuracy of 10-6 au
was used for the property calculations. The density conver-
gence was set to 10-10 au in the HF and MP2 as well as
DFT calculations. The HF and MP2 benchmark calculations
were carried out using the GAMESS,51 and the DFT
calculations were done using deMon2k program. The DFT
optimized structures were used for the MP2 and the HF
calculations. These properties are evaluated using the finite
field method available in GAMESS for a finite field value
of 0.001 au. The results are discussed in the following
section.

Results and Discussion
A. Equilibrium Geometries. We report the ground-state
structures of the even number of sodium atom clusters from
dimer to octamer obtained using the VWN and PW86 (bond
distances in parenthesis) functionals in Figure 1. The
equilibrium structures obtained from both functionals are
similar and show a general topological agreement with the
earlier theoretical reports.6,7,52All-electron type optimizations
for the sodium clusters using GGA based functionals are
available but scarce.12,13We have carried out all-electron type
optimization for both VWN as well as PW86 functionals in
the present work.

The dimer bond distance is equal to 3.017 Å with both
the optimizations, whereas the experimental value is 3.078

Å.53 The geometries for the remaining clusters differ very
slightly for the two optimizations. The ground-state structure
of Na4 is a D2h rhombic structure, whereas the one for the
Na6 is aC5V pentagonal pyramid. The equilibrium geometry
for the Na8 is a rather compact dicapped octahedral (DCO)
structure.

B. Harmonic Frequencies.We have tabulated the normal
modes for both sets of optimized structures of the Na clusters
in Table 1. The absence of imaginary frequency was used
to confirm that all the optimized structures were minima on
the PES. The reported experimental frequency for the dimer
is 159 cm-1.54 Our calculation for dimer using the VWN
and PW86 functionals gave 161 and 160 cm-1 values,
respectively, which are in good agreement with the experi-
mental value. Earlier calculations of tetramer harmonic
frequencies by Dahlseid et al.55 at the configuration interac-
tion-singles (CIS) level gave 27, 43, 73, 98, 130, and 150 as
the frequencies. The qualitative trend for our harmonic
frequencies in Table 1 is similar, except for the first
frequency for the tetramer at the PW86 level which is small.
It can be seen that the first few frequencies of the clusters
are smaller in magnitude. This could be attributed to the
extremely flat PES of the clusters which further complicates
the distinction between the global and the local minima. This

â ) xâx
2 + ây

2 + âz
2 (10)

Figure 1. Calculated equilibrium geometries and the orienta-
tions used for the calculations of Nan (n ) 2, 4, 6, and 8)
clusters using the VWN and PW86 (in parentheses) function-
als and A2/DZVP basis. Bond distances in Å.

Table 1. Harmonic Frequencies (in cm-1) for the Normal
Modes of Nan (n ) 2, 4, 6, and 8) Clusters in Their
Calculated Ground States Using VWN Functional and
PW86 Functional with DZVP Basis Set and A2 Auxiliary
Basis

cluster VWN PW86 expt

Na2 161 160 159a

Na4 35, 37, 77, 98, 144, 162 6, 43, 76, 100, 141, 163
Na6 31, 31, 55, 75, 77, 91, 91,

102, 102, 142,
147, 147

36, 36, 46, 70, 72, 89, 89,
93, 94, 140,
141, 142

Na8 32, 49, 56, 60, 65, 68, 73,
77, 85, 96, 108,
114, 119, 129, 134,
137, 141, 180

31, 49, 50, 57, 60, 64, 68,
69, 72, 74, 101,
101, 106, 121, 127,
130, 130, 131

a From ref 54.
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could especially be a serious problem as we go to even larger
clusters where the number of stable configurations increases
drastically. In our calculations we had to tighten the
convergence criterion for the tetramer due to its flat PES to
obtain a minimum energy structure.

C. Static Mean Polarizability, Polarizability Anisotro-
py, and First-Hyperpolarizability. We have calculated the
mean polarizability,Rj , and polarizability anisotropies,|∆R|,
for the optimized minimum energy structures of Na2, Na4,
Na6, and Na8, which are even numbered sodium atom
clusters. We have also done the calculations for the dipole
first-hyperpolarizability. Our calculations have been carried
out at the DFT level. MP2 level calculations were done for
benchmarking our results. We also carried out calculations
at the HF level to put correlation effects in a clearer
perspective. Additionally, we have also collected the dipole-
based finite field polarizabilities as available in the deMon2k
program to compare with our DFT polarizability values. The
results are presented in graphical as well as tabular form.
The graphs contain plots of mean polarizability per atom in
atomic units against the number of atoms and compared with
the available experimental values. The experimental values
were calculated from the measurement of relative polariz-
abilities of Knight et al.14 and the absolute measurement of
the atomic polarizability by Molof et al.17 We will first
discuss the polarizability results presented graphically. The
DFT response property calculations have been done using
the VWN and BP86 functionals. The basis sets used for the
calculations are Sadlej and TZVP-FIP1. There are two sets

of Na cluster geometries used for the calculations, one
optimized using a VWN functional and the other optimized
using the PW86 functional, and both sets are optimized using
the DZVP/A2 basis set. Each figure has a plot showing the
mean polarizability per atom, (Rj /n); values for all four Na
clusters obtained at the VWN, BP86, MP2, and HF level of
theory were compared with the experimental values. These
are presented in Figures 2-5 corresponding to the combina-
tion of the exchange-correlation functional used for the
optimization and the basis set used for the polarizability
calculation. Comparison of the DFT values from the plots
for the two sets of geometries shows that for a given basis
set and exchange-correlation functional the results do not
show any change except for 1-2 au, which means that the
level of optimization of the geometries do not affect the mean
polarizability per atom for the DFT calculations. Since the
trends for the mean polarizability per atom are similar for
both sets of optimized geometries of Na clusters, we will
discuss only the general trend pointing out any difference
wherever necessary.

A particular trend that can be seen for the mean polariz-
ability per atom values for the VWN, BP86, MP2, and HF
calculations in all the plots is that the values from the
theoretical calculations for all the Na clusters are less than
the experimental values of the mean polarizability per atom,
except at two places for the calculations using the Sadlej
basis set, one, in Figure 5 for both the HF as well as MP2
values of the Na2 cluster optimized at the PW86 level and
second, in Figure 3 for the MP2 value for the VWN

Figure 2. A plot of calculated mean polarizability per atom using the TZVP-FIP1 basis for Nan (n ) 2, 4, 6, and 8) clusters
optimized using VWN/A2/DZVP versus number of atoms.
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optimized Na2 cluster. The value for the Na2 cluster in both
cases is overestimated from that of the experiment by 8 au
which is about 6% as seen in both Figures 3 and 5. Also,
the values from MP2 and the HF are closest to the
experimental values followed by the ones using GGA BP86,
the exception being in the case of calculations done using
the Sadlej basis for the Na2 cluster optimized using the VWN
functional where the BP86 values are closer to experiment
as is evident from Figure 3. The VWN values, in general,
show the largest deviation from the experimental values. This
is in line with the correlation effects being incorporated in
the exchange-correlation functionals used for the DFT and
the MP2 theory. For VWN which is a LDA based functional,
the density is mapped locally to a homogeneous electron gas
picture which exhibits a strong overestimation of the cor-
relation effects as is well-known. However, for the mapping
of the response of the density as a consequence of the
external electric field perturbation, the VWN functional is
unable to show that strong correlation effects which are
probably due to less nonlocal effects in the density redistri-
bution. This can be clearly seen in the values of mean
polarizability per atom which are farthest from the experi-
mental ones in Figures 2-5. The BP86 nonlocal functional
and the ab initio methods, on the other hand, show the
nonlocality in the density response although to different
extents thus giving relatively higher values in comparison
to VWN ones in all the plots. If we observe the trend in the
experimental values of the Na clusters, we see that the
polarizability per atom values increases from Na2 to Na4 to
a reasonable extent, then there is a very slight increase from

Na4 to Na6, whereas from Na6 to Na8 there is a drastic drop
in the value. Qualitatively this trend is more correctly
reflected by all four methods for the values from the TZVP-
FIP1 basis for both sets of geometries. For the Sadlej basis
however, both the HF and MP2 values overshoot the
experimental value of 126 au as seen in Figure 5 for the
Na2 cluster optimized at the PW86 level; similarly Figure 3
shows an overestimation of the HF polarizability value for
the Na2 cluster optimized at the VWN level. Also the slight
increase in experimental value from Na4 to Na6 is seen to
be otherwise in all the calculations, independent of the
optimization and level of calculation. The maximum devia-
tion from the experimental values is for the Na6 cluster
results, irrespective of the level of theory used. This is the
case for every calculation, the highest being 25% for the
VWN method in Figure 2. A comparison of the similarity
in the plots for the TZVP-FIP1 basis set (i.e., Figures 2 and
4) and the Sadlej basis set (i.e., Figures 3 and 5) for the two
sets of optimized geometries show that the level of optimiza-
tion does not affect the polarizability calculations at the DFT
level. This similarity in the plots can also be seen for the
MP2 calculations using the TZVP-FIP1 basis set (i.e., Figures
2 and 4); however, this is not the case for the Sadlej basis
(Figures 3 and 5). The behavior of the MP2 as well as HF
calculations for the two basis sets could be assigned to the
fact that the TZVP-FIP1 basis set has been optimized for
the polarizability calculation using DFT, whereas the Sadlej
basis is an optimized basis for the polarizability calculation
using ab initio methods.

Figure 3. A plot of calculated mean polarizability per atom using the Sadlej basis for Nan (n ) 2, 4, 6, and 8) clusters optimized
using VWN/A2/DZVP versus number of atoms.
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In Table 2, we have compared the experimental and DFT
mean polarizability per atom values obtained by Rayane et
al.16 in angstrom units with our DFT calculations for the Na
cluster geometries optimized at the PW86-DZVP-A2 level.
We have compared our results for the VWN and BP86
functionals obtained using the Sadlej and TZVP-FIP1 basis
sets. The comparison has been done with the values reported
by Rayane et al.16 calculated at the PW91 level for the SU
and 6-31G basis sets and measured experimentally. Although
we have discussed our mean polarizability per atom values
above earlier, we would like to have a comparison with other
DFT results available. It can be clearly seen that the values
reported by Rayane et al. are closer to the experiment as
compared to our results. They have argued that the SU basis
gives values closer to the experiment in comparison with
the 6-31G basis as there is more polarization (d-orbitals) and
diffuse functions in the SU basis which are expected to be
important for polarizability calculation. On a similar basis,
we could assign the marginally better behavior of the Sadlej
basis as compared to the TZVP-FIP1 basis, especially for
the dimer, to the fact that there is a larger number of
polarization functions in the Sadlej basis as compared to the
TZVP-FIP1, whereas there are more diffuse functions in the
TZVP-FIP1 basis set. Another reason for TZVP-FIP1 not
performing better than the Sadlej basis despite being
optimized for DFT could be the use of Cartesian basis
functions in all our response property calculations. The use
of spherical basis functions is advised to avoid contamination
of the valence basis set with the diffuse p- and d-type

Gaussians of the FIP functions. This could be explained by
taking an example of s- and d-orbitals located on the same
center. In the spherical representation of these two orbitals
shells, i.e., the orbitals are constructed from a one-
dimensional radial function and real spherical harmonics, the
overlap matrix elements vanish due to the orthogonality of
the spherical harmonics, whereas in the case of Cartesian
representation the d shell is overdetermined by a total
symmetric component (dxx + dyy + dzz) that can mix with
the s-orbitals (a similar situation holds for the p- and f-shells).
Rayane et al.16 have also concluded that diffuse functions
are less important for static response in the ground-state
calculations of clusters. Calculated values of polarizability
per atom using the PW91 functional reported by Rayane et
al. are in better agreement with the experiments than our
values calculated using VWN and BP86. In our calculation
we find that the values obtained from the BP86 are closer
to the experiment than the VWN ones.

Tables 3-6 present our calculations done for each of the
Na clusters, i.e., each cluster calculations are presented in
separate tables. We have reported the polarizability anisot-
ropy and the orientationally averaged first hyperpolarizability
values obtained using the DFT, HF and MP2 calculations in
these tables. The DFT finite field (FF) results of polarizability
are also presented in the tables for comparison. We have
already discussed the mean polarizability per atom values
presented in Figures 2-5. We now turn to the mean
polarizability values and the polarizability anisotropy values
given in Tables 3-6. As we move across Tables 3-6 for

Figure 4. A plot of calculated mean polarizability per atom using the TZVP-FIP1 basis for Nan (n ) 2, 4, 6, and 8) clusters
optimized using PW86/A2/DZVP versus number of atoms.
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the clusters Na2 through Na8, we observe that the DFT
polarizability anisotropy value increases as we move from
the dimer to the tetramer and decreases as we go to the
hexamer and octamer. This trend in the values reflects the
clear relation between the cluster structure and the polariz-
ability anisotropy values. It is worth noting that as the cluster
structure becomes compact like in the case of the octamer
the polarizability anisotropy value decreases. The value for
the octamer is even less than the value for the dimer which
has an open structure. As we go from the tetramer to
hexamer, we see that the hexamer being a closed structure
as against the planar tetramer, it shows a decrease in the
polarizability anisotropy value from that of the tetramer. A
comparison of the polarizability anisotropy values for all the
clusters among the two basis sets for each of the methods
shows that the Sadlej basis gives values lesser than the
TZVP-FIP1 basis, except for the case of the hexamer where
the trend is reversed. A general trend of the BP86 functional
giving slightly higher values for the polarizability anisotropy
than the VWN functional can be seen in all the calculations.
We could not compare our results with experiments as there
is no experimental measurement of polarizability anisotropy
available.

The implications from the values of the mean polarizability
for the different methods, basis sets, and functionals used
would now be discussed. The TZVP-FIP1 basis used in the

Figure 5. A plot of calculated mean polarizability per atom using the Sadlej basis for Nan (n ) 2, 4, 6, and 8) clusters optimized
using PW86/A2/DZVP versus number of atoms.

Table 2. Calculated Values of Static Mean Polarizabilities
per Atom (in Å3) for Nan Clusters (n ) 2, 4, 6, and 8)
Optimized at the PW86/DZVP/A2 Level in Comparison with
Theory and Experiment

clusters XC basis Rj /n

Na2 PW91 SUa 19.1
PW91 6-31Ga 19.0
VWN Sadlej (TZVP-FIP1) 16.9 (15.5)
BP86 Sadlej (TZVP-FIP1) 18.0 (16.6)

expta 19.65
Na4 PW91 SUa 19.6
(rhombus) PW91 6-31Ga 19.3

VWN Sadlej (TZVP-FIP1) 17.5 (17.2)
BP86 Sadlej (TZVP-FIP1) 18.4 (18.0)

expta 20.95
Na6 PW91 SUa 17.4
(pentagonal PW91 6-31Ga 17.3
pyramid) VWN Sadlej (TZVP-FIP1) 15.6 (15.4)

BP86 Sadlej (TZVP-FIP1) 16.3 (16.1)
expta 18.63

Na8 PW91 SUa 14.9
(DCO) PW91 6-31Ga 14.6

VWN Sadlej (TZVP-FIP1) 13.3 (13.3)
BP86 Sadlej (TZVP-FIP1) 13.9 (13.8)

expta 16.69

a From ref 16.
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response property calculations is optimized for the gradient-
corrected functions and is not correlation consistent. Al-
though is may be too small for ab initio MP2 calculations,
we have carried out the MP2 calculations using the TZVP-
FIP1 basis set for benchmarking our results. On the other
hand, the Sadlej basis is optimized for ab initio polarizability
calculations and is a medium-sized basis as compared to the
TZVP-FIP1. As the number of atoms in the cluster increases
the mean polarizability value increases. Our DFT mean
polarizability values deviate from the corresponding finite-
field DFT mean polarizabilities by less than 0.4 au for the
dimer, 0.6 au for the tetramer, 1.6 au for the hexamer, and
by less than 2.8 au for the octamer. Also, the mean
polarizability values from the GGA based BP86 functional
are closer to the experimental values as compared to the ones
using the VWN functional, for both sets of optimized sodium
clusters. All this can be clearly observed from the mean
polarizability values of the clusters in Tables 3-6.

The following critical observations are made after com-
parison of the DFT mean polarizability values with the MP2
and HF values. In general, both the HF and the MP2 mean
polarizability values are closer to the experimental values
as compared to the DFT results. In fact, certain HF values
are closer to the experimental results than the MP2 values
which is unexpected, as MP2 is a correlated method, whereas
HF theory lacks correlation terms in its energy expression.
Also, usually DFT is believed to perform better than the HF
theory due to incorporation of the correlation effects. We,

however, see that as we go from the TZVP-FIP1 basis to
the Sadlej in each of the tables (Tables 3-6), the mean
polarizability value increases for the DFT and HF as well
as the MP2 method. But what is worth noting is that the HF
overshoots the experimental value for the dimer in Table 3
for the Sadlej basis. This can be used to understand the basic
problem in the HF theory that as the basis set size increases
further the mean polarizability value would go way beyond
the experimental value. The results from MP2 theory do not
show much improvement either, since MP2 energy does not
contain contributions from a singly excited determinant,
which are important for dipole based properties. The
improvement may start appearing only at the MP4 level.
However, MP4 calculations are computationally very ex-
pensive. It could be observed that although the DFT values
are not closer to the experiments there is a significant increase
as we go from the TZVP-FIP1 basis to the Sadlej and as we
move from a local to a nonlocal functional. As a conse-
quence, we could expect the mean polarizability values to
approach the experimental values as the basis set size
increases. The correlation effects due to a proper choice of
the exchange-correlation functional may improve the results
further. Thus it can be seen that for the response property
calculation DFT provides a better choice than even the MP2
ab initio method. It may be noted that the temperature effects
which are present in the experiments is missing in the above
theories, which makes the comparison of theory with
experiment difficult.

We now discuss the hyperpolarizability values from our
calculations. Due to the absence of experimental data, we
compare the DFT calculations with our HF and MP2 results.
Theâ value for the dimer should be zero; however, we see
that in Table 3 there is a negligible value of at most 2.5 au
for the DFT calculations. This error shoots up for selections
of the electric field strengths other than 0.001 au which was
chosen for these calculations. The error for theâ values of
the dimer could be assigned to the percolation of the
inaccuracies into the response density matrix due to the
numerical approximation employed for obtaining the deriva-
tive KS-operator matrix in our method. For the tetramer in
Table 4 theâx values for the VWN optimized structure varies
between 14 and 20 au which is reflected in theâ as the
components along the other two directions are relatively
lesser in magnitude for the Sadlej and the TZVP-FIP1 basis,
whereas theâ values for the PW86 optimized geometry are
close to zero. Theâ value for the TZVP basis from the BP86
method is closer to the MP2 value of 21.3 au, whereas for
the Sadlej basis theâ value for the VWN is closer to the
corresponding MP2 value of 14.1 au and the value for the
BP86 is overestimated for the VWN optimized structure. The
HF â values are less than the MP2 and corresponding DFT
values. As we move to the PW86 optimized structure results
in Table 4, theâ values from all methods are negligible. It
can be seen that the tetramer has a rhombic planar structure
that is symmetric due to which theâ values are not very
high. Theâ values are expected to increase as the asymmetry
in the structure increases. The dimer and tetramer structures
are nearly symmetric which is also reflected from theâ
values in the tables. As we move from tetramer to hexamer

Table 3. Static Mean Polarizability, Polarizability
Anisotropy, and Mean First-Hyperpolarizability of Na2

Cluster Optimized with DZVP/A2 (in Atomic Units)

optimized basis set method Rj |∆R| âx ) ây âz â

VWN TZVP-FIP1 MP2 237.08 0.0 0.0 0.0
VWN 209.48 157.17 0.0 1.0 1.0
VWN-FF 209.41 157.47
BP86 223.96 169.23 0.0 1.7 1.7
BP86-FF 223.63 170.17
HF 237.37 0.0 0.0 0.0

Sadlej MP2 268.69 0.0 0.0 0.0
VWN 227.98 132.07 0.0 1.6 1.6
VWN-FF 227.89 132.60
BP86 243.02 140.96 0.0 2.5 2.5
BP86-FF 242.66 142.31
HF 267.12 0.0 0.0 0.0

PW86 TZVP-FIP1 MP2 237.08 0.0 0.0 0.0
VWN 209.48 157.17 0.0 1.0 1.0
VWN-FF 209.41 157.47
BP86 223.96 169.23 0.0 1.7 1.7
BP86-FF 223.63 170.17
HF 237.37 0.0 0.0 0.0

Sadlej MP2 268.69 0.0 0.0 0.0
VWN 227.98 132.07 0.0 1.6 1.6
VWN-FF 227.89 132.60
BP86 243.02 140.96 0.0 2.5 2.5
BP86-FF 242.66 142.31
HF 267.12 0.0 0.0 0.0

expt 251.90
a Experimental values calculated from the measurement of relative

polarizabilities of Knight et al.14 and the absolute measurement of
the atomic polarizability by Molof et al.17

724 J. Chem. Theory Comput., Vol. 3, No. 3, 2007 Sophy et al.



in Table 5, theâ values and its components show a dramatic
increase in magnitude. The values from the MP2 and HF
method are closer to each other. It is clear from Table 5 that
both VWN and BP86 results are overestimated in comparison
with the MP2 and HF values irrespective of the functional
and basis set used for the calculation. This is true for both
the optimized structures of the hexamer. All the component
â values for the hexamer in Table 5 are negative, and the
overestimation of theâ values is more for the BP86
functional as compared to the VWN. This could be due to
the under binding of the electrons by the two DFT func-
tionals. What is clearly noticeable in Table 6 is the sudden

drop in theâ values for the octamer. This could be due to
the compact structure of the octamer which is a result of the
magic number of 8-electrons present in its valence shell. All
the other calculation including MP2 and HF for both the
geometries seems to be completely disordered. We could
argue that a small change in geometry can lead to a
completely unexpected trend in theâ values which are highly
sensitive both to the correlation effects as well as structural
instability. The MP2 and HFâ values are comparable for
the TZVP-FIP1 and the Sadlej basis for the PW86 optimized
structures of the octamer, whereas the VWN and BP86â
values are comparable for the VWN optimized structures of

Table 4. Static Mean Polarizability, Polarizability Anisotropy, and Mean First-Hyperpolarizability of Na4 Cluster Optimized
with DZVP/A2 (in Atomic Units)

optimized basis set method Rj |∆R| âx ây âz â

VWN TZVP-FIP1 MP2 490.55 18.8 -1.8 -9.8 21.3
VWN 459.58 452.84 15.6 -1.2 -9.2 18.2
VWN-FF 459.42 454.36
BP86 482.30 472.29 19.7 6.5 -0.1 20.8
BP86-FF 481.74 474.52
HF 498.39 6.9 -2.0 -7.3 10.2

Sadlej MP2 513.92 13.9 -1.4 2.0 14.1
VWN 469.14 450.20 14.2 2.5 -3.0 14.7
VWN-FF 469.18 452.38
BP86 492.84 468.94 16.6 5.4 -8.2 19.3
BP86-FF 492.49 472.34
HF 515.55 0.3 -1.7 6.4 6.6

PW86 TZVP-FIP1 MP2 494.73 0.0 0.6 0.3 0.7
VWN 463.43 463.43 0.0 -0.9 0.0 0.9
VWN-FF 463.33 463.94
BP86 486.36 484.22 0.0 -1.2 0.1 1.2
BP86-FF 485.81 484.48
HF 502.04 0.0 -0.6 0.0 0.6

Sadlej MP2 518.00 0.0 -0.5 0.1 0.5
VWN 473.06 458.97 -1.5 -3.2 0.5 3.6
VWN-FF 473.14 461.23
BP86 496.78 478.20 0.0 -0.8 0.1 0.8
BP86-FF 496.52 481.58
HF 519.06 0.0 -0.4 0.0 0.4

expt 538.62
a Experimental values calculated from the measurement of relative polarizabilities of Knight et al.14 and the absolute measurement of the

atomic polarizability by Molof et al.17

Table 5. Static Mean Polarizability, Polarizability Anisotropy, and Mean First-Hyperpolarizability of Na6 Cluster Optimized
with DZVP/A2 (in Atomic Units)

optimized basis set method Rj |∆R| âx ây âz â

VWN TZVP-FIP1 MP2 680.80 -1266.9 -938.4 -773.0 1755.9
VWN 614.16 374.13 -1621.4 -1200.5 -929.3 2221.2
VWN-FF 613.87 374.35
BP86 640.91 390.11 -2046.4 -1478.9 -1207.3 2798.7
BP86-FF 639.81 391.03
HF 683.24 -1173.7 -869.3 -712.8 1625.2

Sadlej MP2 704.06 -1147.9 -854.0 -705.9 1595.4
VWN 623.65 377.87 -1332.2 -995.6 -819.1 1853.9
VWN-FF 623.16 377.56
BP86 652.04 395.27 -1527.2 -1015.1 -798.6 2000.1
BP86-FF 650.57 396.02
HF 701.13 -1172.3 -873.9 -719.3 1629.5

PW86 TZVP-FIP1 MP2 690.85 -1284.2 -983.7 -753.3 1784.5
VWN 623.61 384.59 -1628.6 -1278.4 -832.6 2231.6
VWN-FF 623.20 385.70
BP86 650.54 398.93 -2095.9 -1540.6 -1186.7 2859.1
BP86-FF 649.66 401.80
HF 692.82 -1176.9 -901.1 -690.0 1635.0

Sadlej MP2 714.07 -1157.4 -888.9 -683.6 1611.5
VWN 633.17 388.13 -1338.1 -1058.4 -706.9 1846.7
VWN-FF 632.59 388.44
BP86 661.88 405.03 -1481.3 -1091.5 -751.9 1987.7
BP86-FF 660.27 406.75
HF 710.57 -1173.1 -903.8 -694.2 1635.5

expt 816.62
a Experimental values calculated from the measurement of relative polarizabilities of Knight et al.14 and the absolute measurement of the

atomic polarizability by Molof et al.17
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the octamer. There are no experimentalâ values available
for comparison with our values which could have helped to
understand the behavior ofâ values of the sodium clusters
better.

Conclusion
We have reported the polarizability and first-hyperpolariz-
ability components for Na clusters and discussed the results
obtained using our numerical-analytic approach to the CPKS
method in the DFT in comparison to the benchmark ab initio
MP2 and HF calculations. The results were compared to
experiments wherever possible. First, we find that our
numerical-analytic CPKS method gives reasonably good
values of static mean dipole polarizabilities. The polariz-
ability results gave the correct qualitative trend comparable
with the experiments. The MP2 and HF values of the
polarizabilities as well as the first-hyperpolarizabilities were
comparable to each other. This is mainly due to the
cancellation of errors in the HF method and the basis set
effect which even gave HF values in smaller basis closer to
the experiment. The MP2 results do not improve the HF
values of property although the DFT values seem to converge
toward the experimental values as the basis set is increased.
Improvement of the functional can lead to faster convergence
of results. However, it needs to be kept in mind that the
comparison of the polarizabilities from experiments with
theory is not as simple, as the temperature effects present in
the experiments are missing in the theories used in this paper.
It was found that the Sadlej basis gave marginally better
values of polarizability than the TZVP-FIP1 basis set as it
contains a greater number of polarization functions required
for estimation of the response properties. The correlation
effects due to the local and nonlocal nature of the exchange-
correlation functionals used was discussed for the polariz-
abilities. However, we were unable to evaluate the precision
of our method for the first-hyperpolarizability calculations

of the sodium clusters due to the unavailability of experi-
mental values. Measurements of these quantities experimen-
tally, especially for the smaller clusters, would help us get
more insight into the response electric properties of the Na
clusters. Further the basis set effects and correlation effects
due to different exchange-correlation functionals, even meta-
GGA for that matter, could be the next step to try. The
influence of using different auxiliary basis sets for fitting
the coulomb potential, on these properties which we did not
attempt in this work, could also be studied. Finally, the
advantage due to our single step approximation to the CPKS
would only enhance the applicability of the DFT for
calculation of the response properties for large systems.
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Abstract: CASSCF/CASPT2 ab initio formalism has been applied to a thiolate model of

cytochrome P450 compound I. A2u ground state of porphyrin radical character was found in

agreement with experimental results. A strong mixing of CASSCF reference states in multistate

CASPT2 was observed, which is an interesting phenomenon, rare for the ground state near the

equilibrium geometry. Details of the CASSCF/CASPT2 procedure (including the construction of

the active space) are discussed. Parallel DFT calculations revealed that relative energies and

the scheme of spin coupling are qualitatively reproduced by hybrid DFT (B3LYP); however,

results from nonhybrid functionals (BLYP, BP86) are significantly different in these aspects.

1. Introduction
Cytochrome P450 (CYP) is a ubiquitous oxygenase of high
biological importance. Its elusive active form, so-called
compound I (Cpd I), is one of the strongest oxidants in
biology.1 Chloroperoxidase (CPO) is another enzyme forming
Cpd I of similar structure in the active site; the common
and specific feature of these two systems is the coordination
of heme Fe via S of cysteine.

The electronic structure of low-lying states of the Cpd I,
crucial for predicting and understanding its reactivity, was
extensively studied, however, almost exclusively by means
of density functional theory (DFT) and mostly using hybrid
functionals (e.g., B3LYP).2 In view of these results, low-
lying electronic states of Cpd I arise from the coupling
betweenthree unpaired electronslocated on the oxyferyl-
porphyrin active site. Two of them occupy antibondingπ*
orbitals of oxyferryl (FeO) moiety and couple to triplet
configuration (uu). The third unpaired electron (of free-
radical nature) couples with the triplet either ferro- or

antiferromagnetically, consequently yielding quartet (uuu)
or doublet (uud) configuration. This coupling is rather weak
and may be described in terms of the Heisenberg Hamil-
tonianH ) -JSB1SB2. In some calculations the third electron
(radical) is located on the highesta2u orbital of the por-
phyrin ring, whereas in othersson the 3pπ ≡ πS lone pair of
the axialS from cysteine, perpendicular to the Fe-S axis.
In other words, two types of states of different radical and
thus of different chemical characters exist. The states are
conventionally labeled as2,4A2u and2,4ΠS. Relative energies
of these porphyrin- and sulfur-radical states were shown2,3

to be strongly dependent on the basis set and the functional
used as well as on the environment of the active site
considered in the computational model (vacuum, polar-
izable continuum, or explicit molecules in the nearest
neighborhood).

Experimental studies on Cpd I of P450 are difficult due
to the elusiveness of the active form; however, recently
Kellner et al.4 showed using UV-vis spectroscopy that the
ground state is of a porphyrin radical nature. The same
conclusion was drawn for CPO Cpd I by Rutter et al.5 by
means of EPR and Moesbauer and by Hosten et al.6 using
Resonance Raman spectroscopy.
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In this paper we focus on the description of Cpd I
electronic structure by means of various methods: CASSCF/
CASPT2,7,8 hybrid DFT (B3LYP), and nonhybrid DFT
(BLYP, BP86). The CASSCF/CASPT2 methodsthe main
formalism presentedsmay be useful in resolving doubts
arising from DFT methodology. It was chosen as a relatively
low-cost and a rather reliable ab initio method,9 which
includes explicitly static and dynamic correlation, and is
capable of describing a multiconfigurational nature of
antiferromagnetic doublets properly.

2. Methods and Models
All calculations concern the idealized model system of the
Cpd I active site [Fe(O)(SH)Por] havingCS symmetry (see
Figure 1). This model has been already verified at the B3LYP
level10 as a good mimic of the Cpd I active site (providing
similar relative energies as a full-cysteine model). Due to
symmetry the states of interest belong to distinct representa-
tions of CS:2,4ΠS ∈ A′ while 2,4A2u ∈A′′. According to the
formal symmetry group (CS) there are only two representa-
tions (A′, A′′); however, in this work all states are conven-
tionally labeled after the location of free radical. Porphyrin-
centered molecular orbitals are traditionally calleda2u, a1u,
eg. Actually these orbitals are only slightly perturbed by the
lowering of symmetry in our system. ThusA2u, ΠS etc./a2u,
πSetc. are not formal symmetry irreps butconVentionallabels
of states/orbitals.

2.1. DFT Calculations. Unrestricted DFT geometry
optimizations were performed with symmetry constrains for
2ΠS, 4ΠS (lowest doublet and quartet ofA′ symmetry) and
for 2A2u, 4A2u (lowest doublet and quartet ofA′′ symmetry).
For the B3LYP functional (using Gaussian0311) two basis
sets were tested: one composed of ANO-S (6s4p3d2f)12 for
Fe and cc-pVDZ for other atoms (called below BS1) and
the seconds6-311G**sfor all atoms (BS2). Similar calcula-
tions were repeated with BLYP and BP86 functionals (using
the ADF suite13) in a comparablenZP basis set of ADF:
TZP for Fe and DZP for other atoms.

Vacuum geometries were used to estimate environmental
effects in the frame of DFT by means of the simplest possible
modelsself-consistent reaction field (SCRF) of solvent with
∈) 5.6.3 In this work SCRF calculations serve only to
analyze general trends induced by polarizable environment

and are treated rather qualitatively. Due to availability, the
PCM model14 was used in Gaussian03 and COSMO15 in ADF.

2.2. CASSCF/CASPT2 Calculations.CASSCF/CASPT2
calculations were performed at equilibrium DFT geometries
using the Molcas16 suite in the ANO-S basis set12 (contracted
to 6s4p3d2f for Fe, to 4s3p2d for S, to 3s2p1d for N, C, O,
and to 2s1p for H). The imaginary level shift 0.1 au was
applied (to justify this choice the influence of level shift was
analyzed).

Our primary goal in selecting active orbitals was to
describe all of the lowest states appearing in DFT (i.e.,2,4A2u,
2,4∏S). Additionally, two other porphyrin-radical states were
of interest: 2,4A1u. This was motivated by the results of
Hosten et al.6 suggesting that CPO Cpd I might have an
unpaired electron ina1u instead of thea2u orbital of porphyrin.

The following orbitals were active in CASSCF (we
postpone the detailed discussion of this choice to section
3.2.3): (1)πxz

/ , πyz
/ , πxz, πyz, σz2

/ , σz2 (located mainly on FeO
moiety), (2)πS, σS (located mainly of S), and (3)a2u, a1u,
and pair ofeg (four frontiers of porphyrin ring). Contours of
these orbitals are presented in Figure 2.

While computing the quartets ofA′′ irrep (4A2u, 4∑S) one
orbital (πS) was excluded because it was not participating
in any state included in the state-average CASSCF and
therefore had the tendency to rotate out of the active set (and
become inactive).

Our calculation flow consists of State-Average CASSCF
(SA-CASSCF) followed by Multi-State CASPT2 (MS-
CASPT2).17 MS-CASPT2 is a generalization of a “normal”,
so-called State-Specific CASPT2 (SS-CASPT2) approach.
In the MS-CASPT2 method the correlation effects are
estimated (up to the second order) for several SA-CASSCF
states collectively. The states are coupled via an effective
Hamiltonian and allowed to mix. The possibility of mixing
can make up for some limitations of the active space,
manifesting in inaccurate SS-CASPT2 energies due to
deficiencies in CASSCF states.17 Resulting linear combina-
tions of CASSCF eigenvectors are calledPerturbatiVely-
Modified (PM) states. We should stress that they are not the
final CASPT2 wave functions but only proper combinations
of reference states from CASSCF which yield final wave
functions after applying the CASPT2 wave operator.

The SA-CASSCF procedure was applied for each irrep
and multiplicity to cover the states of interest:2,4ΠS, 2,4A1u,
2,4A2u. As will be shown in section 3.2.1, some of them appear
in CASSCF at relatively high energies (this is due to not
including dynamic correlation yet). In other words, at the
CASSCF level there are other states with energies between
the lowest and the highest states of interest. For the sake of
objectivity, we decided to include all these “intermediate”
states in a state-average energy expression: in this way none
of the prospective candidates for the ground state is ruled
out a priori. According to the expectations, in the final MS-
CASPT2, the “intermediate” states turned out to be higher
in energy than the states of interest,except for the2,4∑S

statessi.e. states analogous to2,4ΠS but with a radical in the
3pσ ≡ σS orbital of sulfur. Results for2,4∑S will be given
below as these states play an important role in further
analysis.

Figure 1. Top and side view of the Cpd I model system used
in this study.
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2.3. Analysis of Properties.The coupling constantJ was
estimated for CASSCF/CASPT2 states simply as

For Kohn-Sham wave-functions from unrestricted DFT the
following formula (derived by Rodriguez and McCusker18)
was employed due to spin contamination:

In the above formulas〈 〉d is the average value in the doublet
state.Ed and Eq are the vertical energies of doublet and
quartet (computed for the equilibrium geometry of the lower
of them).

Spin distributions for unrestricted Kohn-Sham (UKS)
orbitals were further analyzed by means ofnatural spin
orbitals, which provide the leading one-electron contributions
to spin density: in this analysis the molecular spin density
is decomposed into squares of orbitals carrying excessivev
and V spin. These orbitals are simply eigenvectors of spin
density matrix,Pv - PV (diagonalization should be done in
orthonormal basis). Corresponding eigenvalues are called
occupation numbersand may be associated with populations
of excessive spin. An occupation number equals to+1 for
one v electron, to-1 for oneV electron, and to some real
number between-1 and +1 in a general case. For
unrestricted single determinantal methods the resulting

occupations may be nontrivial since coefficients of UKS
orbitals for v and V spins differ (this is also the reason why
it is difficult to analyze excessive spin distribution only by
inspecting UKS orbitals).Natural orbitals, defined (analo-
gously) as eigenvectors ofPv + PV, are complementary tools
used to analyze the distribution of unpaired electrons.
Contributions from “closed shells” are≈ 2, from “virtual
orbitals” ≈ 0 and ≈ 1 from orbitals carrying unpaired
electrons.

Natural- and natural spin orbitals were computed from
unrestricted orbitals using the original authors’ program.
Contour plots of orbitals and densities were prepared using
Molden19 and the Grid Viewer from the Molcas16 suite. Small
functionality was added to the Molcas code to enable
extracting natural spin orbitals for PM states (used to
compute spin densities for PM states).

3. Results and Discussion
3.1. DFT Modeling. B3LYP equilibrium geometries are
included in the Supporting Information (see section 6).
Adiabatic energies and exchange coupling constants for three
examined functionals are given in Table 1.

According to our B3LYP resultssbeing in general agree-
ment with literature studies employing this functional2,10s
the ground state is porphyrin radical (A2u), both in vacuum
and polar environment. The type of coupling strongly
depends on the environment and on the basis set used, which
makes a conclusive assignment of multiplicity difficult.2,3

Nevertheless, for the hybrid functional the coupling is
weak in all cases, about 0.1 kcal/mol, i.e., an order of

Figure 2. Contour plots of active orbitals.
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magnitude smaller than the separation between different
types of radicals. In contrast to B3LYP, two nonhybrid
functionals examined yield a different pattern of energies:
not only the vacuum ground-state radical character is
different but alsoJ is much bigger (on the order of 2 kcal/
mol, comparable to the separation of porphyrin and sulfur
radicals). The influence of the polar environment yields
generally the stabilization of2,4A2u states for all potentials;
however, this effect is much more clear for B3LYP than for
BLYP and BP86.

According to spin distributions depicted in the first plots
of Figures 3 and 4 (for doublets, in B3LYP) interacting spins
are well separated in spacesthus one would expectweak
exchange interaction. However, in view of Table 1 this
physically intuitive picture of weak spin-coupling occurring
in two different types of radicals (2ΠS or 2A2u) is supported
only by the hybrid functional (B3LYP), while nonhybrid ones
lead to a qualitatively different description.

Low-spin (doublet) states were carefully analyzed by
means of natural spin orbitals. Three such orbitals, with
eigenvalues closest to(1, are depicted in Figures 3 and 4.
All others have much smaller eigenvalues and are of minor
importance for qualitative analysis.

The presented orbitals originate from B3LYP, but their
spatial contours are quite similar for all functionals tested.
However, eigenvalues (occupation numbers)do differ sig-

nificantly (Table 2): for B3LYP there are three values close
to “ideal” +1, +1, -1 describing the antiferromagnetic
coupling ofS1 ) 1 with S2 ) 1/2, which supports nicely the
three electron model. [In principle, electronic configuration
describing this coupling is three-determinantal:|uud〉 )
(1/x6) (2| vvV〉 - | vVv〉 - | Vvv〉) and yields natural spin
orbitals with eigenvalues+2/3,+2/3,-1/3, similar to those
indeed found in CASSCF/CASPT2. However, in one-
determinantal approximation this type of coupling is best
described by| vvV〉 configuration, having spin orbitals with
+1,+1,-1 eigenvalues.] For spin orbitals from BLYP and
BP86 only one eigenvalue is close to+1, while all others
have much smaller absolute values. A similar observation
holds for natural orbitals (Table 3): again, in B3LYP their
occupations are close to 1, 1, 1 (three unpaired electrons),
while BLYP and BP86 give numbers rather closer to the
following: 2 (electronic pair), 1 (single unpaired electron),

Figure 3. Contour plots of spin density and natural spin
orbitals corresponding to three unpaired electrons for the 2A2u

state, obtained from B3LYP/BS1 KS orbitals.

Table 1. Relative Adiabatic Energies (Ead) and Coupling
Constants (J), All in kcal/mol, for Various Functionals in
Vacuum and SCRF

B3LYP/BS1 B3LYP/BS2 BLYP BP86

vac SCRF vac SCRF vac SCRF vac SCRF

Ead(2A2u) 0.1 0.0 0.0 0.1 1.8 0.1 2.5 0.0

Ead(4A2u) 0.0 0.1 0.0 0.0 3.1 0.0 5.0 0.7

Ead(2ΠS) 3.1 5.3 3.4 6.0 0.0 2.2 0.0 1.3

Ead(4ΠS) 3.3 5.5 3.4 5.8 4.6 5.5 5.5 5.3

J(A2u) 0.06 -0.16 -0.03 0.05 -2.23 0.04 -3.32 -2.89

J(ΠS) -0.12 -0.11 0.06 0.07 -2.49 -1.89 -2.94 -2.43

Figure 4. Contour plots of spin density and natural spin
orbitals corresponding to three unpaired electrons for the 2ΠS

state, obtained from B3LYP/BS1 KS orbitals.

Table 2. Selected Natural Spin Orbitals (with Occupation
Numbers Closest to (1) for Doublet States from Various
DFT Models

2A2u
2ΠS

functional πxz
* πyz

* a2u - σS πyz
* πxz

* πS

B3LYP/BS1 1.00 1.00 -1.00 0.99 1.00 -0.99
B3LYP/BS2 1.00 1.00 -1.00 1.00 1.00 -1.00
BLYP 0.68 1.00 -0.68 0.68 1.00 -0.68
BP86 0.52 1.00 -0.52 0.66 1.00 -0.66

Table 3. Selected Natural Orbitals (with Occupation
Numbers Closest to 1) for Doublet States from Various
DFT Models

2A2u
2ΠS

functional a2u - σS πyz
* πxz

* + σS πyz
* - πS πxz

* πS + πyz
*

B3LYP/BS1 0.98 1.00 1.02 0.89 1.00 1.11
B3LYP/BS2 0.97 1.00 1.03 0.97 1.00 1.03
BLYP 0.26 1.00 1.74 0.27 1.00 1.73
BP86 0.14 1.00 1.86 0.25 1.00 1.75
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and 0 (vacant orbital). It follows that the “occupation
schemes” exhibited by KS determinants from tested nonhy-
brid potentials are inconsistent with three unpaired electrons
model of Cpd I. More precisely, occupation numbers
obtained for nonhybrid DFT suggest the important contribu-
tion of another doublet configurationswith only one unpaired
electron located on FeO. However, CASSCF/CASPT2 does
not confirm any such doublet configuration (see below)sin
fact the CASSCF/CASPT2 results are quite similar to the
B3LYP ones. In the authors’ opinion, the reported difference
between functionals is an artifact of BLYP and BP86 arising
from a bad description of exchange in these nonhybrid
potentials.

3.2. CASSCF/CASPT2 Modeling. 3.2.1. Vertical Ener-
gies. In the first step, vertical energies for all states were
computed at the2A2u B3LYP/BS1 geometry (below we refer
to these energies as “vertical”). Because the CASSCF method
does not cover dynamic correlation one should not expect
that experimental data can be understood by means of
CASSCF energies. Indeed, at this level both porphyrin radical
states are lying extremely high:2,4A2u about 60-70 kcal/
mol and 2,4A1u about 50 kcal/mol above the lowest state,
which is 2ΠS (with a quartet of only 3 kcal/mol above). On
the other hand,2,4∑S states are relatively low-lying (about
10 kcal/mol above and the lowest state) and are the lowest
doublet and quartet states inA′′ irrep, instead of2,4A2u being
the lowest states of this irrep in DFT! SS-CASPT2 corrects
this poor result somewhat, because porphyrin-radical states
become lowered more than the sulfur-radical ones, but the
latter states are still lying lower (compare Table 4).

The interaction between reference states in MS-CASPT2
affects mostly2,4A2u and2,4∑S which mix and form PM states
(linear combinations) with comparable weights of two
interacting components. These PM states are labeled sym-
bolically as 12,4(A2u, ∑S) and 22,4(A2u, ∑S). Other states of
interest are almost unaffected by the multistate procedure
(preserve their character from CASSCF). Final energies are
given in Table 4.

To analyze thenature of resulting PM states, their spin
densities were compared with spin densities of the pure
CASSCF reference states. Spin densities for doublets (more
interesting for visual analysis) are presented in Figure 5.

They illustrate well in which wayσS-type anda2u-type
radicals (observed in CASSCF) form states of mixed nature.
This interstate mixing is understandable in view of the DFT

resultssin fact, states from DFT previously labeled2,4A2u

contain the important∑S contribution (see Figure 3);
thereforesto be in agreement with the CASSCF/CASPT2
notationsthey should be labeled as2,4(A2u, ∑S).

At the MS-CASPT2 level the results becomeconsistent
with experiment: the ground state is a combination ofA2u

and ∑S having a partial but significantporphyrin-radical
nature(compare Figure 5). One should be aware, however,
that the extent of MS-CASPT2 mixing may generally depend
on the selection of active orbitals and cannot be treated as a
routine remedy to cover eventual errors due to poor active
space. Some warnings and recommendations regarding this
point are raised by Serrano-Andre´s et. al.20

3.2.2. Multiplicity of the Ground State and the Cou-
pling Constant J. From vertical energies computed so far,
the doublet or quartet (A2u, ∑S) emerges as a ground state.
The difference in energy between them is quite small, and
the order of states is likely to change during the geometry
optimization. Hence, to assign the multiplicity of the ground
state one should, in principle, compare adiabatic energies
obtained from geometry optimizations in the frame of MS-
CASPT2. However, since analytical gradients are not avail-
able in CASPT2, this way is not practical. CASSCF
equilibrium geometries are often used as approximations to
CASPT2 onessunfortunately this is also impossible in our
case because the final wave function of MS-CASPT2
originates not from a single CASSCF root (as in an ordinary,
single-state CASPT2) but from their linear combination (PM
state). To the best of the authors’ knowledge, no software
capable of computing CASSCF gradients for such a com-
bination exists. The third waysand the only possible one
heresis to use equilibrium geometries from DFT (B3LYP).
As was noted, the correspondence of B3LYP solutions to
MS-CASPT2 PM states is rather good, thus the trick might
work. Following this idea, the authors recomputed the
energies of all states in the proper geometries (for example,
4A′′ states, to which4A2u belongs, were computed for the
4A2u B3LYP geometry). Unfortunately, it turned out that for
some states “adiabatic energies” computed in such a way

Table 4. SS- and MS-CASPT2 Vertical Energies (at
B3LYP/BS1 2A2u Geometry) for the States of Interest

relative energy [kcal/mol]

SS-CASPT2 MS-CASPT2

2ΠS 0.0 14(A2u, ∑S) 0.0
4∑S 1.0 12(A2u, ∑S) 0.9
4ΠS 1.3 2ΠS 8.2
2∑S 5.4 4ΠS 9.6

2A2u 8.1 2A1u 22.9
4A2u 11.4 4A1u 25.2
2A1u 14.6 22(A2u, ∑S) 27.4
4A1u 16.9 24(A2u, ∑S) 28.9

Figure 5. Contour plots of spin densities for CASSCF roots
(2∑S, 2A2u) and PM states (12(A2u, ∑S), 22(A2u, ∑S)). Mulliken
spin populations of FeO, S, and a porphyrin ring are also
given.
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werehigher than vertical energies for the initial geometry!
It means that in our case geometries from B3LYP cannot be
treated as good approximations to “true” (i.e., optimal for
MS-CASPT2) ones. For this reason, the above estimations
of adiabatic energies are not discussed further.

Nevertheless, the question of whether the ground state is
12(A2u,∑S) or 14(A2u, ∑S) remains vital. To approach the
answer, we compared the relative energies of the doublet
and quartet at equilibrium geometries of the corresponding
states from B3LYP. Results for the first geometry were
already presented above (with the quartet ground state and
J ) +0.61 kcal/mol). For the second geometry, the ground
state turned out to be a doublet withJ ) -0.30 kcal/mol.
The absolute energy of this state is the lowest one among
all the state energies computed in this work. Thus, according
to the highest manageable level we have applied, the ground
state is 12(A2u,∑S) and coupling is antiferromagnetic. How-
ever, this is not a firm conclusion, since for giving a definite
answer true equilibrium geometries should be known.
Unfortunately, as was noted, those from B3LYP do not even
provide reasonable MS-CASPT2 adiabatic energies.

3.2.3. Discussion of the Active Space Selection, Multi-
state Methodology, and Level Shift Influence.The selec-
tion of active orbitals is a result of our extensive, preliminary
research (not reported here). We started from the orbitals
which are absolutely necessary for constructing states of
interest: πxz

/ , πyz
/ , πS, a2u, a1u. Porphyrin’s LUMO (eg) was

added to improve the description of the porphyrin ring.
Due to strong static correlation in moiety, the bonding pair

πxz, πyz has to be active as a counterpart of antibondingπxz
/ ,

πyz
/ . Similarly, strong correlation is associated with theσ

component of the bond, i.e., orbitalsσz2 andσz2
/ . If they are

not active, then their contributions to second-order energy
are much bigger than for any other orbital. In contrast,
omittedd orbitals (3dx2-y2, 3dxy) have rather small contribu-
tions to second-order energysthey are comparable or smaller
than contributions of many omitted porphyrinπ orbitals,
which cannot be active due to size limitations. Furthermore,
these twod orbitals do not change occupations in any of the
states considered here: 3dxy is (approximately) “doubly
occupied”, whereas 3dx2-y2 participates in “doubly occupied”
and “vacant” molecular orbitals. [Here the terms “vacant”
and “doubly occupied” are used to describe the occupation
numbersonly in the leadingconfiguration.] Therefore, one
can guess that eventual corrections due to making them active
would approximately cancel in relative energies.

The sulfurσS orbital was added due to different reasons.
Indeed, we have discovered that in CASSCF calculation for
2,4A′′ with actiVe a2u andinactiVe σS these orbitals exchange
(a2u h σS), and, as a result, the state which originally was
2,4A2u becomes2,4∑S! The only way we have found to avoid
this rotation was to make both orbitals active.

The procedure applied in this study (i.e., SA-CASSCF
followed by MS-CASPT2) has some drawbacks. First of all,
the orbitals being optimized in the CASSCF level are
common for all electronic states involved, and hence they
are far from optimal for any of them. Therefore SA-CASSCF
performs worse with respect to electronic correlation than
single-state CASSCF. Second, as was already noted, within

the applied approach geometry optimization is impossible,
either at the SA-CASSCF or the MS-CASPT2 level. From
similar reasons accounting for environmental effects is very
problematic in SA-CASSCF (because of the optimization of
dielectric cavity based on a selected CASSCF state). In spite
of these problems and limitations, the multistate approach
seems to be the method of choice in our case, since the
character of the CASSCF solution is qualitatively incorrect,
and the important component (A2u) of the true ground state
has very high CASSCF energy. If this high-lying CASSCF
state is ignored, then one obtains2,4ΠS and2,4∑S as the lowest
states in CASPT2, which the result is obviously wrong.

To estimate and eventually reduce the problem of the
worse description of electronic correlation due to the presence
of many states in SA-CASSCF optimization, we attempted
to reduce the number of CASSCF roots involved in state-
average calculations. With this aim we excluded from the
previous active space some orbitals which were nearly doubly
occupied in the states of interest and hence seemed to be
not crucial, i.e.,eg of porphyrin (for all interesting states)
and consequently alsoa2u, σS (for ΠS, A1u ∈ A′) or a1u, πS

(for ∑S, A2u ∈ A′′). This reduction results in an “11 in 8”
active space (the previous, bigger one is called “15 in 12”).
Our experience from an “15 in 12” active space was that
the presence of the removed orbitals merely generated many
“intermediate” states in CASSCF (i.e., the states lying
between the states of interest as mentioned in section 2.2),
which states are of no importance for final conclusions. The
MS-CASPT2 ground-state candidates 12,4(A2u, ∑S) and2,4ΠS

for both active spaces are compared in Table 5. One can see
that the ground-state character and separation between two
types of radicals are almost unaffected. Although the
multiplicity of the ground state is different than previously,
we are not entitled to discuss such a small difference in
energies without the geometry optimization. Once again the
type of exchange coupling appears to be sensitive to
computational parameters. Nevertheless, Table 5 fully sup-
ports our previous conclusions regarding the radical character
of the ground state. Moreover, the mixing between the
CASSCF states still occurs in MS-CASPT2 to a similar
extent as previously.

Another question is the dependence of our results on level
shift. This was answered by analyzing level shift influence
(in range 0.05-0.25 au) on relative MS-CASPT2 energies,
relative SS-CASPT2 energies, reference weights, and weights
of CASSCF roots in PM states. [Reference weightis the
weight of the CASSCF reference function in SS-CASPT2
solution.] Details of this analysis can be found in the
Supporting Information (see section 6). It shows that our
results are not suffering from an intruder state problem even

Table 5. MS-CASPT2 Energies of 12,4(A2u, ∑S) and 2,4ΠS

States for Two Choices of the Active Space: 15 in 12 and
11 in 8

relative energy [kcal/mol]

15 in 12 11 in 8

12(A2u, ∑S) 0.9 0.0
14(A2u, ∑S) 0.0 1.1
2ΠS 8.2 8.6
4ΠS 9.6 7.8
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for the smallest level shift, and our previous choice of 0.1
au is strongly supported. Although some dependencies on
level shift are observed, they are quite understandable (they
may be qualitatively explained by considering the influence
of level shifting on the fraction of dynamic correlation
recovered in CASPT2).

4. Conclusions
In spite of the technical difficulties due to the problem size
and the need to compute high-lyingA2u states a reasonable
active space was found. We note that no successful studies
on Cpd I at the CASSCF/CASPT2 level have been reported
so far. The computed ground state has an expected porphyrin
radical nature in agreement with experimental results. In
contrast to predicting radical character, we do not pretend
to determine multiplicity of the ground state (and coupling
constantJ) on the basis of the above results; answering this
question would require knowledge of optimal geometries for
PM states since we need to compare energies differing by 1
kcal/mol or less.

We note that to obtain proper radical character and
energies of the states in CASPT2, high-lyingA2u should be
included in SA-CASSCF, and multistate treatment in CASPT2
is mandatory. Then, ab initio treatment of P450 or CPO Cpd
I is possible, but there are important problems (not rooted
solely in the size of the system), which had to be solved.
Experience gained from this study might be useful in eventual
future research employing bigger active spaces (e.g., having
all d orbitals of Fe active).

It follows that the B3LYP ground state is analogous to
the one found in CASSCF/MS-CASPT2 (e.g., by its spin den-
sity distribution, the electron coupling scheme, and the extent
of mixing between sulfur and porphyrin radical). This agree-
ment and observed big role of dynamic correlationswhich
dramatically changes identities and ordering of CASSCF
statessprovide a good forecast to use the B3LYP functional
for similar systems. This simple method both describes
exchange coupling rather well and has a dynamic correlation
incorporated already in SCF (in contrast to the CASSCF/
CASPT2 approach). However, one should be aware that
nonhybrid functionals, with a worse description of exchange,
applied to Cpd I may yield results that are qualitatively
inconsistent with B3LYP and CASSCF/CASPT2 ones.
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Département de Chimie Physique, UniVersitéde Gene`Ve, 30, quai Ernest-Ansermet,
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Abstract: The subsystem formulation of density functional theory is used to obtain equilibrium

geometries and interaction energies for a representative set of noncovalently bound inter-

molecular complexes. The results are compared with literature benchmark data. The range of

applicability of two considered approximations to the exchange-correlation- and nonadditive

kinetic energy components of the total energy is determined. Local density approximation, which

does not involve any empirical parameters, leads to excellent intermolecular equilibrium distances

for hydrogen-bonded complexes (maximal error 0.13 Å for NH3-NH3). It is a method of choice

for a wide class of weak intermolecular complexes including also dipole-bound and the ones

formed by rare gas atoms or saturated hydrocarbons. The range of applicability of the chosen

generalized gradient approximation, which was shown in our previous works to lead to good

interaction energies in such complexes, where π-electrons are involved in the interaction, remains

limited to this group because it improves neither binding energies nor equilibrium geometries in

the wide class of complexes for which local density approximation is adequate. An efficient

energy minimization procedure, in which optimization of the geometry and the electron density

of each subsystem is made simultaneously, is proposed and tested.

1. Introduction
The principal motivation for this work originates in our
interest in theorbital-free embeddingformalism1 to study
environment-induced changes of the electronic structure of
an embedded species: localized electronic excitations,2,3

hyperfine tensor,4 dipole moments,5 f-levels,6 and the gap
between the high- and low spin potential energy surfaces,7

for instance. In the orbital-free embedding calculations, all
the information about the environment is confined in its
electron density, and only the selected subsystem is described
at the orbital level.

The quality of such properties of the total system as
electron density distribution, total energy, response properties,
etc., derived from the orbital-free embedding calculations is
determined by the following two factors: the use of
approximate density functionals for exchange-correlation-
and nonadditive kinetic energy instead of the corresponding
exact quantities (see the Methods section below) and the
choice of the electron density corresponding to the environ-
ment, which is derived from some other methods involving
lower computational costs. Whereas the accuracy of the used
functionals cannot be controlled in a straightforward manner
(their exact forms are known only for some systems), the
effect of the choice of the electron density of the environment
can be easily verified in practice because the electron density
assigned to the environment can be also subject of optimiza-
tion. The process of minimization of the total energy with
respect to both components of the total electron density can
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‡ Universitéde Gene`ve.
§ Wrocław University of Technology.
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proceed as a series of partial minimization steps (freeze-and-
thawcycle), in which both subsystems exchange their roles
until minimum is reached.8 Of course, both subsystems are
treated on equal footing, and the notion ofenVironmentand
embedded subsystemloses its meaning at the end of such
minimization procedure. Fully variational calculations rep-
resent numerical implementation of the subsystem formula-
tion of density functional theory (DFT) introduced by
Cortona.9

In the multilevel computer simulations applying orbital-
free embedding formalism, fully variational calculations can
be applied as a complementary tool to assess the adequacy
of the electron density chosen to represent the environment.
For instance, the effect of relaxation of the electron density
of the environment in model systems was reported in several
previous publications.2-4,6

This work concerns the source of errors in orbital-free
embedding calculations arising from the use of approximate
density functionals for exchange-correlation and nonadditive
kinetic energies. To this end, the subsystem formulation of
DFT is used to minimize the total energy with respect to
electron densities of both subsystems in a representative
sample of weakly interacting intermolecular complexes.
Compared to investigations of the adequacy of the applied
density functional reported previously, we focus the analysis
not on interaction energies only but on equilibrium geom-
etries.

The effect of the environment on the electronic structure
of the embedded subsystem can be seen as the result of two
effects: the environment induced changes of the geometry
and the direct electronic effects (for a recent representative
analysis, see ref 10). In many cases, the geometry of the
investigated system is known from either experiment or
computational studies applying other methods. It would be,
however, desirable to apply theorbital-free embeddingtype
of calculations also to optimize the geometry of the embed-
ded subsystem without relying on structural data obtained
from other methods.

Studying the applicability of the subsystem formulation
of density functional theory to derive equilibrium geometries
is made here not only for the outlined pragmatic reasons.
Whereas the errors in the total energy originate from the
errors in the functionals and their derivatives, the errors in
the equilibrium geometry originate only from the fact that
the functional derivatives (effective potentials) of the relevant
density functionals are not exact. We note that the errors in
electron density and all one-electron properties also depend
only on the quality of the effective potentials.

Opposite to the Kohn-Sham formulation of DFT, not a
single reference system of noninteracting electrons but
several such artificial systems are considered in the sub-
system formulation of DFT.9 As a consequence, different
components of the total energy are approximated by means
of explicit density functionals than in calculations based on
the Kohn-Sham framework. In the subsystem formulation
of DFT, the approximated components include exchange-
correlation energy and a small part of the kinetic energy
(nonadditive kinetic energy). Both local density approxima-
tion (LDA) and generalized gradient approximation (GGA)

types of functionals for the kinetic energy component have
been used/tested.11 Using LDA functionals for all relevant
energy contributions in subsystem formulation of DFT results
in a computational method which is entirely parameter-free.
In previous computational studies of weakly bound inter-
molecular complexes, which focused mainly on interaction
energies, this approximation proved to be very good for
hydrogen-bonded complexes12 as well as a number of other
complexes formed by atoms or nonpolar molecules Ne-Ne,
F2-Ne, N2-N2, N2-Ar, Ar-Ar, and CH4-CH4, for in-
stance.13 For a large class of weak intermolecular complexes,
however, such as diatomic molecules interacting with
benzene,14 benzene dimer,15 C3H6-Ar, C6H6-Ar, C6H6-
CH4, C6H6-C2H6, C3H8-C3H8, C6H6-C2H4, and C6H6-
C2H2,13 LDA leads to unsatisfactory results. As a rule of
thumb, LDA fails in obtaining interaction energies if
π-systems are involved in the intermolecular interaction.16

For such a system, a particular combination of gradient
dependent functionals of the GGA type proposed and tested
for the first time in ref 14 improves the interaction energies
qualitatively. Unfortunately, this approximation worsens the
interaction energies in the case of systems for which LDA
is adequate. We underline that opposite to the LDA case,
the GGA functionals are not defined uniquely. In our choice
for GGA functionals, motivated by their properties, the
nonadditive kinetic energy is approximated using such a
GGA functional, which leads to the best associated functional
derivative in the case of weakly overlapping pairs of electron
densities.11 As far as the exchange-correlation component is
concerned, the chosen approximation is the functional of
Perdew and Wang,17,18 which has the most similar analytic
form to the one for the kinetic energy part and satisfies the
Lieb-Oxford condition.19

It is worthwhile to recall that in the original applications
of the subsystem formulation of density functional theory
to ionic solids, the subsystems corresponded to atoms and
the LDA functionals were used together with additional
approximations on the symmetry and localization of orbitals
for each subsystem.9,20 In our adaptation of this formalism
to molecular systems, LDA and GGA functionals can be
used, and no restrictions are made on symmetry or localiza-
tion of orbitals in each subsystem.8

The above numerical results concerning applicability of
LDA and GGA functionals in the subsystem formulation of
DFT leave us, therefore, with a number of questions of
practical importance such as the following: (i) In which class
of systems LDA can be reliably applied to obtain interaction
energies? (ii) In which class of systems GGA can be reliably
applied to obtain interaction energies? (iii) How good are
LDA and GGA equilibrium geometries?

LDA applied in the Kohn-Sham framework to ap-
proximate the exchange-correlation energy is known to lead
to rather unsatisfactory interaction energies for weakly bound
intermolecular complexes. Therefore, the good performance
of LDA applied to both exchange-correlation and nonadditive
kinetic energy functionals in the subsystem formulation of
DFT indicates that errors in the corresponding functionals
cancel each other to some extent. This brings up additional
intriguing questions of a more fundamental nature: (iv) What
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are the physical conditions for such a cancellation to take
place? (v) How to construct conjoint gradient-dependent
approximations to the exchange-correlation- and nonadditive
kinetic energies assuring that such cancellation is maximal?

Moreover, since the overall accuracy of the interaction
energy is determined by the errors in two types of quantities,
functionals and their functional derivatives, it is important
to assess the quality of these quantities independently for
each considered approximation.

In this work, we report the results of numerical analysis
addressing some of the above practical issues in detail. To
this end, the equilibrium geometries are in focus of our
analysis. The quality of this property is determined by the
functional derivatives of the approximated density function-
als. The practical importance of determining the range of
applicability of LDA and GGA are obvious. This work
complements the recently reported analysis of the interaction
energies16 calculated at equilibrium geometries obtained from
benchmark wavefunction based calculations.

As far as accuracy of the kinetic-energy-functional de-
pendent energy component is concerned, the Kohn-Sham
results (LDA and GGA) are also discussed in this work. In
the applied computational scheme, any differences between
Kohn-Sham and subsystem-based calculations can be at-
tributed to this functional (and its derivative).

For some intermolecular complexes of high symmetry, we
reported already the equilibrium geometries derived from
subsystem based calculations applying the functionals of the
LDA and GGA type. The recent numerical implementation
of the formalism makes it possible to study systems with
more degrees of freedom such as the ones in the Zhao and
Truhlar data set comprising equilibrium geometries and
interaction energies for a group of representative inter-
molecular complexes,21 obtained by means of a high-level
wave function based type of calculations and intended to be
used as a benchmark. These authors used the same reference
data to assess the performance of various approximations to
the exchange-correlation energy functional applied within
the Kohn-Sham framework.

The complexes in the test set are divided into the following
groups:22,23

• hydrogen bonded(HB6/04) NH3-NH3, HF-HF, H2O-
H2O, NH3-H2O, HCONH2-HCONH2, and HCOOH-
HCOOH,

• dominated by dipolar interactions(DI6/04): H2S-H2S,
HCl-HCl, H2S-HCl, CH3Cl-HCl, HCN-CH3SH, and
CH3SH-HCl,

• weakly bonded(WI9/04): He-Ne, He-Ar, Ne-Ne,
Ne-Ar, CH4-Ne, C6H6-Ne, CH4-CH4, C2H2-C2H2, and
C2H4-C2H4. It is worthwhile to underline that the strength
of intermolecular interactions varies in a wide range (up to
about 16 kcal/mol).

The numerical differences between our results and that in
the compared database can be attributed to three factors: (i)
the used basis sets, (ii) numerical procedures, and (iii) the
approximations to the relevant density functionals. The errors
due to the first two factors can be easily controlled and
reduced in our implementation of the formalism. The effect
of using approximated functionals instead of the exact ones

requires, however, dedicated studies on a case by case basis
such as the ones reported in the present work.

2. Methods
2.1. The Subsystem Formulation of Density Functional
Theory. In the subsystem formulation of density functional
theory,9 several sets of one-electron functions are used to
construct the electron density of each subsystem. Within each
set, the one-electron functions are orthogonal.

In the particular case of two subsystems, considered here,
a natural choice of the subsystems corresponds to individual
molecules forming the complex. The key quantity in this
formulation of DFT is the functional referred to here as¥S,
which depends explicitly on two sets of one-electron func-
tions ({φi

A}, i ) 1, NA, {φi
B}, i ) 1, NB) and reads as

where

The density functionalsExc[F], J[F], and V[F], represent
exchange-correlation energy, the Coulomb repulsion, and the
energy of the interaction with external field (nuclei),
respectively. These functionals are defined in the same way
as in the Kohn-Sham formulation of DFT. The bifunctional
Ts

nad[FA,FB] ) Ts[FA + FB] - Ts[FA] - Ts[FB] is expressed by
means of the density functional of the kinetic energy in the
reference system of noninteracting electrons (Ts[F]).24 In
practical calculations based on the Kohn-Sham formalism,
the numerical value ofTs[F] is available at the end of the
self-consistent procedure without relying on any approxi-
mated functionals. In calculations based on the subsystem
formulation of DFT, only the embedded orbitals are avail-
able. They are used to calculate the exact values ofTs[FA]
andTs[FB]. The numerical value of the total kinetic energy
Ts[FA + FB] is constructed using the exact results forTs[FA]
andTs[FB] and theTs

nad[FA,FB] term, which is calculated by
means of an approximated functional depending explicitly
on two electron densities.

The functional¥S[{φi
A},{φi

B}] is related to the Hohen-
berg-Kohn energy functionalEHK[F]:25

The equality is reached for the orbitals, obtained in the
constrained search definition ofTs[F]24 provided the total

¥S[{φi
A},{φi

B}] ) V[FA + FB] + J[FA + FB] +

Exc[FA + FB] + 2∑
i)1

NA 〈φi
A| -

1

2
∇2|φi

A〉 +

2∑
i)1

NB 〈φi
B| -

1

2
∇2|φi

B〉 + Ts
nad[FA,FB] (1)

FA ) 2∑
i)1

NA

|φi
A|2 FB ) 2∑

i)1

NB

|φi
B|2 (2)

EHK[FA + FB] ) min
{φi

A}fFA

min
{φi

B}fFB

¥S[{φi
A},{φi

B}]

) min
{φi

A}fFA

¥E[{φi
A},FB]

e ¥E[{φi
A},FB] e ¥S[{φi

A},{φi
B}] (3)
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electron densityFA + FB is V-representable, i.e., theEHK[FA

+ FB] exists (for a complete discussion of the relation
between the universal functionals in Hohenberg-Kohn
theorem and their counterparts defined in constrained search
see ref 26).

Euler-Lagrange minimization of¥E[{φi
A},FB] with re-

spect to{φi
A} leads to one-electron equations1

where

The label KSCED (Kohn-Sham Equations with Constrained
Electron Density) is used here to indicate that the multiplica-
tive potential and the obtained one-electron functions differ
from the corresponding quantities in the Kohn-Sham
framework.

To facilitate comparisons with other embedding ap-
proaches, it is convenient to splitVeff

KSCED into two compo-
nents: the Kohn-Sham effective potential for the isolated
subsystemA (all FB-independent terms) and the remaining
part representing the effect of the environment (allFB-
dependent terms)

where

and

Note that it is sufficient to know the electron density of the
environmentFB to express the embedding potential given in
eq 8. No information about the orbital structure of the
environment is needed. For this reason, we refer to calcula-
tions using eq 8 asorbital-free embedding. The results of
embedding calculations depend, however, on the choice made
for FB. In this work,FB andFA are treated at the same footing,
as in the original subsystem formulation of DFT by Cortona.
The two sets of orbitals{φi

A} and {φi
B} minimizing

¥S[{φi
A},{φi

B}] satisfy two sets of coupled equations

where the electron densities and orbitals are related via eq
2.

At a given external field (geometry of nuclei), minimiza-
tion of the total energy with respect toFA and FB can be
obtained in a self-consistent procedure (freeze-and-thaw8),
in which eqs 9 and 10 are solved consecutively until
convergence. In this way, the fully variational calculations
based on the subsystem formulation of DFT are formulated
as a self-consistent series oforbital-free embeddingcalcula-
tions.

The orbitals derived from eqs 9 and 10 (φi(o)
A and φi(o)

B )
yield the electron densitiesFA

o and FB
o. By construction,FA

o

and FB
o are pure-state noninteractingV-representable.

Therefore,

In such a case, the right-hand side of eq 1 evaluated forφi(o)
A

andφi(o)
B equals exactly toEHK[FA

o + FB
o].

2.2. Approximations for Exc[F] and Ts
nad[FA,FB]. In this

work, LDA and GGA density functionals are considered.
We will use the labels KSCED LDA and KSCED GGA for
the corresponding computational methods, in which the total
energy of the intermolecular complex is evaluated from eq
1 and the embedded orbitals are obtained from eqs 9 and
10.

In the KSCED LDA calculations, the exchange functional
is approximated using the expression for the uniform gas of
noninteracting electrons by Dirac,27 the correlation energy
is approximated using the Vosko et al.28 parametrization (eq
4.4 in ref 28 referred frequently as “VWN V”) of the
Ceperley-Alder29 reference data for correlation energy in the
uniform electron gas, and the nonadditive kinetic energy is
approximated using the Thomas-Fermi formula for the kinetic
energy.30,31 Note that the above approximate functionals do
not rely on any empirical data.

In the KSCED GGA calculations, the Perdew-Wang
(PW91)17,18exchange-correlation functional is used, whereas
the nonadditive kinetic energy bifunctionalTs

nad[FA,FB] is
approximated according to the formula:Ts

nad[FA,FB] ≈
Ts

nad(GGA97)[FA,FB] ) Ts
LC94[FA + FB] - Ts

LC94[FA] -
Ts

LC94[FB], where Ts
LC94[F] denotes the Lembarki-

Chermette32 functional of the kinetic energy. The
Ts

nad(GGA97)[FA,FB] was shown to provide a good approxima-
tion to the nonadditive kinetic energy potential in the case
of weakly overlapping densities.11,33

2.3. Energy Minimization. The local minimum at the
Born-Oppenheimer potential energy surface corresponds to
a minimum of the functional¥S[{φi

A},{φi
B}] with respect to

several independent quantities: positions of nuclei in each
subsystem{RA} and{RB} (geometrical degrees of freedom)
and two electron densitiesFA and FB (electronic-structure
related degrees of freedom). The electronic energy in the
Born-Oppenheimer approximation corresponds to the nu-
merical value of the Hohenberg-Kohn total energy func-
tional EHK[FA

o + FB
o]. All quantities needed to evaluate
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EHK[FA
o + FB

o] and its gradients with respect to nuclear
positions are available at the end of thefreeze-and-thaw
procedure (schemesA-C in Table 1).

If, however, only one component of the electron density
(sayFA) is subject to optimization (eq 4), whereasFB is not
(schemesD andE in Table 1), eq 1 provides the upper bound
for the electronic energy in the Born-Oppenheimer ap-
proximation

whereFA
o(B) denotes the electron density obtained from eq

4, in which a givenFB is used. On the virtue of the second
Hohenberg-Kohn theorem, the equality is reached only if
the assumedFB added toFA

o(B) equals the ground-state
electron density at this geometry (FAB

o ). Nevertheless, the
orbitals obtained from eq 4 provide all necessary quantities
to evaluate the numerical value ofEHK[FA

o(B) + FB] -
EHK[FB] and its gradients with respect to the coordinates of
the nuclei in the subsystemA. Therefore, it is possible to
optimize the geometry of subsystemA with frozen geo-
metrical and electronic degrees of freedom of the subsystem
B (schemeD in Table 1). For an assumedFB its adequacy
can be controlled by comparing the results obtained from
schemesD and B (or E and C if the geometry is not the
subject of investigation).

We notice also that the Gordon-Kim model34,35(schemes
F and G in Table 1) represents an extremely simplified
optimization scheme, in which changes ofFA and FB

associated with intersubsystem degrees of freedom are not
taken into account. Such a scheme is only applicable in some
cases (rare gas dimers, for instance). For molecules, neglect-
ing the complexation induced changes of the electron density
is not a universally adequate approximation as reported
previously.12,13

Our numerical implementation of eqs 9 and 10 makes it
possible to perform the total energy optimization following
each of the schemes listed in Table 1.

In this work, we focus on the adequacy of the used
approximations toExc[F] and Ts

nad[FA,FB] functionals for
obtaining equilibrium geometries. Therefore, schemeA (full
optimization including geometrical and electronic degrees
of freedom) is applied. In our previous works, concerning
the interaction energies at some representative points at the
potential energy surface, schemeC was applied.12,13,16We
perform the search for the local minima in the vicinity of
the reference equilibrium structures taken from the data set
of Zhao and Truhlar. The equilibrium geometries are obtained
following an efficient minimization procedure, in which the

structural and electronic degrees of freedom are optimized
simultaneously (sequence II in Table 2). For each geometry
update either eq 9 or 10 is solved only once. Until the
equilibrium energy is reached, the numerical value of
EHK[FA

o(B) + FB] (or EHK[FA + FB
o(A)]) does not correspond

to the electronic energy in the Born-Oppenheimer ap-
proximation. Obtaining this energy at intermediate geom-
etries would require performing thefreeze-and-thawproce-
dure (see sequence I in Table 2). Typically, thefreeze-and-
thaw procedure involves solving the pair of eqs 9 and 10
two or three times. Therefore, sequence II can be expected
to reduce the computational effort by about a factor of 5. In
this work, we consider also an even more simplified
optimization procedure, in which the exchange-correlation
and nonadditive kinetic energy functionals are linearized in
eitherFA (eq 9) or inFB (eq 10). The errors associated with
the linearization are small, and they disappear by construction
at the end of thefreeze-and-thawprocedure36 (and also at
the end of the geometry optimization procedure). The
resulting computational savings depend on the number of
iterations in the self-consistent procedure to solve eq 4.

2.4. Computational Details.The calculations are carried
out using our numerical implementation of the subsystem
formulation of DFT (the program deMon2K-KSCED37)
based on the program deMon2K.38 For geometry optimiza-
tion, the following deMon2K-KSCED options and param-
eters are applied: 10- 6 au self-consistent field energy
convergence criterion, adaptive grid (TOL)5.0E-07 “GUESS”
grid39), and the atomic basis set MG3S40 used within the
monomer-centered expansion scheme (KSCED(m) - see
below). The MG3S basis set is chosen based on our recently
reported analysis16 of the effect of changing the basis set on
the interaction energies. In principle, two types of basis set
expansions can be considered for orbitals corresponding to
each subsystem: centered on the monomer or centered on
the dimer. The corresponding calculations are labeled as
KSCED(m) or KSCED(s), respectively, following the con-
vention of ref 11. For a given choice of the atomic basis
sets, the KSCED(s) scheme leads to results closer to the
complete basis set limit than the KSCED(m) one. However,
if the atomic basis sets are sufficiently large, as the ones
chosen for these studies, the two schemes lead to very similar
interaction energies.16 For the calculation of the interaction
energies on the optimized geometries, the following deMon2K-
KSCED program options are applied: 10-6 au self-consistent
field energy convergence criterion, the pruned “MEDIUM”
(75,302)p41 grid, and the dimer-centered MG3S basis sets
(KSCED(s) type of calculations).

Classical electron-electron interactions (Coulomb) are
evaluated using auxiliary fitting functions referred to as GEN-
A2*, which are automatically generated for any given orbital
basis sets.42 Further details concerning the formal framework
of the applied computational methods and the numerical
implementation can be found in refs 8, 9, and 12.

The energy derivatives with respect to the coordinates of
nuclei of the subsystemA are calculated using the deMon2K-
KSCED program and passed together with the total energy
and the coordinates of the subsystemA to the generic limited-
memory quasi-Newton code for unconstrained optimization

Table 1. Considered Optimization Schemes

label optimized frozen treatment of FA and FB

A {RA}, FA, {RB}, FB fully variational8,9

B {RA}, FA, FB {RB} fully variational8,9

C FA, FB {RA}, {RB} fully variational8,9

D {RA}, FA {RB}, FB partially variational1

E FA {RA}, {RB}, FB partially variational1

F {RA}, {RB} FA, FB nonvariational (frozen)44

G {RA}, {RB}, FA, FB nonvariational (frozen)44

EHK[FA
o(B) + FB] g EHK[FA

o + FB
o] ) EHK[FAB

o ] (13)
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L-BFGS43 (Broyden-Fletcher-Goldfarb-Shanno) using a Perl
script, which controls the optimization process. The L-BFGS
algorithm uses the following two nondefault parameters:
EPS) 1.0E-05 (threshold for the norm of the gradient in
[hartree/bohr]) andM ) 5 (the number of corrections used
in the update of the inverse of the Hessian). Such an
optimization procedure yields the precision of the inter-
molecular distances for the given set of molecules on the
order of 0.01 Å as tested by performing optimization starting
from different geometries. The applied optimization proce-
dure is very efficient in localizing the equilibrium inter-
molecular distance. For all systems discussed in this study,
the equilibrium geometries were obtained by performing
multiple optimization runs, each starting from a different
geometry of the complex. In the initial geometry, the original
structure from the Zhao-Truhlar database was modified by
changing the intermolecular distance (by a few Å) as well
as by mutual orientation of the monomers. Such a procedure

leads to almost identical final geometries (they lie within
0.01 Å). Unfortunately, such a procedure fails to localize
the minimum at flat potential energy surfaces, where some
degrees of freedom are associated with very small gradients
such as that corresponding to a parallel displacement of one
monomer in the benzene dimer.

3. Results and Discussion
3.1. Geometries: LDA. Table 3 collects the selected
representative parameters describing intermolecular degrees
of freedom in the considered complexes derived from
KSCED LDA calculations together with the corresponding
reference data. The chosen two geometrical parameters are
the intermolecular distanceRbetween the closest two heavy
atoms in two molecules forming the complex and a repre-
sentative angle describing the relative orientation of the
monomers (φ). The labels given for the chosen angle allow
one to identify it in a straightforward manner. For instance,

Table 2. Complete (Sequence I) or Partial (Sequence II) Optimization of the Total Electron Density in One Update of the
Coordinates of All Atoms in the Complexa

a The self-consistent procedure to solve eqs 9 and 10 is denoted with freeze-and-thaw. The procedure to update of the coordinates in one
subsystem using analytic gradients obtained from eq 9 (for subsystem A) or eq 10 (for subsystem B) is denoted with L-BFGS.
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the HOO denotes the H-O-O angle in the case of the water
dimer.

KSCED LDA performs very well for hydrogen-bonded
complexes. This result is illustrated in Figures 1 and 2
showing the optimized geometry superimposed on the

reference one for two representative complexes: H2O-H2O,
for which KSCED LDA optimized geometry deviates the
least from the reference one, and NH3-NH3, from which
the deviation from the reference is the largest among the
hydrogen-bonded complexes. The errors of intermolecular
distancesR are smaller than 0.10 Å for all complexes in
this set except for NH3-NH3 and HCOOH-HCOOH. The
errors in intermolecular distances tend to decrease with
increasing binding energy.

In the set of the complexes of dipole character the most
important difference with respect to the reference geometry
is found for HCl-HCl. In the LDA optimized geometry, two
monomers are in a parallel-like orientation, and in the
reference one they are almost perpendicular.

For the most weakly bound systems, noticeable errors in
the intermolecular distance (0.2-0.3Å) occur for He-Ne,
He-Ar, and C6H6-Ne. Most of the intermolecular equilib-
rium distances in this set are underestimated, which is an
opposite tendency found in the other sets.

Analyzing the overall performance of local density ap-
proximation shows that it performs very well for hydrogen-
bonded complexes, which confirms the results reported
elsewhere,12 and reasonably well for weakly bound com-
plexes. In most cases, local density approximation over-
estimates intermolecular distances, except for the complexes
in the W9/04 set (weakly bound complexes).

Local density approximation applied within the Kohn-
Sham framework leads systematically to worse results. In
the case of all considered intermolecular complexes, the
Kohn-Sham LDA calculations lead to underestimated
intermolecular equilibrium distances. For hydrogen-bonded
complexes, the errors reach-0.27 Å for NH3-NH3. In the
case of dipole bound species, the maximal error occurs for
H2S-H2S (-0.38 Å). Taking into account that the errors of
equilibrium geometries are determined by the quality of the
exchange-correlation effective potential whereas the differ-
ences between Kohn-Sham LDA and KSCED LDA results
are due to the errors in the functional derivatives of the
Ts

nadd, the superiority of KSCED LDA is the result of the
compensation of errors in these quantities. For interaction
energies, such compensation was reported previously for
several systems13,14 (see also below).

3.2. Geometries: GGA.KSCED GGA calculations lead
to underestimated intermolecular distances for all considered
complexes (see Table 4). For hydrogen-bonded complexes,
the errors in intermolecular distance are larger than the ones
in the KSCED LDA case reaching-0.43 Å for NH3-NH3.
Figures 3 and 4 show the KSCED GGA optimized geometry
superimposed on the reference one for two representative
complexes: HCOOH-HCOOH, for which KSCED GGA
optimized geometry deviates the least from the reference one,
and NH3-NH3, for which the deviation from the reference
is the largest among the hydrogen-bonded complexes.

For the dipole-bound complexes, the largest difference
with respect to the reference geometry is found for HCl-
HCl. As in the case of KSCED LDA equilibrium geometry,
the two monomers adopt a parallel-like orientation. In this
group of complexes, the errors in the intermolecular distances
are rather large reaching 0.44 Å for HCl-HCl.

Table 3. Key Parameters of the Equilibrium Geometry
Obtained from KSCED LDA Calculationsa

compound DefR R Rref R - Rref Defφ φ φref

NH3-NH3 dNN 3.14 3.27 -0.13 HNN 16 14

HFsHF dFF 2.87 2.78 0.08 HFF 113 115

H2O-H2O dOO 2.96 2.94 0.02 HOO 5 4

NH3-H2O dNO 2.97 2.97 0.01 HON 5 6

HCONH2-HCONH2 dNO 2.89 2.88 0.01 ONC 114 116

HCOOHsHCOOH dOO 2.81 2.70 0.11 OOC 127 125

H2S-H2S dSS 4.03 4.12 -0.09 HSS 90 84

HCl-HCl dClCl 3.60 3.79 -0.19 HClCl 47 8

H2S-HCl dSCl 3.81 3.76 0.05 HClS 92 88

CH3Cl-HCl dClCl 3.70 3.61 0.09 ClClC 81 82

HCN-CH3SH dCS 3.62 3.52 0.10 SNC 170 162

CH3SH-HCl dSCl 3.70 3.61 0.09 HClS 14 11

He-Ne dHeNe 2.81 3.03 -0.22 - - -

He-Ar dHeAr 3.16 3.48 -0.32 - - -

NesNe dNeNe 3.04 3.09 -0.05 - - -

Ne-Ar dNeAr 3.47 3.49 -0.02 - - -

CH4-Ne dCNe 3.44 3.49 -0.05 HNeC 70 71

C6H6-Ne dCNe 3.66 3.51 0.15 NeCC 79 79

CH4-CH4 dCC 3.61 3.61 -0.00 HCC 70 70

C2H2-C2H2 dCC 3.22 3.46 -0.23 CCC 122 123

C2H4-C2H4 dCC 3.83 3.83 0.00 CCC 80 80
a R (in Å) denotes the distance between the two closest heavy

atoms of different monomers, and φ (in deg) is a representative angle
determining the relative orientation between the monomers. The
reference values Rref and φref are taken from ref 22.

Figure 1. The optimized geometry (KSCED LDA) of the
H2O-H2O complex superimposed on the reference equilib-
rium geometry (dark colors).

Figure 2. The optimized geometry (KSCED LDA) of NH3-
NH3 superimposed on the reference equilibrium geometry
(dark colors).
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In the last group of complexes (weakly bound), the errors
of the KSCED GGA equilibrium intermolecular distances
are very large reaching 0.51 Å.

In view of the fact that the chosen GGA functional
significantly worsens the equilibrium geometry for the
complexes, for which KSCED LDA leads to rather good
results, this approximation does not represent a universal
improvement over LDA. Since, however, it leads to signifi-
cantly better binding energies for (π-stacked systems13-15),
it can be considered as a pragmatic choice for this type of
complexes.

As far as Kohn-Sham calculations are concerned, the
PW91 results are significantly and systematically better then
the LDA ones. For instance, the errors in the PW91
equilibrium intermolecular distances do not exceed 0.1 Å,
whereas the LDA one reaches-0.27 Å for hydrogen-bonded
complexes. Opposite to the tendencies discussed previously
for LDA, KSCED GGA are not better than Kohn-Sham
PW91 ones. The Kohn-Sham equilibrium geometries are
slightly (hydrogen-bonded complexes) or noticeably (dipole
bound and van der Waals) better quality than the KSCED
GGA results. This indicates that the error in the PW91
exchange-correlation potential is not compensated so well
with the error in the GGA97 nonadditive kinetic energy
potential as it is the case of LDA.

3.3. Binding Energies at Optimized Geometries.Binding
energies discussed in this section are calculated at the
optimized geometries and are obtained using the dimer
centered expansion of the electron density of each subsystem
(KSCED(s) type of calculations). The basis set superposition
error and the errors resulting from the superposition of
numerical grids are taken into account following the proce-

dure of ref 16, which is also given in the Supporting
Information. We start the analysis with the LDA results. For
most of the considered hydrogen-bonded complexes, the
binding energies are very good. For dipole-bound complexes,
the errors in the binding energy are larger. The maximal
relative overestimation of the binding energy for HCN-
CH3SH reaches 30%, whereas the binding energy in CH3Cl-
HCl is underestimated by 19%. For van der Waals com-
plexes, KSCED LDA does not perform uniformly. The
interactions of helium with other atoms is overestimated
significantly. The accuracy of the KSCED LDA binding
energies changes from excellent to mediocre along the series,
Ne-Ne, Ne-Ar, Ne-CH4, and Ne-C6H6. For complexes
involving saturated hydrocarbons, KSCED LDA performs
reasonably well underestimating, however, the binding
energy.

Results collected in Table 5 indicate clearly that the
presence of a multiple bond of one molecule in the vicinity
of the other molecule in the complex leads systematically
to significant errors in binding energies calculated at the
KSCED LDA level. Except for C2H2-C2H2, they are
underestimated by about a factor of 2. This trend is in line
with that for interaction energies calculated at reference
intermolecular geometries for the same16 or other complexes
involving conjugatedπ systems.13-15

The choice of the GGA functionals (exchange-correlation-
and nonadditive kinetic energies) used in this work was
shown previously to lead to significant improvements of
accuracy of the interaction energies in the cases where
KSCED LDA fails: complexes between diatomic molecules
and benzene,14 benzene dimer,15 and other complexes involv-
ing interactions withπ bonds.13 Results collected in Table 5
show that this choice of gradient-dependent functionals for
exchange-correlation- and nonadditive kinetic energies sig-
nificantly worsens this quantity for all types of complexes
considered in this work.

As far as the compensation of errors in the exchange-
correlation- and nonadditive kinetic energies are concerned,
a similar trend (for LDA, the compensation of errors in the
energies occurs systematically, whereas it is less systematic
in the GGA case) can be seen as the one for the accuracy of
the effective potentials discussed in the previous section. The
binding energies derived from Kohn-Sham LDA calcula-
tions are significantly worse than their KSCED LDA
counterparts. For all the considered complexes, the deviations
from the reference data are rather large, reaching 7.75 kcal/
mol for HCONH2-HCONH2 and 12.01 kcal/mol for
HCOOH-HCOOH (the corresponding KSCED LDA errors
are 0.09 kcal/mol and 1.72 kcal/mol) for instance. As far as
GGA is concerned such systematic trends cannot be identi-
fied. On the average, the Kohn-Sham PW91 binding
energies are better than KSCED GGA.

3.4. Acceleration Techniques for Geometry Optimiza-
tion. In this section, we consider two optimization schemes
(see Table 2) as well as their two modifications: (i) sequence
I′, in which the convergedfreeze-and-thawcycle is replaced
by solving the pair or eqs 9 and 10 only once per geometry
update, and (ii) a modified sequence II, in which the
functional Exc[FA + FB] - Exc[FA] + Ts

nad[FA,FB] is linear-

Table 4. Key Parameters of the Equilibrium Geometry
Obtained from KSCED GGA Calculationsa

compound DefR R Rref R - Rref Defφ φ φref

NH3-NH3 dNN 2.83 3.27 -0.43 HNN 40 14

HFsHF dFF 2.73 2.78 -0.05 HFF 103 115

H2O-H2O dOO 2.84 2.94 -0.10 HOO 5 4

NH3-H2O dNO 2.86 2.97 -0.11 HON 6 6

HCONH2-HCONH2 dNO 2.77 2.88 -0.11 ONC 115 116

HCOOH-HCOOH dOO 2.68 2.70 -0.02 OOC 128 125

H2S-H2S dSS 3.84 4.12 -0.27 HSS 94 84

HClsHCl dClCl 3.35 3.79 -0.44 HClCl 46 8

H2S-HCl dSCl 3.62 3.76 -0.14 HClS 87 88

CH3Cl-HCl dClCl 3.49 3.61 -0.12 ClClC 78 82

HCN-CH3SH dCS 3.21 3.52 -0.31 SNC 146 162

CH3SH-HCl dSCl 3.47 3.61 -0.14 HClS 21 11

He-Ne dHeNe 2.55 3.03 -0.48

He-Ar dHeAr 2.97 3.48 -0.51

NesNe dNeNe 2.73 3.09 -0.36

Ne-Ar dNeAr 3.22 3.49 -0.27

CH4-Ne dCNe 3.15 3.49 -0.34 HNeC 70 71

C6H6-Ne dCNe 3.39 3.51 -0.12 NeCC 78 79

CH4-CH4 dCC 3.29 3.61 -0.33 HCC 70 70

C2H2-C2H2 dCC 2.95 3.46 -0.51 CCC 120 123

C2H4-C2H4 dCC 3.52 3.83 -0.31 CCC 79 80
a R (in Å) denotes the distance between the two closest heavy

atoms of different monomers, and φ (in deg) is a representative angle
determining the relative orientation between the monomers. The
reference values Rref and φref are taken from ref 22.
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ized inFA in the procedure to solve eq 9 in order to accelerate
it (for eq 10, Exc[FA + FB] - Exc[FB] + Ts

nad[FA,FB] is
linearized inFB). By construction, linearization is exact at

the end of thefreeze-and-thawcycle. In view of the fact
that linearization might lead to noticeable savings in the
computer time, it is worthwhile to investigate the effect of
linearization applied without convergingfreeze-and-thaw
cycle in the intermediate stages. For two intermolecular
complexes (H2O-H2O, HCl-CH3SH), performance of the
four alternative optimization procedures is analyzed in either
the complete or partial optimization of geometry. In the
partial optimization case, the geometry of one monomer is
optimized keeping the geometry of the other frozen (Scheme
B in Table 1). In the geometry optimization, the same
convergence criteria and the other optimization parameters
as described in the previous section and local density
approximation are applied. The starting geometries were
prepared by modifying the coordinates taken from ref 21
for one molecule in the complex (the selected intermolecular
degrees of freedom are given in Table 6).

In the complete optimization calculations, all four opti-
mization schemes lead to equivalent results. The Cartesian
coordinates of corresponding atoms in optimized structures
differ by less than 0.01 Å. This scatter of the minimized
geometries corresponds to the precision of the optimization
procedure itself. The key geometrical parameters obtained
in the partial optimization (rigid geometry of one monomer)
are collected in Table 6. All simplified schemes lead to the
optimized geometries, which do not differ significantly from
that derived using the Born-Oppenheimer surface type of
optimization (sequence I in Table 2).

Figure 3. The optimized geometry (KSCED GGA) of the HCOOH-HCOOH complex superimposed on the reference equilibrium
geometry (dark colors).

Figure 4. The optimized geometry (KSCED GGA) of NH3-NH3 superimposed on the reference equilibrium geometry (dark
colors).

Table 5. Binding Energies (-∆E in kcal/mol) Calculated
at Optimized Geometriesa

compound -∆ELDA -∆EGGA -∆ERef

NH3-NH3 3.99 (27) 5.59 (77) 3.15
HFsHF 4.12 (-10) 5.00 (9) 4.57
H2O-H2O 4.97 (0) 5.94 (20) 4.97
NH3-H2O 6.72 (5) 8.03 (25) 6.41
HCONH2-HCONH2 15.03 (1) 17.85 (19) 14.94
HCOOH-HCOOH 14.43 (-11) 17.47 (8) 16.15
H2S-H2S 2.12 (28) 2.76 (66) 1.66
HCl-HCl 2.18 (8) 3.19 (59) 2.01
H2S-HCl 3.44 (3) 4.34 (30) 3.35
CH3Cl-HCl 2.89 (-19) 4.05 (14) 3.55
HCN-CH3SH 4.68 (30) 5.73 (60) 3.59
CH3SH-HCl 4.40 (6) 5.74 (38) 4.16
He-Ne 0.09 (125) 0.46 (1050) 0.04
He-Ar 0.15 (150) 0.47 (683) 0.06
NesNe 0.08 (0) 0.52 (550) 0.08
Ne-Ar 0.12 (-8) 0.54 (315) 0.13
CH4-Ne 0.15 (-32) 0.66 (200) 0.22
C6H6-Ne 0.23 (-51) 0.95 (102) 0.47
CH4-CH4 0.44 (-14) 1.03 (102) 0.51
C2H2-C2H2 1.84 (37) 2.72 (103) 1.34
C2H4-C2H4 1.06 (-25) 2.00 (41) 1.42

a The relative error ((∆E - ∆ERef)/∆ERef × 100%) is given in
parentheses.
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The computational costs of the four considered optimiza-
tion schemes differ significantly. In the case of the H2O-
H2O dimer, the most expensive one (sequence I) involves
88 geometry updates to converge the coordinates of the first
subsystem and solving the pair of eqs 9 and 10 two to three
times per geometry update. Sequence I′ converges after 91
geometry updates; however, the pair of eqs 9 and 10 is solved
only once per geometry update. In sequence II, the number
of geometry updates increases to 117 but involves solving
eq 9 only once per geometry update. The most effective
among the studied optimization schemes is the one in which
sequence II is used and eq 9 is solved using linearized
functionals. Linearization results in an additional reduction
of the time of computations by 20-25% per geometry
update. Optimization of geometry using this scheme involves
71 geometry updates.

4. Conclusions
The current study concerns the applicability of the subsystem
formulation of density functional theory for studies of
equilibrium geometries and binding energies in weakly bound
intermolecular complexes. Two types of approximations are
considered: (i) local density approximation, which was
shown in our previous studies to lead to good binding
energies in hydrogen-bonded systems12 and several weakly
bound complexes13,16 but fails for such complexes where
π-electrons are involved in the interaction,13,14,16and (ii) our
choice for gradient dependent approximation, which im-
proves significantly the interaction energies for cases where
LDA fails.13,14,16In the present work, a systematic analysis
of the accuracy of equilibrium geometries is made, comple-
menting thus the previously obtained results concerning
interaction energies and equilibrium geometries in complexes
of high-symmetry.

Concerning the applicability of local density approximation
in the subsystem formulation of DFT in deriving not only
intermolecular energies but also equilibrium geometries, the
present work confirms the adequacy of this approximation
for hydrogen-bonded complexes (the largest deviation be-
tween calculated and reference intermolecular distance
amounts to 0.13 Å for NH3-NH3), a group of dipole-bound
complexes (the largest deviation between calculated and
reference intermolecular distance amounts to 0.19 Å for
HCl-HCl, for which also the relative orientation is the
worst), and even very weak intermolecular complexes
involving Ne, Ar, and saturated hydrocarbons. In this group
of complexes, the maximal relative errors in the binding
energies reach 30%, but they are significantly smaller in most
cases. Using local density approximation in the subsystem

formulation of DFT is, however, not recommended if the
target of calculations is both the binding energy and
equilibrium geometry in complexes involving molecules with
conjugated bonds (benzene, ethylene). This trend is in line
with our previously reported results. For the weakest bonds
involving He, local density approximation leads to the
parameters of the potential energy surface, of only qualitative
value (binding energies are overestimated by a factor of 2
or 3 in He-Ne and He-Ar dimers, respectively, whereas
the equilibrium distances are too short by 0.2-0.3 Å).

As far as the chosen gradient dependent approximation is
concerned, it improves neither binding energies nor equi-
librium geometries in the group of complexes for which local
density approximation is adequate (hydrogen bonds, dipole-
bonds, weak complexes involving, Ne, Ar, or saturated
hydrocarbons). Its range of applicability is, therefore, limited
to such complexes whereπ-electrons are involved in the
interaction in line with our previously reported studies.

Owing to the mathematical structure of the subsystem
formulation of density functional theory, performing simul-
taneous optimization of different types of degrees of freedom
(electron density and nuclear coordinates in each subsystem)
is straightforward. An efficient optimization scheme is
proposed, in which the system reaches the minimum on the
Born-Oppenheimer surface only at the end of the procedure
reducing thus the computational efforts in the intermediate
geometries.

This work represents an intermediate step toward develop-
ment of first-principles based multilevel simulation tech-
niques for studying electronic structure in condensed matter
systems. The orbital-free embedding formalism uses func-
tionals and potentials defined in the Kohn-Sham formulation
of density functional theory. However, they are applied for
other basic descriptors of the whole investigated system: the
embedded orbitals for one part and electron density only for
another one. In the present work, we explore the applicability
of the simplest approximationslocal density approximations
to derive energetic and geometrical properties of weakly
interacting systems. A large class of intermolecular interac-
tions was identified, for which LDA provides an adequate
approximation to derive both the properties depending on
the quality of the density functionals as well as their
derivatives. In this class, the balance of approximate terms
is such that the errors of the exchange-correlation- and
nonadditive kinetic energy functionals cancel to a large
extent. Practical applications of KSCED LDA framework
in multiscale numerical studies for embedded systems
interacting with their environment through interactions
belonging to this class are currently carried out in our group.

Table 6. Key Parameters of the Equilibrium Geometry Obtained Using Four Optimization Procedures Considered in the
Texta

compound/parameter sequence I sequence I′ sequence II
sequence II
linearized

H2O-H2O dOO 2.95 2.95 3.02 3.00
HOO 6 6 6 6

HCl-CH3SH dSCl 3.66 3.69 3.76 3.77
HClS 16 15 19 19

a Coordinates of only one molecule (A) in the complex (A-B) are optimized. Starting parameters: dOO: 3.38 Å, HOO: 60°, dSCl: 2.65 Å,
HClS: 108°.
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As far as going beyond LDA in the subsystem formulation
of DFT is concerned, the current study indicates clearly that
the GGA functionals chosen based on our previous studies
provide only a temporary solution for cases where LDA fails.
Development of a consistent GGA approximation retaining
the strengths of LDA and providing an efficient compensa-
tion of errors in gradient-dependent terms is an objective of
our current studies.
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Abstract: A new correlation functional of the Lap series is derived based on a more elaborated

form of correlation wave vectors. Its validation is carried out within two different codes: deMon-

KS3 and Q-Chem 3.0. In deMon the implementation in a post-SCF manner is similar to the

preceding BLap3 and Bmτ1 schemes. In Q-Chem the new functional is programmed self-

consistently using the integration by parts procedure for the matrix elements. The post-SCF

version of the functional deals with three fitting parameters; the previous Lap3 and τ1 functionals

have four and five parameters, respectively. The SCF implementation requires only two fitting

parameters. Preliminary comparative tests are discussed.

1. Introduction
Since the mi 1980s and the early 1990s, the development of
new exchange-correlation (XC) functionals is on the frontier
of density functional theory (DFT). One of the present
authors (E.P.) had the luck to get in the right place at the
right time for functional development, by joining the
Montreal group of Professor Dennis Salahub in 1991. The
early 1990s was a time when generalized-gradient ap-
proximation (GGA) was triumphing for several years as a
top-notched exchange-correlation theory. In the fall of 1992
Axel Becke in his talk on the Canadian Theoretical Chem-
istry Symposium in Montreal launched the idea of fusing
exact exchange into the GGA machinery. This and his
seminal papers on the subject1 started the era of hybrid
functionals. The dramatic increase of accuracy brought about
by the hybrid approach shifted for awhile attention away from
other possibilities for improvement. The Montreal group was
particularly interested in developing such alternatives that
would not require the more expensive exact exchange. A
paper submitted in the beginning of 19942 showed that some
improvement over GGA can be achieved by employing a
correlation functional that involves the electron kinetic-
energy density (‘τ’) and the Laplacian of the electron density
as functional variables. By the time the manuscript referred

to in ref 2 was submitted, functionals of a similar type were
known only for exchange.3-5 At the Sanibel symposium in
1994 Becke6 reported another correlation functional that
employsτ and the Laplacian of the density based on different
arguments. The interest of the Montreal group on such
functionals has persisted, and some further development
(BLap3,7 Bmτ18) continued. Extensive validation tests were
also reported by this and other groups showing that for some
problems (weak hydrogen bonds,9-11 reaction barriers,12-14

proton affinities,15 transition-metal compounds8,12) these new
functionals may rival the hybrid methods. Other exchange
and correlation functionals involvingτ were proposed later
on by different groups.16-19 All these were named ‘meta-
GGA’ functionals by Perdew and co-workers17,18 In ref 18
it was mentioned that “The current revival of interest in meta-
GGAs may be due to Salahub and collaborators”. It became
gradually clear that the meta-GGA avenue hides some
uncharted potentials. An accurate nonempirical meta-GGA
scheme was also developed (the TPSS functional).19,22More
recently, accurate multiparameter hybrid-meta-GGA schemes
were constructed improving reaction barriers and metal-
ligand bonding.20,21

In this work we explore one possibility of improving
correlation functionals from the Lap family.2,7 These func-
tionals employ the so-called correlation wave vectors. A more
elaborated form of these wave vectors is employed here, as
described in section 2. The meta-GGA correlation functional

† Dedicated to Professor Dennis R. Salahub on the occasion of
his 60th birthday.
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Lap37 is used as a starting point, and the new correlation
functional is generated from it in section 3. Some preliminary
validation tests are then discussed.

2. Theory
Various methods of deriving correlation functionals within
the Kohn-Sham (KS) DFT have been developed to date. A
summary of all these is beyond the scope of the present work.
We focus here on the approach described in refs 2, 7, and
23. It is based on solving explicitly the adiabatic connection
formula separately for each spin-spin component of the
correlation energy using spin polarized,λ-dependent pair
correlation functions (PCF). These functions depend on the
interelectronic distance, the electron densitynσ and possibly
its derivatives, and the correlation wave vectors (known also
as inverse correlation lengths or scaling factors):gσσ′

(λ) (r12;
nσ, nσ′, kσ, kσ′). Once such PCFs are found, the exchange-
correlation energy as defined in the KS-DFT scheme can be
determined via the adiabatic connection formula24,25

whereλ is the coupling strength parameter as defined in the
adiabatic connection method. The above formulas presume
the following partitioning of the Kohn-Sham exchange-
correlation energy densityεxc into separate spin-spin
components:

The latter expression, together with eq 2, define the
exchange-only energy in the KS scheme as theλ f 0 limit
of the exchange-correlation energy.

Using pair-correlation functions and/or the associated
exchange and correlation holes in real space has been one
of the most popular approaches in deriving exchange and
correlation functionals.3,25-30 Even though an exact first
principles derivation of PCFs is prohibitive, some important
properties of these are known, such as normalization condi-
tions, cusp conditions and hole curvature, asymptotic be-
havior, and coordinate scaling properties. This gives a
powerful tool in constructing ad hoc real space models based
on physical arguments. Related to this is the existence of
some degree of universality in the way electrons correlate
in different systems, especially at small interelectronic
distance.31 The behavior of the electrons at small and
vanishing interelectronic distance is governed by specific
cusp conditions for the PCF.32,33 These conditions areλ
dependent and spin specific.33 A family of spin-polarized,λ
dependent PCFs that obeys automatically the opposite-spin
cusp conditions was proposed in ref 23 (a typo in the way
the parameterm enters the PCF is corrected in eq 8 below)

wherer ) r12 ) |r 1 - r 2|. For anym andkvV, this PCF obeys
the opposite-spin cusp conditions and has the following
nonzero cusp:

Finding a suitable parallel-spin PCF that would obey the
respective (more complicated) cusp conditions is difficult
because these involve the exchange and the same-spin
correlation altogether.33

The focus of this section is on the correlation wave vectors.
The inverse of the wave vector of a given spin-spin
component is related to the corresponding correlation length
that governs the range of the correlated motion about a given
reference electron. Solving the adiabatic connection formula
1 with the above PCF form ) 2 yields a correlation energy
that is a function solely of the electron density and the wave
vectorkvV (see refs 7 and 23)

where bi are theoretical coefficients yielded by the algebra.
The form of the wave vectorkvV is not uniquely determined
to this end and remains to be specified. Different functionals
can in fact be generated from eqs 10 and 11 depending on
what form of the correlation wave vectorkvV is used. The
same is true for the parallel-spin component of the correlation
energy densityεc

σ(nσ) as defined by eq 5. In the Lap3
functional this energy is approximated by an ad hoc
modification of eqs 10 and 11 (see ref 7 for details)

whereNσ is the total number of electrons with spinσ entering
the Fermi-Amaldi type self-interaction correction (SIC)
factor, andCp is a ‘reduction’ parameter ranging between 0
and 1, that governs the relative share of parallel-spin
correlation beyond the Fermi exchange. Again, various
energy expressions can be generated using different forms
of kσ. The simplest choice forkσ that follows from scaling
and dimensional arguments and by analogy with the uniform
electron gas is (“a rho to one-third” proportionality)

Ec
vV ) ∫0

1
dλ ∫ d1 d2

1
r12

nv(1)nV(2) [gvV
(λ)(r12) - 1] (1)

Exc
σσ ) 1

2∫0

1
dλ ∫ d1d2

1
r12

nσ(1)nσ(2)[gσσ
(λ)(r12) - 1] (2)

Exc[nv,nV] ) ∫ dr n(r ) εxc(r ), n ) nv + nV (3)

εxc(nv,nV) ) ∑
σ

εxcσ(nσ) + εc
vV(nv,nV) (4)

εxcσ(nσ) ) εxσ(nσ) + εc
σσ(nσ) (5)

gvV
(λ)(R,r) ) 1 - exp(-kvV

2r2)[F1(λ) - F2(λ)] (6)

F1(λ) ) m - ΦvV
(λ)(m + λr) (7)

F2(λ) ) exp(-kvV
2r2)[m - 1 - ΦvV

(λ)(m + λr) +

(ΦvV
(λ))2(1 + λr + λ2r2

4 )] (8)

lim
rf0

gvv
(λ)(R, r) ) [ΦvV

(λ)(kvV)]
2 > 0 for any 0g λ e 1 (9)

εc
vV )

nvnV

n
QvV(kvV), n ) nv + nV (10)

QvV(k) ) -
b1

1 + b2k
+

b3

k
ln (b4 + k

k ) +
b5

k
-

b6

k2
(11)

εc
σσ ) (1 - 1

Nσ
) 1

2

nσ
2

n
Qσσ(kσ) (12)

Qσσ(kσ) ≈ CpQ
vV(kσ) (13)

kσ(r ) ) Rpkfσ (14)
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whereRp is a scaling parameter, andkfσ is the spin-polarized
local Fermi wave vector:

a′x ) (6π2)1/3, ax ) (3π2/2)1/3. The spin-polarization
parameterê is defined as

The local Fermi wave vector is an important characteristic
of the uniform electron gas reflecting the range of the Fermi
interaction about a reference electron. Within approximation
14, the smaller the electron density, the larger the correlation
length increasing as 1/nσ

1/3. More subtle is the problem of
how to model the opposite-spin wave vector. To our
knowledge, the only known approximation to date is the one
proposed by Becke in the context of his 1988 correlation
functional27 (we call it here ‘Becke ansatz’). It is based on
the plausible assumption that the correlation length for
opposite-spin interaction is proportional to the arithmetic
mean of the correlation lengths for the two same-spin
interactions. With the local form of the wave vectors this
leads to

whereâp is another scaling parameter. In refs 2 and 7 it was
set toâp ) Rp for simplicity. The only proof of this ansatz
is ‘in the pudding’: it was thoroughly tested in the context
of different functionals,2,6-8,27 and it normally leads to
reasonable results. Using these formulas for the wave vectors
in eqs 10-13 yields a correlation functional that depends
solely on the electron spin densities (‘gradientless func-
tional’). It is however not a uniform electron gas approxima-
tion per se. An important difference is23 that eqs 10-13 obey
the finite scaling bound, which is an exact property of finite
systems but not of the uniform electron gas34

wherenγ is homogeneously scaled electron densitynγ(r ) )
γ3n(γr ).

The discussed gradientless functional was implemented
(without the parallel-spin term) as a one-parameter local XC
scheme in combination with the standard local-spin-density
(LSD) exchange23 as well as with a homemade modified local
exchange.35 The results for atomization energies and espe-
cially for bond lengths were on average better than the
standard LSD. One possible reason for this is the fulfillment
of the finite scaling bound, eq 18. Also, this functional and
the gradientless potential that stems from it are self-
interaction free.37 Still, it remains a local functional in the
sense that the correlation energy density depends solely on
the local value of the electron density at a given reference
point and does not ‘feel’ its neighborhood. A question then
arises: how about other forms of the correlation wave
vectors. Is it possible to generate a nonlocal functional

starting from eqs 10-13? One possibility for this was
considered in ref 2 based on the notion of local electron
temperaturekBTsσ as defined in the local thermodynamic
approach of DFT (LTD).4,36 In spin polarized form this
‘temperature’ reads

wheretsσ is the electron kinetic energy density by the LTD
definition

andτσ is the (‘Laplacian-free’) electron kinetic energy density

æiσ are the KS SCF spin orbitals. Both definitions lead to
the same total kinetic energy. With the particular choice of
1/8 for the coefficient multiplying the Laplacian,tsσ, remains
positively defined in most cases (section 4). The local
electron temperature was used to model the spherically
averaged exchange holehhσσ employed in the LTD approach:5

This, together with eqs 19-21 suggests the following LTD
ansatz for the parallel-spin correlation wave vectors:2

In the present work we use a slightly different equivalent
form of it:

When Re and Rp from eq 14 are set equal, formula 24
provides a smooth transformation of the nonlocal wave vector
to its local counterpart, eq 14, in the ‘gradientless limit’. This
is the limit when all derivatives of the electron density vanish
and the kinetic energy density is given by its uniform gas
(spin-polarized) expression:

In the context of the LTD model, the electron correlation
length increases (the wave vectorkσ decreases) when the
electrons are “freezing down” and their kinetic energy is
decreasing.

For the opposite-spin wave vector we use the Becke ansatz
in the context of definition 24:

kfσ(r ) ) a′xnσ
1/3(r ) ) ax[n(r )(1 ( ê(r ))]1/3,

σ ) v(+), σ ) V(-) (15)
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2
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2
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2
3
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2 10
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, Re
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(24)
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2bsvbsV
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Using this model for the wave vectors in eqs 10-13
generates a fully nonlocal correlation functional. By fully
nonlocal we mean that it is not representable by any finite
gradient expansion about either the uniform-gas limit or some
other local form of the correlation energy. Using the nonlocal
wave vectors, eqs 24 and 26, in the corresponding PCF, eq
6, transforms the latter into a fully nonlocal PCF similar to
the PCFs used in the weighted density approximation.38

Havingτ as a functional variable has some advantages. It
is a fine-tuned real space descriptor of inhomogeneity in
atoms and molecules.39 The curvature of the exact exchange
hole also depends onτ and the Laplacian of the density,
which has been a motivation of using these as functional
variables.3,6,30 The LTD analogy discussed above is yet
another complementary motivation for the same.2

Recently a new functional originating from the same
family of PCF, eq 6, was considered40 and used to obtain a
compact analytical representation of the uniform electron gas
correlation energy.40 In due course of these derivations it
became evident that the correlation wave vectors, as given
by eqs 14 and 17, are still missing something. Based on an
analytical fit to literature benchmark values of the correlation
energy it was shown40 that the scaling parametersRp andâp

should be multiplied by certain functions of the electron
density (or equivalently the density parameterrs ) (3/
4πn)1/3):

The optimal values of the coefficientsηi were obtained in
ref 40 based on an interpolation of the uniform electron gas
benchmarks data of refs 41-43.

Employing such density dependent screening functions in
the local form of the correlation wave vectors was necessary
to achieve a good interpolation of the transition between the
high-density and the low-density limits of the uniform
electron gas.40 The present work aims at verifying whether
incorporating these screening functions (with some additional
scaling) in the nonlocal wave vectors would affect the
accuracy of a nonlocal functional that employs them, such
as Lap3 for example. One may suspect that for atoms and
molecules the corresponding screening functions would be
quite different from those suitable for the uniform electron
gas. Nevertheless, we believe that even though finite systems
like atoms and molecules are different from the uniform
electron gas, some similarity may exist in the way electron
correlation changes upon a transition from regions of high
electron density to regions of low electron density. This is

of course only a hypothesis (’a similarity hypothesis’) that
can in part be verified by the quality of the results discussed
next.

3. Derivation of the tLap Correlation
Functional
The new correlation functional is obtained from eqs 10-13
using the following novel form of the correlation wave
vectors (compare with eqs 24 and 26)

where the factorsbsσ are given by eq 27,Reff(n) andâeff(n)
are the density-dependent screening functions, eqs 30 and
31, after changing the variablers to n. We have implemented
this correlation functional (‘tLap’ from “tau+Laplacian”) in
two different codes: in a developing version of Q-Chem 3.047

and in a modified version of the deMon-KS3 code.46 The
latter is an old noncommercial release of the deMon program.

The new form of the wave vectors induces some modi-
fications of the functional structure. In the original Lap3
functional, one of the theoreticalbi coefficients, namelyb3

in eqs 11 and 13, had to be rescaled in order to optimize
reasonably the results. This was thought to be due to the
approximate PCF used. Preliminary tests of the tLap
functional revealed that this empirical adjustment was
actually necessary to compensate for an imprecision of the
wave vectors used. In the tLap functional a relaxation of
theb3 coefficient is no longer required. In fact, the optimal
results are obtained when this coefficient keeps its theoretical
value together with the rest ofbi: b1 ) 2.763169;b2 )
1.757515;b3 ) 1.741397;b4 ) 0.568985;b5 ) 1.572202;
b6 ) 1.885389

Yet another empirical parameter is no longer necessary,
the reduction factorCp in the parallel-spin correlation energy
component, eq 13. In the tLap functional it is set toCp ≡ 1,
while the balance between opposite-spin and parallel-spin
correlation is tuned by the two scaling parametersRe andâe

in eqs 32 and 33. These are the only two fitting parameters
in the tLap functional.

The implementation of the new functional in deMon-KS3
in a post-SCF fashion is similar to the Lap3 andτ1
functionals. The exchange functional of Becke(88)49 is used
throughout this work as a partner of tLap (‘BtLap’ XC
scheme). Hence the post-SCF implementation is based on a
KS potential that consists of two terms: (i) the Becke(88)
exchange potential in a fully SCF manner and (ii) a local
correlation potential obtained by differentiating the correla-
tion energy in its gradientless limit, i.e., when eqs 28 and
29 are used for the wave vectors in place of eqs 32 and 33.
In this local potential the two scaling parameters are set equal,
Rp ) âp, which gives one fitting parameter in the potential
to optimize with respect to geometry estimates. Such a
potential composition, even though not fully SCF, yields very
good structure parameters, especially concerning weak

bsσ ) x10
3

tsσ ≡ 1
6x120τσ - 15∇2nσ (27)

kσ(r ) ) RpReff(rs) kfσ (28)

kvV(r ) ) âpâeff(rs)
2kfvkfV

(kfv + kfV)
(29)

âeff(rs) ) η1 + η2 exp(-η3rs
1/3)rs

1/4 + η4 exp(-η5rs
1/3)rs

1/3

(30)

Reff(rs) ) η6 + η7 exp(-η8rs
1/3)rs

2/3 + η9 exp(-η10rs
1/3)rs

1/3

(31)

kσ
2 ) Re

2Reff
2(n)

10
3

tsσ

nσ
(32)

kvV(r ) ) âeâeff(n)
2bsvbsV

(xnvbsV + xnVbsv)
(33)
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intermolecular and intramolecular hydrogen bonds.8 In the
case of tLap the corresponding local correlation potential is
a bit more complicated due to the presence of the density-
dependent screening functions, eqs 30 and 31. Post-SCF
implementation of meta-GGA functionals was recently
adopted also in the code ADF based on BLYP as a SCF
carrier (see ref 14). The improvement brought by the meta-
GGA functionals is mostly in the relative energies. A post-
SCF implementation allows for the benefit from this in an
economic way (“get the most for the least”). Similar is the
situation with the CCSD(T) post-Hartree-Fock method for
example. Nevertheless, a SCF implementation of the BtLap
functional has its merits. Having the true analytical energy
gradient is very important for various applications. We
present here SCF results with the BtLap functional within
the Q-Chem code. In the MO-LCGTO representation the
matrix elements of the XC potential (Vµν

xc,σ) are determined
by differentiating the XC energy matrix over the density
matrix (Pµν

σ )

wherefxc is the exchange-correlation kernel that is a function
of certain variablesgi:

This is equivalent to the integration by parts standard
procedure of evaluating matrix elements of a XC potential
without computing explicitly this potential.48,50 In the case
of tLap, the functional variables to differentiate upon are
nσ, τσ, and∇2nσ, σ ) R, â.

4. Results and Discussion
Detailed validation tests of the BtLap XC scheme are
currently ongoing. Here we report some preliminary results
following the wisdom that a careful selection of diverse test
examples is more important than their number.52 We use in
part the test set elaborated previously.7,8,51 It includes
atomization energies and bond lengths for a variety of
bonding situations that have proven to be difficult at least
for the GGA functionals. The choice of the examples was
based also on the availability of benchmark data. The set of
molecules used in the present tests is listed in Table 1.

In addition to this, we include the dimerization energy and
geometry of two weakly bound dimers (H2O)2 and (HF)2 as
examples of intermolecular hydrogen bonding.8,51

The calculations with deMon-KS3 employ a TZVP2*
orbital basis set of Gaussian-type functions that had been
optimized specifically for KS-DFT calculations.53 Auxiliary
bases from the deMon library were used for fitting the charge
density and the XC potential in order to avoid four-center

integrals and to facilitate the energy derivatives. Upon SCF
convergence, one final extra-iteration is performed numeri-
cally (without fitting) on the grid to obtain more accurately
the total energy.

Several different basis sets of Pople were tested within
Q-Chem, ranging from 6-311G(d), and 6-311++G(d,p), to
6-311++G(f,d,p) up to the exhaustive G3LARGE available
in Q-Chem. For each system we have used the largest basis
set that still leads to a converged, stable SCF solution. Both
Q-Chem and deMon-KS3 employ atom-centered grid for the
numerical integrations. Becke’s relative weight scheme54 is
used to adjust the weights as the grid points originating from
different atoms overlap in space. The radial part of the grid
is treated by the Euler-Maclaurin scheme proposed by
Murray et al.55 and the angular part by Lebedev quadrature.56

In Q-Chem the quadrature is pruned by removing angular
points from regions where they are not necessary. We use
here the pruned grid SG-1,57 which has 50 radial and 194
angular points. In some cases a larger grid of 128 radial and
194 angular points was used. It has been shown recently58

that auxiliary cubic grids can be used to reduce greatly the
cost of the atom-centered grid. The calculations with deMon-
KS3 employ an unpruned grid scheme as described in ref
46. The user defined number of grid points was 128 radial
points and 194 Lebedev angular points. The optimization of
the fitting parameters in tLap is completed so far within the
deMon-KS3 code only. With Q-Chem we employ for the
time being these parameter values. The optimization was
done looping over a subset of 10 molecules (H2, N2, O2, F2,
CO2, N2O, CH4, C2H4, C6H6, (H2O)2) and comparing atomi-
zation energies and bond lengths. Atomic correlation energy
tests are not used in the present fitting procedure. The
following parameter values are obtained: (1)Re ) 2.53 -
optimizes the share of parallel-spin correlation and (2)âe )
1.087- optimizes the share of opposite-spin correlation. In
the post-SCF implementation there is one additional param-
eter entering only in the local SCF correlation potential: (3)
Rp ) âp ) 0.786- optimizes the geometry performance.

The SCF implementation of the BtLap scheme in Q-Chem
is based on eq 34. Special care should be taken to avoid
negative values of the kinetic energy densityts, eq 20, since
the wave vectors are ill defined in such cases. We have
verified the sign ofts for each system studied at each grid
point and SCF iteration. With no exceptionts as defined by
eq 20 remained always positive after the first 4-5 SCF
iterations. However, its sign often fluctuates at the beginning
of the SCF, which may cause convergence problems. To
avoid such situations we do the first 4 SCF iterations using
the local correlation potential used in the post-SCF imple-
mentation of BtLap.

The atomization energy (Eat) is calculated as the difference
between the molecular ground-state energy and the sum of
ground-state energies of the constituent atoms. One problem
here is that the atomic ground state is not unambiguously
determined within the standard KS-DFT scheme based on a
single KS determinant. Results from different codes may
slightly differ depending on how atoms are handled. In both
Q-Chem 3.0 and deMon-KS3, the single-determinantal
atomic KS state is converged to integer orbital occupancies.

Table 1. Molecules Included in the Validation Tests

H2, N2, F2, O2, S2, P2, Cl2, HF, CO, NO, PN, CN, NH, CS, CH, OH,
HCl, SiO, NaCl, NaF, HCN, H2O, H2S, CO2, NH3, PH3, N2O,
H2O2, SiH4, CH4, C2H2, C2H4, C2H6, H2CO, CH3OH, C6H6,
trans-butadiene (C4H6), pyrrole (C4H5N), pyridine (C5H5N)

Vµν
xc,σ )

∂Exc

∂Pµν
σ

) ∑
i

∂fxc

∂gi

∂gi

∂Pµν
σ

(34)

Exc ) ∫ fxc(g1, g2, ..., gi, ...)dr (35)
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For open-shell atoms this means having one or several holes
within a partly filled shell. The location of these holes is
sensitive to the functional used and the way the SCF
procedure is conducted. The two codes use different ap-
proaches in constructing the KS potential and conducting
the SCF procedure. As it was mentioned before, deMon-
KS3 uses auxiliary basis fitting. As a result, one may observe
some differences in the atomization energies between the
two codes. Using fractional orbital occupancies that maintain
atomic spherical symmetry is another known way of handling
atoms within the standard KS scheme. However, the physical
meaning of such ‘spherical atoms’ is not so obvious.

Table 2 contains the calculated atomization energies in
terms of mean absolute deviations (MAD) from the experi-
mental values. The post-SCF BtLap results with deMon-KS3
are labeled ’BtLap(d)’, while the SCF BtLap results with
Q-Chem are labeled ’BtLap(Q)’. Similarly are labeled other
XC functionals used with either of the two codes for
comparison. The deviations are with respect to experimental
values deduced from refs 59 and 60 after removing the
temperature and ZPE contributions.

Comparing the BtLap(d) results with BLap3(d), a visible
improvement is seen with BtLap(d). To note in particular
the decrease of MAD for polyatomics from 8.39 kcal/mol
with BLap3(d) to 3.6 kcal/mol with BtLap(d) and the
decrease of MAD for the selected 12 ‘difficult’ molecules
from 9.86 kcal/mol with BLap3(d) to 4.77 with BtLap(d).
The latter are cases where the GGA scheme BP shows MAD
bigger than 0.5 eV: O2, CO2, N2O, H2O2, CH4, C2H4, C2H6,
CH3OH, C6H6, C4H6, C4H5N, C5H5N. Among the functionals
with no HF mixing in Table 2, BtLap(d) shows the smallest
MAD. The MAD of the self-consistent version BtLap(Q) is
slightly smaller than that of BtLap(d) for diatomic atomi-
zation energies and slightly bigger in the polyatomic case,
Table 2. The latter is mainly due to the somewhat bigger
MAD for the considered 12 difficult cases. This will be kept
in mind during the reoptimization of the two fitting param-
eters in BtLap(Q). We expect that using the new form of
the correlation wave vectors in other similar functionals, as
for example Bmτ1, may bring some relative improvement
there as well (work in progress).

It is interesting to compare the atomization energies with
one and the same GGA scheme, say BP, Becke(88)49

exchange plus Perdew(86)63,64 correlation, with each of the
two codes (Table 2). In deMon-KS3 BP is implemented self-
consistently using analytical functional derivatives for the
SCF XC-potential but fitting its numerical values using an
auxiliary basis set. In Q-Chem the BP XC scheme is
implemented using the integration by parts procedure to
evaluate the matrix elements of the SCF potential with no
auxiliary basis fitting. This leads to some differences in the
BP results obtained with the two codes.

We compare also the results with the OCS1 and BLYP
functionals, following up the discussion on the same in ref
62. Keeping in mind the different codes and test sets used,
the present results seem to confirm that OCS1 yields on
average better atomization energies than BLYP. While being
not strictly speaking GGA functionals, both OCS1 and BLYP
are performing better than BP, at least on the test set used
here.

Concerning the two hybrid functionals, B3LYP and BMK,
both yield MAD of atomization energies below 3 kcal/mol
on this test set, B3LYP doing slightly better than BMK. The
latter was particularly optimized for thermochemical kinet-
ics.20 Maintaining at the same time very good performance
on atomization energies is a plus for the BMK scheme.

Next we consider the functional performance for bond
lengths. The reference bond lengths are from the experi-
mental data in refs 66 and 67 corrected for rovibrational
effects65 when necessary. The obtained MAD values with
different functionals are listed in Table 3. Comparing again
BtLap(d) with BLap3(d), some improvement is seen with
BtLap(d) yielding MAD close to that of BMK(Q). To keep
in mind here that BtLap(d) and BLap3(d) are post-SCF
schemes, and these bond lengths are a merit of the respective
local correlation potential as explained in the preceding
section. The MAD with the SCF version BtLap(Q) are
somewhat bigger than that of BtLap(d) due to some more
or less systematic elongation of the bond lengths.

The hybrid schemes BMK, and especially B3LYP, yield
rather good bond lengths on this test set.

It is seen that the selected set of test examples, even though
not large in number, allows for the assessment of the

Table 2. Mean Absolute Deviations (kcal/mol) for
Atomization Energies (without the ZPE Contribution)

functional 20 diatomics 19 polyatomics all 39 12 difficult

XC with no HF Mixing
BP(d)a 3.94 15.13 9.39 20.68
BP(Q) 5.97 16.40 10.85 22.37
BLYP(Q) 5.58 5.23 5.41 7.73
OCS1(d)b 4.36 3.16 3.78 4.82
BLap3(d)a 3.30 8.39 5.78 9.86
Bmτ1(d)a 3.11 4.13 3.61 5.09
BtLap(d) 3.21 3.60 3.41 4.77
BtLap(Q) 3.08 3.81 3.44 5.67

Hybrid XC
BMK(Q) 2.72 2.49 2.61 2.58
B3LYP(Q) 2.54 1.84 2.20 2.42

a Result from ref 8. b Result from ref 51 where the OCS1 XC
scheme of Handy and Cohen61,62 was implemented in deMon-KS3.

Table 3. Mean Absolute Deviations (Å) for Bond Lengths
of 36 Molecules (45 Bonds)

functional diatomics polyatomics all

XC with no HF Mixing
BP(d)a 0.0242 0.0136 0.0183
BP(Q) 0.0230 0.0132 0.0176
OCS1(d)b 0.0271 0.0231 0.0249
BLYP(Q) 0.0174 0.0112 0.0140
BLap3(d)a 0.0189 0.0080 0.0132
Bmτ1(d)a 0.0198 0.0084 0.0128
BtLap(Q) 0.0155 0.0105 0.0127
BtLap(d) 0.0133 0.0084 0.0106

Hybrid XC
BMK(Q) 0.0112 0.0081 0.0095
B3LYP(Q) 0.0073 0.0046 0.0058
aResult from ref 8. b Result from ref 51.
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functional performance. We agree with the conclusions of
ref 52 that a huge number of tests is not necessary. The
situation is similar to the pre-election polls. These can yield
reliable predictions and statistics even though only a small
fraction of the electorate is questioned. Including cases that
are difficult for at least GGA helps the analysis more when
they are not immersed in a very large number of other tests.40

Our last test example is on the weakly bound water dimer
and HF dimer held by a hydrogen bond (Table 4). The
BLap3, BP, and Bmτ1 results have been reported previously8

and are given here for comparison.
Regarding the water dimer, BtLap(d) and BLap3(d) yield

comparable dimerization energies, both within the experi-
mental margin. With an exception of BP(d), the rest of the
results included in Table 4 are slightly below the lower end
of the experimental range. Turning to the dimerization energy
of (HF)2, the BLap3(d) estimate is within the experimental
margin, while the BtLap(d) energy is slightly above it.
B3LYP(Q) and BP(d) yield for this dimer an accurate
estimate, BMK(Q), BLYP(Q) and BP(Q) hit again somewhat
lower. For both dimers the largest margin between the
various energy estimates is less than 0.85 kcal/mol. More
diverse are the results for the long O-O and F-F distances.
These are known as difficult to reproduce characteristics.
The BtLap(d) scheme is doing slightly better than BLap3-
(d) in both cases. Again to keep in mind that these distances
are not a merit of the nonlocal tLap correlation functional
per se but of the associated local potential in the post-SCF
implementation of BtLap(d). The BtLap(Q) SCF version still
meets some accuracy problems here, and the results will be
reported elsewhere.

The considered hybrid methods have some problems in
reproducing the O-O distance in the water dimer, tending
to underestimate it: B3LYP by about 0.03 Å from the lower
end of the experimental margin, BMK by about 0.015 Å.
According to our data, the simpler BLYP scheme seems to
perform better than either B3LYP or BMK in this case.
B3LYP is doing very well for the F-F distance in the HF
dimer, while BMK slightly underestimates it.

Concerning other tests from the set package considered
in refs 8 and 51, the calculations are completed with BtLap-

(d), the results being of about the same quality as those with
BLap3(d). The optimization of the SCF scheme BtLap(Q)
within Q-Chem is work in progress. The improvement over
BLap3 achieved with the BtLap functional is mainly in the
calculated thermochemical and structural data, Tables 2 and
3.

One final remark about the importance of the correlation
energy in KS-DFT: the exchange energy is usually about
10-20 times bigger than the correlation energy. This may
produce the illusion that correlation functional is not that
important and all we need is a good exchange functional.
The present results clearly illustrate among other things that
using the same exchange functional with various correlation
counterparts leads to a dramatic alteration of the DFT
accuracy. Both components of the XC functional are equally
important since their separate definition and treatment is only
virtual.

5. Conclusions
This work explores a way of improving further correlation
functionals of the Lap series that were developed in the 1990s
in the research group of Professor Dennis Salahub. Recent
study40 has shown, based on uniform electron gas tests, that
the correlation wave vectors used in this type of functionals
are still missing something. Corrections in terms of density
dependent screening functions are proposed that yield a new
functional starting from the Lap3 formulation. Compared to
the latter, noticeable improvement for atomization energies
is achieved, while two of the previous fitting parameters
inherited from Lap3 are no longer necessary. One explanation
for this is that the employed local screening functions seem
to provide (after some uniform scaling) a reasonable transi-
tion between the high-density and low-density limits even
in finite systems. This may suggest that the similarity
hypothesis discussed above (which is close in spirit to the
short-wavelength hypothesis31) has some reasoning. Inter-
polations of similar kind based on precise analysis of the
uniform electron gas in the two density limits and real space
cut-offs and splines were the keys in constructing nonem-
pirical GGA and meta-GGA functionals (see ref 19 and
references therein). The tLap model uses an alternative
approach toward a similar goal in the context of a fully
nonlocal functional. It would become nonempirical when the
scaling parametersRe andâe in eqs 32 and 33 are equal to
1.00. The value of the opposite-spin scaling parameterâe

used now (1.087) is close to its theoretical value of 1.00. A
better parallel-spin correlation model is needed to complete
the goal.

The screening functions were obtained in ref 40 based on
an interpolation to benchmark values of the spin-resolved
correlation energy of the uniform electron gas. Two different
forms of these functions were reported corresponding to two
different benchmark energy data. The form used here
conforms to the data of refs 41-43. We have tried also the
second form of the screening functions that matches the
energy estimates of refs 44 and 45. The two reference energy
sources differ in the dependence of the separate spin
components of the correlation energy on the density param-
eter. We were not able to find a suitable parametrization of

Table 4. BSSE Corrected Dimerization Energy (kcal/mol)
and Distances (Å) in the Water Dimer and and HF Dimer

(H2O)2 (HF)2

functional Eb R(OO) Ed R(FF)

Pure DFT XC with no HF Mixing
BP(d)a 4.69 2.885 4.56 2.705
BP(Q) 4.06 2.900 4.06 2.737
BLYP(Q) 4.08 2.944 4.22 2.774
BLap3(d)a 4.63 2.979 4.68 2.793
Bmτ1(d)a 4.79 2.982 4.54 2.793
BtLap(d) 4.91 2.941 4.87 2.760

Hybrid XC
BMK(Q) 4.13 2.936 4.27 2.728
B3LYP(Q) 4.37 2.919 4.53 2.745
experimentb 4.7-5.0 2.95-2.97 4.5-4.7 2.74-2.78

a Reference 8. d References 68 and 69 for (H2O)2, ref 70 for (HF)2.
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the tLap functional that would yield improvement using the
second type of screening functions.

The BtLap scheme is implemented in two different codes,
Q-Chem 3.0 and deMon-KS3. In spite of the program
differences, the results obtained with BtLap(d) /deMon-KS3
and BtLap(Q) /Q-Chem so far agree reasonably. The
optimization of the SCF version BtLap(Q) is in progress.

Acknowledgment. We would like to thank NIH for
the financial support of this research through Small Business
Research Grants R43GM073408 and R43GM065617. E.P.
thanks Dennis Salahub for the long years of collaboration,
encouragement and friendship.

References

(1) Becke, A. D.J. Chem. Phys.1993, 98, 1372.

(2) Proynov, E. I.; Vela, A.; Salahub, D. R.Chem. Phys. Lett.
1994, 230, 419.

(3) Becke, A. D.; Roussel, M. R.Phys. ReV. A 1989, 39, 3761.

(4) Ghosh, S. K.; Berkowitz, M.; Parr, R. G.Proc. Natl. Acad.
Sci. U.S.A.1984, 81, 8028.

(5) Parr, R. G.; Yang, W.Density Functional Theory of Atoms
and Molecules; Oxford University Press: Oxford, 1989; p
118.

(6) Becke, A. D.Int. J. Quantum Chem. Symp.1994, 28, 625.

(7) Proynov, E. I.; Sirois, S.; Salahub, D. R.Int. J. Quantum
Chem.1997, 64, 427.

(8) Proynov, E.; Chermette, H.; Salahub, D. R.J. Chem. Phys.
2000, 113, 10013.

(9) Sirois, S.; Proynov, E. I.; Nguyen, D. T.; Salahub, D. R.J.
Chem. Phys.1997, 107, 6770.

(10) Sirois, S. Ph.D. Thesis, Universite´ de Montréal, Montreal,
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Abstract: The geometries, interaction energies, and vibrational frequencies of a series of

n-alkane dimers up to dodecane have been calculated using density functional theory (DFT)

augmented with an empirical dispersion energy term (DFT-D). The results obtained from this

method for ethane to hexane dimers are compared with those provided by the MP2 level of

theory and the combined Gaussian-3 approach with CCSD(T) being the highest correlation

method [G3(CCSD(T))]. Two types of dimer isomers have been studied. The most stable isomers

have the two carbon chains in parallel planes, whereas the second ones have the two carbon

chains in the same plane. Butane is found to be the shortest carbon chain to form dimers with

similar properties, that is, a constant average distance between the monomer carbon skeletons,

a similar increment per CH2 unit for the dimer interaction energy, and comparable dimer

symmetric stretching frequencies. The values and trends obtained from the DFT-D approach

agree very well with those obtained from MP2 for the geometries and vibrational frequencies

and from the G3(CCSD(T)) method for the energies, validating the use of DFT-D for the study

of large hydrocarbon complexes.

1. Introduction
Despite some success in the description of short-range
weak interactions,1,2 application of usual density functional
theory (DFT) to van der Waals complexes is not theore-
tically justified and gives generally erroneous results in many
systems involving nonbonding interactions.3-7 The incapa-
city of most of the present exchange-correlation func-
tionals based on the local density approximation (LDA),
generalized gradient-corrected approximations (GGA), or
more sophisticated meta-GGA to treat properly long-
range interactions is now recognized. Therefore, signifi-
cant progress in making DFT more appropriate for weakly
interacting systems has been made in recent years. Long-

range density functional theory, applying to nonoverlap-
ping8-10 and also overlapping electron densities,7,11 has
been proposed and applied to rare-gas dimers and rare-gas
atoms interacting with small molecules9,10 and arene
dimers12 and to more extended systems.13,14 van der Waals
interaction energies of small dimer systems have also
been calculated using the symmetry-adapted perturba-
tion theory and the time-dependent DFT method.15,16

Molecular polarizabilities, from which dispersion interac-
tion energy can be calculated, have been estimated from
time-dependent calculations17 or from the instantaneous
dipole moment of the exchange hole.18-20 New combina-
tions and parametrizations of GGA21,22 or meta-GGA23

exchange-correlation functionals have also been proposed
to allow the incorporation of the long-range part of electron
correlation.

Dispersion effects are naturally accounted for in the wave
function methods including a sufficiently high-level electron
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correlation, but these methods are relevant only for small-
size compounds and must be essentially used for benchmark
calculations.

Because van der Waals interaction energies are important
for large systems, Wu and Yang24 have proposed an empirical
dispersion energy correction (Edisp) to the usual DF energy
(DFT-D approach), using atomicC6 coefficients, derived
from molecularC6 coefficients. The idea of using a correction
term originates from the works for correcting the Hartree-
Fock (HF) method25-27 and from Elstner et al.28 for correcting
the self-consistent-charge tight-binding method. Whereas the
inherent nonlocal character of the Hartree-Fock method
provides a correct description of the long-range exchange
repulsion intermolecular forces, the DF approaches based
on the local density expansion are not strictly applicable,
and their performance depends on the particular exchange-
correlation functional. The questions of the explicit form of
damping functions that assuresEdisp to be zero at the
overlapped electron density region and one at the long
distance were treated by Wu and Yang24 and by Zimmerli
et al.29 Grimme has concluded that a proper scaling ofEdisp

is needed for each particular density functional.30 Instead of
scaling the empirical dispersion energy, Jurecˇka et al.31

adopted a global scaling factor of the atomic van der Waals
radii, optimized for a training set of noncovalent complexes.
The transferability of this scheme was reported to be very
satisfactory on the basis of the interaction energy values
obtained for a set of small weak complexes and employing
different LDA, GGA, and meta-GGA functionals. More
recently, the inclusion of higher-order correction terms,
involving C8 andC10 coefficients associated with an adequate
damping function, was proposed by Johnson and Becke,20

aiming at a better description ofπ stacked systems. All the
above-mentioned methods are tested on training sets includ-
ing small-size weakly bound complexes, for comparison with
high-level post-Hartree-Fock results.

The goal of this work is to verify the applicability of a
computationally efficient technique with a good transfer-
ability and acceptable errors to structures and interaction
energies of molecular complexes. Such a methodology is
necessary for the study of systems involving alkane-alkane,
alkane-water hydrophobic, and hydrogen-bonding interac-
tions. Handling large scale systems with DFT methods
augmented with a damped empirical dispersion correction
(DFT-D) is generally performed with GGA functionals.
Variational density fitting and the use of the auxiliary density
in the exchange-correlation potential32 calculation allows a
substantial speedup. The results presented in this work
concern dimers of saturated hydrocarbons.

For small dimers, the DFT-D results are compared with
those obtained at the MP2 and the combined G3(CCSD(T))
levels of theory33 employed to correct the interaction energies
for the basis set and correlation limit errors. Results obtained
with classical molecular mechanics (MM) are also used for
comparison.

2. Methods
2.1. Dispersion Correction.The dispersion term, limited
to the dipole-dipole contribution to the dispersion interaction

energy,Edisp ) -∑i)1
N ∑j)i+1

N-1 (C6
ij/rij

6) fdamp(rij) is expressed
as the sum of all possible contributions of thei,j atom pair
in an N-atomic system with an interatomic distancerij. In
the DF approach including a damped empirical correction
for the van der Waals interactions,Edisp is simply added to
the usual DF energy and the∇Edisp is added to the DF energy
gradient. The presentEdisp expression, limited to the firstC6/
R6 term, contains implicitly most of the physical intermo-
lecular dispersion via the fitting of the atomicC6 coefficients
to molecularC6 values, obtained from a training set of 44
pairs of molecules including hydrocarbons and other small
organic compounds.24

The dispersion coefficientsC6
ij ) (2CiCj)/(Ci + Cj) are

computed from the atomicC6
i , as proposed by Wu and

Yang,24 but averaged over the possible hybridization states
of the atoms, which are 2.845 and 26.360 au for H and C
atoms, respectively. The damping function used isfdamp(rij)
) 1/(1 + e-R(rij /r0-1)) with R ) 23.024 and withr0 being the
sum of the atomic van der Waals radii.34

The dispersion correction energy, its gradient, and second
derivative were implemented in the deMon2K program,35

allowing geometry optimization and vibrational frequency
analysis.

We used a nonscaled empirical dispersion term, unlike in
previous DFT-D calculations30,31 where different scaling
factors were adopted depending on the chosen exchange-
correlation functionals. In fact, scaling was used previously
to correct the erroneous behavior of GGA exchange func-
tionals, which either show an unexpected attractive tendency
in the van der Waals region (and thus avoid a double
counting of the “dispersion”) or, in contrast, have a too strong
repulsion slope in this region. The latter trend is mainly
displayed by the Becke exchange functional,36 whereas
PW9137 and PBE38 exchange functionals are responsible for
the former.

2.2. Choice of the Exchange-Correlation Functionals.
In order to illustrate the above-mentioned problem, we report
in Figure 1 the repulsive (top) and correlation (bottom)
contributions to the nondispersion-corrected interaction

Figure 1. Interaction energy (IE) between two butane
molecules in the butane dimer (isomer a) calculated using
BLYP (b), revPBE-LYP (9), PBE ((), and TPSS (1) compared
with the HF values (2): (top) without their correlation interac-
tion contribution and (bottom) correlation-only interaction
energy for revPBE-LYP (0), PBE ()), and TPSS (3).
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energy between two butane molecules as a function of their
shortest C‚‚‚C intermolecular distance (r′ in Figure 2). For
proper comparison of the exchange functionals, the repulsive
interaction energies have been calculated by removing the
correlation contribution from the total interaction energy
(without dispersion). The optimized butane monomer ener-
gies were used. These values are compared with the HF
interaction energies (using the MP2-optimized structures).
As shown in Figure 1 (top), the revised version of PBE, that
is, revPBE,39 and TPSS40 repulsive curves are close to HF
for the long distances, that is, between 4.4 and 5 Å, where
they reach zero, ensuring no double counting of “dispersion”
effects. In contrast, Becke (B) exchange leads to a much
stronger repulsion, whereas PBE is attractive for distances
beyond 4.4 Å. Similar conclusions have been reported for
the benzene-benzene interaction.14

As expected, correlation interaction energies are more
attractive with decreasing the separation between the butane
monomers (Figure 1, bottom). The LYP41 functional shows
a larger correlation interaction than the other two functionals.

Using the PBE exchange and correlation functionals
without empirical dispersion correction leads to a small
minimum for the butane dimer (-0.8 kcal/mol at a separation
of 4.5 Å). A PBE-D calculation leads thus to a much too
large stabilization of 4.1 kcal/mol compared with the MP2
and CCSD(T) interaction energy of 2.7 kcal/mol.

As shown in Figure 1, combining the PBE correlation with
the revPBE exchange yields a large repulsive interaction in
the range of 4-4.4 Å which cannot be compensated by the
damped dispersion correction. Combining the “semiempiri-
cal” revPBE exchange, adjusted on atomic exchange ener-
gies, with the LYP correlation functional, self-interaction
(SI)-free by construction, allows a good balance of repulsive
and attractive effects between the two subsystems. In fact,
the revPBE exchange leads to less SI error than PBE (5 times
less for the H atom). The PBE exchange SI error is mostly
compensated by the SI error of the PBE correlation itself.
Therefore, combining the revPBE exchange with the PBE
correlation is much less appropriate than combining it with
the LYP correlation.

The calculations reported further are thus obtained using
the revPBE-LYP functionals, augmented with the damped
empirical dispersion, as described above and which will be
referred to as DFT-D.

Finally, the result that the TPSS repulsion curve is very
comparable to the HF interaction energy curve validates the
construction of an adequate meta-GGA correlation functional,
in which dispersion effects could be incorporated, using a
strategy adopted by Zhang and Salahub23 and including
alkane van der Waals complexes in the training set.

2.3. Computational Details.The Dunning correlation-
consistent cc-pVTZ basis,42 associated with automatically
generated auxiliary basis functions up tol ) 4 for fitting
the density,35 has been used for all dimers. For the DFT-D
calculations, the exchange-correlation potential was com-
puted using the variationally fitted density.32

The DFT-D results for smaller CnH2n+2 dimers (n ) 2-4,
6, and 8) were compared with the computations carried out
with the Moller-Plesset second-order perturbation method
(MP2) as implemented in the G03 code,43 using the 6-31g-
(d) basis set to optimize geometrical parameters and obtain
vibrational properties. Single-point calculations at these
geometries have then been performed to obtain energies at
the cc-pVTZ level of theory (MP2/cc-pVTZ). It is a general
consensus that the MP2 method combined with a relatively
small basis set overestimates interaction energies in the van
der Waals complexes. For this reason, the interaction energies
between alkane moieties were also computed by the com-
bined Gaussian-3 (G3) method:33 a series of single-point
energy calculations at the MP2/6-31g(d) optimized geometry
were performed following the G3 algorithm. Instead of the
usual QCISD(T) method suggested in the G3 approach, we
have adopted the CCSD(T) calculations. These data are
referred to as G3(CCSD(T)) in the text.

The obtained minima structures were localized by carrying
out full geometrical optimization without imposing any
constraint. The true minima on the potential energy surface
(PES) for dimers up to octane were confirmed from the
vibrational frequency analysis. The vibrational frequencies
were obtained analytically with the G03 program and
numerically with the deMon program. To minimize the
numerical errors in the geometry optimization procedure,
which are significant for weakly bound systems, the DFT-D
calculations were performed using an adaptive grid with a
tolerance equal to 10-14. The tolerance of the energy
gradients was equal to 10-5 to 10-6 hartree and for the energy
convergences to 10-7 (DFT-D) and 10-8 hartree (MP2).

The amount of the basis set superposition error (BSSE)
was examined following the counterpoise approach.

The MM results, reported for the seriesn ) 2-12 of
alkane dimers, have been obtained with the TINKER
program,44 using the OPLS-AA force field.45

3. Results
3.1. Geometries.As it is the case for long alkane chains in
surfactants or in lipids, then-alkane dimers withn g 3 have
been considered in a trans conformation. For these dimers,
two types of isomers were found, as illustrated in Figure 3
for the octane dimer. The most stable complexes correspond

Figure 2. Geometric parameters r, r′, and d, defined using
the butane dimer (isomer a).
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to two monomers with carbon skeletons in parallel planes
(isomera, Figure 3), whereas the less stable isomerb (Figure
3) is related to carbon skeletons in the same plane. For the
ethane dimer, isomersa and b correspond to the same
structure with the four carbons in one plane.

The geometries of the alkane dimers are defined by the
intermolecular C‚‚‚C distances illustrated in Figure 2 for the
butane dimer, isomera. These notations are valid for all
alkane isomers. If the carbon atoms are labeled 1, 2, ...i, ...n
for one monomer and 1′, 2′, ...i′, ...n′ for the second
monomer, one findsn distancesr, between the carbon pairs
i andi′ andn - 1 distancesr′, independently on the number
n of carbons in the monomers. As an example, the butane
dimer (Figure 2) has four equivalentr distances (1-1′, 2-2′,
3-3′, and 4-4′) and three equivalentr′ distances (1-2′,
2-3′, and 3-4′). It is clear from Figure 2 that the relative
values ofr andr′ measure the translational shift of the carbon
skeletons, in both isomers. Thed parameter measures the
distance between the parallel C-C bonds of the two
monomers. All ther, r′, andd values, presented in Table 1,
have been obtained averaging the corresponding parameters

on then calculatedr andn - 1 calculatedr′ andd values
for all dimers. The average values reported in Table 1 have
a mean absolute error less than 0.02 Å for DFT-D and 0.05
Å for MP2. Moreover, all (i, i′, i′ + 1, i + 1) dihedral angles
(see Figure 2 for illustration) are less than 1°. The propane
dimers make an exception with average distances calculated
with a mean absolute error of about 0.06 Å, whereas the
two dihedral angles as mentioned above deviate from
planarity by about 2-3° for MP2 and DFT-D.

The analysis of Table 1 reveals a very good agreement
between the geometrical parameters obtained with the two
different methodologies, especially forn g 3, allowing to
draw general conclusions without referring to the method.
The most stable isomersa with the Cn chains in parallel
planes haver and r′ values more similar than the other
isomersb and, at the same time, a slightly larger distanced
between the chains. Indeed, ther - r′ value amounts to about
0.1 Å for isomersa and 0.6 Å for isomersb, whereas the
distanced between the alkane chains decreases by about 0.15
Å from the former to the latter. Finally, both isomers have
comparabler′ distances between the (i, i′ + 1) carbon pairs.
These results illustrate the fact that the shift of the monomers
with respect to each other (r - r′) is correlated with the value
of the distanced between the chains. Decreasing the
electrostatic repulsion between dimer chains is achieved
through both their relative shift and their larger separation.
At the same time, shorter distances between the chains favor
the dispersion attraction. Obviously, a shorter chain-chain
distance in isomersb does not compensate the much longer
r distance, yielding then a weaker dispersion attraction.

It is worth noting that the dimer chains from C4 to C12

behave similarly, with a very nice invariability of ther, r′,
andd geometrical parameters. This allows us to anticipate
that increasing a monomer chain by one CH2 unit will
increase by the same amount the electrostatic repulsion and
the dispersion attraction for chains in parallel planes at about
4.10 Å and at about 3.95 Å in the same plane. The ethane
dimer which contains only CH3 groups and the propane dimer
with two CH2 against four CH3 groups do not show the same
characteristics as the longer alkane dimers, with shorterr,
r′, andd values. We can thus conclude that the butane dimer
is the first “long” chain alkane dimer, with the same number
of CH2 as CH3 groups.

Very recent MP2 calculations onn-alkane dimers up to
decane, withD2 fixed symmetry, have been reported, but
their detailed geometries were not discussed.46 Earlier MP2
studies on the potential energy surfaces of small hydrocarbon
dimers (ethane and propane) reported a separation distance
of 4.18 Å for the propane dimer.47,48 In these works,C2V

symmetry was imposed, and the PES was described from
the MP2 single-point interaction energies at various inter-
molecular distances fitted against a Morse potential. The
separation distance between propane monomers found in ref
47 agrees well with ther values of 4.18 and 4.23 Å obtained
at the DFT-D and MP2 levels, respectively, for the most
stable isomera, although a comparison between optimized
structures and PES single points is not easy.

The OPLS-AA empirical potential calculations yieldedr
andr′ values equal to 4.11 and 4.00 Å (isomera), and 4.39

Figure 3. Schematic presentation of isomer a (the most
stable minimum) and isomer b (the second minimum) struc-
tures of n-alkane dimers, using the results obtained for the
octane dimer.

Table 1. Optimized Intermolecular Distances, r, r′, and d
(defined in Figure 2), between the Monomers of the
CnH2n+2 Dimers (n ) 1, 12) Computed at the DFT-D/
cc-PVTZ Levela

n 2 3 4 5 6 7 8 10 12

rb
4.10 4.18 4.20 4.21 4.21 4.22 4.22 4.23 4.23

(4.22) (4.23) (4.24) (4.23) (4.22) (4.22)

r′b
3.85 4.00 4.12 4.12 4.13 4.13 4.13 4.13 4.13

(4.30) (3.98) (4.11) (4.10) (4.09) (4.10)

db
3.88 3.98 4.09 4.09 4.09 4.10 4.09 4.09 4.09

(4.19) (3.95) (4.08) (4.06) (4.07) (4.06)

rc
4.48 4.65 4.71 4.71 4.72 4.72 4.73 4.74

(4.51) (4.69) (4.71) (4.71)

r′c
3.95 4.04 4.07 4.09 4.09 4.10 4.11 4.12

(4.04) (4.09) (4.09) (4.10)

dc
3.94 3.95 3.95 3.96 3.96 3.96 3.95 3.95

(4.02) (3.98) (3.96) (3.96)
a The values in parentheses are obtained from the MP2/6-31g(d)

method for n ) 2-6 and 8. b Most stable isomer a (Figure 3).
c Second stable isomer b (Figure 3).
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and 3.75 Å (isomerb), respectively, for the considered series
from n ) 3 to 12. For the ethane dimer, the calculatedr and
r′ values were 4.08 and 3.83 Å, respectively. These results
are in relatively good agreement when compared with our
DFT-D and MP2 calculations for the isomera, despite an
underestimation by 0.12 Å of the distance between the chains.
In contrast, the distances found for isomersb are neatly
underestimated with respect to the quantum chemical meth-
ods, with a distance between the chains too short by almost
0.3 Å. However, the relatively good agreement obtained for
the largest interactions is encouraging for further use of this
force field in combined DFT-D/MM approaches.

3.2. Interaction Energies. A dimer interaction energy
(∆E) has been computed as the difference between the energy
of the dimer at the optimized geometry and the sum of the
energies of the two monomers at infinity. The structures of
the monomers have been fully optimized at all computational
levels considered in this work, as described in section 2.
Indeed, the BSSE correction has been evaluated for the
ethane up to hexane dimers. For both MP2 and DFT-D
calculations, its value decreases rapidly with increasing the
number of CH2’s in the monomer and becomes already
negligible for the butane dimer for MP2 and the propane
dimer for DFT-D.

We have found it interesting to compare first, in detail,
the DFT-D results with those obtained with post-Hartree-
Fock methods, at different levels of theory for the ethane,
propane, and butane dimers, separately. The “long” alkane
dimers, including also the butane dimer, will then be
discussed further.

3.2.1. C2 to C4 Dimers: DFT-D Compared with Post-
Hartree-Fock Methods. The results obtained for the C2,
C3, and C4 dimers are compared in Table 2 for different
methods. First, it is worth noting the overall good agreement
between the various approaches, despite differences which
are due to the respective approximations of the methods, and
that we would like to comment upon.

The dependence of the MP2 electron correlation energy,
for small hydrocarbon dimers, on the size of basis functions
has been discussed previously46,49 and shown to be less
pronounced for the longer dimers.46 The results reported for
propane from ref 47 correspond to a dimer optimization with
frozen monomer geometries.

The MP2 basis set limit calculations in ref 46 show a trend
to overestimate the dimer stabilization with respect to the
ethane to butane reported CCSD(T)(limit) values. The G3-
(CCSD(T)) results in this work and the CCSD(T)(limit) from
ref 46 show small differences which are probably due to
slightly different geometries of the respective dimers and

the different combined computations for the basis and
correlation limits.

The values obtained from DFT-D are in very good
agreement with those obtained from the CCSD(T)(limit)
results. The evolution of the interaction energy from ethane
to butane is also well-reproduced. In all methods, the dimer
binding energy changes less from ethane to propane than
from propane to butane, confirming that butane dimer can
be considered as the first “long” alkane chain dimer.

Finally, let us mention that the isomersb of propane and
butane dimers have evaluated interaction energies of-1.54
and-2.00 kcal/mol with DFT-D.

3.2.2. C4 to C12 Dimers: DFT-D Compared with
MP2, CCSD(T), and MM Methods. A graphical compari-
son between the∆E values obtained from the various
methods is presented in Figure 4 for isomersa and Figure 5
for isomersb. The evolution of∆E from C4 to C12 chains
shows a very regular linear dependency for both isomers and
for all the methods. The same trend can be found from the
MP2 interaction energies reported in ref 46 for C4 to C10.
As already mentioned above, starting from butane, the CH2‚
‚‚CH2 interactions increase regularly going from Cn to Cn+1

dimers.
The MP2 values for isomera show a larger dimer

stabilization of about 12% than revealed by the DFT-D
interaction energies, with the same trend followed by the
MP2 basis set limit calculations in ref 46 for the butane to
decane series. However, the G3(CCSD(T)) corrections to the
MP2 electron correlation in the case of the hexane dimera
yield ∆E ) -4.46 kcal/mol, agreeing well with the DFT-D

Table 2. Calculated Interaction Energies (kcal/mol) of the Most Stable Structures of the Ethane, Propane, and Butane
Dimers, Compared with Different Methods

MP2a

(this work)
G3b (CCSD(T))

(this work)
MP2c

ref. 47
MP2d

ref. 46
MP2e

ref. 46
CCSD(T)f

ref. 46
DFT-Dg

(this work)

C2 -1.12 -1.00 -1.04 -1.35 -1.22 -1.28
C3 -1.89 -1.86 -1.63 -1.64 -2.08 -1.87 -1.72
C4 -2.58 -2.69 -2.44 -2.97 -2.74 -2.66

a MP2 opt 6-31g(d) basis; energy cc-pVTZ. b MP2 opt 6-31g(d) basis; CCSD(T) limit. c MP2 opt 6-311+G(d2f,2pd); geometry of monomers
fixed. d MP2 opt 6-311G(dp); energy cc-pvTZ e MP2 opt 6-311G(dp); MP2 limit f MP2 opt 6-311g(dp); CCSD(T)limit. g revPBE-LYP-D opt cc-
pvTZ.

Figure 4. Interaction energy in kilocalories per mole of the
isomers a of C4 to C12 alkane dimers, computed with different
methods. The symbols denote various computational ap-
proaches as follows: (4) DFT-D/cc-pvTZ, (O) MM-OPLS,
(0) MP2/cc-PVTZ, and ()) G3(CCSD(T)). The DFT-D disper-
sion interaction energies are denoted with crosses.
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value of-4.27 kcal/mol, whereas the MP2 value, at the same
geometry, is-4.73 kcal/mol. The three methods yield very
similar values for the stabilization of the hexane dimer
isomerb.

It is interesting to note that the MM results are in very
good agreement with the quantum mechanical values,
especially for the most stable isomersa. This method
obviously underestimates the energy difference between the
two types of structures, that is, isomersa andb. This result
is related with the underestimated MM intermolecular chain
distances in isomerb, as shown in section 3.1.

For the most stable isomers, the average increase of
interaction energy per CH2 unit is estimated at-0.81 from
DFT-D, -0.97 from MP2(limit),46 and-0.86 kcal/mol from
MM. From the G3(CCSD(T)) results for butane and hexane,
a value of 0.88 kcal/mol can be proposed, which confirms
the validity of the DFT-D description along with the chain
lengthening. The average increase of interaction energy per
CH2 unit is much less for isomerb, since it amounts to-0.53
from DFT-D and-0.61 kcal/mol as deduced from the G3-
(CCSD(T)) results for butane and hexane dimersb.

Since DFT-D geometries correlate well with those
provided by MP2 methods which include implicitly the
dispersion attraction, one can attempt to evaluate the disper-
sion increase along with the alkane chain lengthening,
comparing the∆Edisp and∆E values provided by the DFT-D
method.

The analysis of these values displayed in Figures 4 and 5
leads to the conclusion that attractive dispersion-like forces
have a main contribution in alkane dimer formation. For the
considered series of C4 to C12 dimers,∆Edisp is found to be
somewhat larger than the total interaction energy. Interest-
ingly, the difference between∆Edisp and∆E increases only
from 0.14 to 0.70 kcal/mol for isomerb from C4 to C12

dimers, whereas it changes from 0.48 to 2.07 kcal/mol for
isomera, showing that the repulsive electrostatic and electron
exchange forces in the total interaction energies appear to
have a larger effect for isomera than for isomerb. At the
same time, the dispersion interaction between the two alkane
moieties is stronger in the case of dimersa. The two

monomers lying in mutually parallel planes (structurea) have
r (i, i′) distances shorter by nearly 0.5 Å than those lying in
the same plane (structureb), due to the stronger dispersion-
like attraction. Therefore, higher∆Edisp values obtained for
isomersa correlate with closer contacts between carbon and
hydrogen in this isomer in accordance with a conclusion
drawn in ref 48 concerning the structure of the most stable
minimum on the PES of the propane dimer. This conclusion
is also confirmed by the average increase of “dispersion
interaction” associated per CH2 unit from butane to decane,
which amounts to-1.0 for isomersa and -0.6 kcal/mol
for isomersb.

The simultaneous increase of both attractive and repulsive
intermolecular interactions with increasing then-alkane size
leads thus to a nearly linear relationship of the total
interaction energy withn.

It is worth noting that dispersion energy also contributes
to the total energies of the individualn-alkane monomers.
This contribution varies from-3.7 for butane to-14.8 kcal/
mol for dodecane, with a regular decrease of-1.4 kcal/mol
per CH2 unit. The internalEdisp value is thus about 50% larger
than the dispersion contribution to the dimer binding. This
shows that, in the alkane monomers, the damped dispersion
at midrange contributes also to the total energies. However,
the amount of stabilization provided by the internal dispersion
in an alkane molecule is very small with respect to the other
energy contributions (0.55% of the correlation energy for
n-butane, 0.57% for isobutane, 0.70% forn-octane, and
0.81% for isooctane). This explains why thisEdisp term cannot
compete with some other effects, such as those governing
the branched/linear alkane relative stabilities.50

The geometries and interaction energies obtained for
n-alkane dimers show thus a very good agreement, when a
comparison is possible, with the post-Hartree-Fock results.
The performance of the revPBE-LYP-D method has also
been verified for the two benzene dimers with sandwich (S)
and parallel displaced (PD) structures for which the stabiliza-
tion energy is due solely to dispersion interactions. Optimi-
zation of these dimers was performed at the revPBE-LYP-
D/cc-pVTZ level and energies corrected for BSSE. The
stabilization of the S dimer is 1.0 kcal/mol (distance 3.96
Å), whereas that of the PD dimer is 1.7 kcal/mol (distance
3.67 Å, displacement 0.95 Å). These values agree very well
with CCSD(T) results reported with similar bases: 1.1 kcal/
mol (S) and 2.0 kcal/mol (PD), with aug-cc-pVDZ,51 and
0.7 kcal/mol (S) and 1.6 kcal/mol (PD), with cc-pVTZ.52

The basis set extension effect on the above DFT-D values
is comparable with that displayed by post-Hartree-Fock
methods.

3.3. Vibrational Frequencies.Vibrational frequencies,
within the harmonic approximation, have been computed at
the DFT-D/cc-PVTZ and MP2/6-31g(d) levels of theory for
a limited number of dimers, that is, ethane, propane, butane,
hexane, and octane dimers (isomersa). Each dimer has six
low-frequency modes. From the analysis of the six normal
vectors, five of the low-frequency modes are assigned to
coupled internal rotations of the CH2 and CH3 groups. Only
one normal vector was found related with the stretching
displacements of then carbon atoms of one monomer with

Figure 5. Interaction energy in kilocalories per mole of the
isomers b of C4 to C12 alkane dimers, computed with different
methods. The symbols denote various computational ap-
proaches as follows: (4) DFT-D/cc-pvTZ, (O) MM-OPLS,
(0) MP2/cc-PVTZ, and ()) G3(CCSD(T)). The DFT-D disper-
sion interaction energies are denoted with crosses.
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respect to the corresponding ones of the other monomer.
Therefore, the frequency of this mode, displayed in Table 3
for the selected dimers, was attributed to the intermolecular
stretching vibration of the dimer. For the ethane complex,
the intermolecular stretching mode is split into symmetric
and asymmetric components following the analysis of the
computed normal vectors.

As revealed from the Table 3 results, both DFT-D and
MP2 methods yield very comparable intermolecular stretch-
ing frequencies, especially for the longer alkanes. The
discrepancy for the ethane dimer is a consequence of the
different structures found with the two methods (Table 1).
The MP2 dimer has a larger intermolecular distance, a
smaller interaction energy, and thus a reduced intermolecular
stretching frequency with respect to DFT-D. The molecular
stretching C-C and C-H and bending CH2 vibrations in
all studied dimers are very close to those obtained for the
isolated monomers, thus correlating with the results that the
geometry changes of then-alkane moieties in the dimers are
negligible. Moreover, the molecular vibrational modes of
both moieties are fully degenerate.

4. Conclusions
In this study, we have calculated the interaction energies of
two isomers of transn-alkane dimers, from ethane to
dodecane, comparing the values and the trends provided by
traditional correlated MP2 and CCSD(T) methods and by a
DFT approach using the revised PBE exchange and LYP
correlation functionals, augmented with an empirical disper-
sion correction. From the comparison, we have concluded
that the DFT-D/cc-pVTZ results are in very good agreement
with those obtained from MP2 for the geometries and from
CCSD(T)(limit)/cc-pVTZ for the energies, the largest dimer
compared being the hexane dimer.

The most stable isomers correspond to two alkane chains
with their carbon skeletons in parallel planes, whereas in
the other type of isomers, the two carbon skeletons are in
the same plane. In both cases, the butane dimer is the first
complex among the Cn series for which regular trends for
geometric and energetic properties are found to apply.
Interestingly, the distanced between the two carbon skeletons
from C4 to higher alkanes remains constant, with a value of
4.09 Å for the most stable isomers and 3.96 Å for the second
isomers. Both types of dimers have their alkane chains shifted
one with respect to the other, allowing then the best CH2‚‚
‚CH2 adjustment between the chains, in terms of the balance
of electrostatic and exchange repulsion and long-range
attraction. As a consequence, adding a CH2 unit to a Cn

dimer, n > 4, generates a regular increase of stabilization
for the dimer of about-0.8 kcal/mol due to dispersion. In
relation with these trends, the symmetric stretching frequen-
cies of the dimers are found constant at about 56-58 cm-1,
the five other far-infrared modes being coupled group
rotations of the two dimer moieties.

The comparison between the results obtained from MP2/
G3(CCSD(T)) and revPBE-LYP, augmented with a disper-
sion correction, demonstrates the applicability of this DFT-D
method to describing the properties of molecular clusters
containing long alkane chains.
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Abstract: The performance of density functional theory in estimating the magnetic coupling

constant in a series of Cu(II) binuclear complexes is investigated by making use of two open

shell formalisms: the broken symmetry and the spin-restricted ensemble-referenced Kohn-
Sham methods. The strong dependence of the calculated magnetic coupling constants with

respect to the exchange-correlation functional is confirmed and found to be independent of

whether spin symmetry is imposed or not. The use of a method which guarantees the spin

state does not improve the correlation with the experiment and indeed shows some worsening

due to an overestimation of the ferromagnetic interactions. However, with the present exchange-

correlation functionals, a rather systematic deviation is found. Therefore, it would be possible to

develop improved density functionals which will allow for a rigorous treatment of open shell

systems in density functional theory.

1. Introduction
The Kohn-Sham (KS) implementation1 of density functional
theory (DFT)2 has no doubt become the standard electronic
structure method in computational chemistry as well as
computational materials science.3-6 Successful applications
of DFT in chemistry are very broad covering, among others,
molecular structure, thermochemistry, reactivity in organic,
inorganic and organometallic chemistry, interpretation of
infrared spectra, prediction of nuclear magnetic resonance
shielding, core level binding energies,7-9 and, more recently,
interpretation of optical spectra.10 Likewise, there are numer-
ous examples of successful applications of DFT in condensed

matter and surface science.3 The prediction of crystal
structures, the reconstruction of complex surfaces, the
structure of chemisorbed molecules, and the reaction mech-
anisms of chemical reactions mediated by surfaces can be
mentioned in this respect along with the broad field of
applications emerging from coupling of DFT with molecular
dynamics which in itself generated a new field usually termed
ab initio simulations.11

The basis of the Kohn-Sham method is the existence of
a reference system of noninteracting electrons with the
density identical to that of the real physical system. The
existence of such a reference system is usually taken for
granted although there is a large body of literature dealing
with this important problem. In the original KS formulation,
the density of the reference system is written as a Slater
determinant with identical spatial part for the alpha and beta
spin orbitals and for an even number of electrons resulting
in a closed shell electronic structure. For stable molecules
and nonmagnetic solids having precisely a closed shell
electronic structure this is a very reasonable choice which
indeed imposes spin symmetry. In the case of radicals and
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other magnetic systems the closed shellAnsatzcannot be
used and different alternatives have been proposed, with the
spin-unrestricted or spin-polarized version of the KS imple-
mentation (UKS) being almost universally used in this
case.12,13

The UKS implementation is very similar to the Unre-
stricted Hartree Fock (UHF) method proposed earlier by
Pople and Nesbet14 and by Berthier.15 For many years, the
UHF method was the most common approach to the open
shell problem in quantum chemistry, and in the late 1970s
and early 1980s it was implemented in almost all semiem-
pirical and ab initio Hartree-Fock computational codes. The
periodic formulation of the UHF method was also developed
and later coded into the CRYSTAL suite of programs.16

However, many numerical applications of UHF to different
systems soon encountered certain problems, mainly related
to the so-called spin contamination arising from the fact that
the corresponding UHF wave function is not an eigen
function of the square of the total spin operator. These
difficulties led quantum chemists to seek for alternatives to
UHF within the different orbitals for different spins scheme;
we mention here extended Hartree-Fock17-19 and similar
formalisms. However, these methods appeared to be very
complex and not very accurate because of the lack of the
dynamic electron correlation. Hence, the UHF approaches
were almost abandoned, and the problems encountered by
these methods were solved by making use of the more
advanced wave function theory (WFT) methods of electronic
structure such as the multiconfigurational self-consistent field
(MCSCF), the configuration interaction (CI) methods, or the
coupled cluster (CC) approaches.20 Notice, however, that
these methods demand a huge increase in the computational
complexity and an enormous computational cost. In principle,
numerical accuracy up to a predefined threshold can be
achieved by these sophisticated wave function based meth-
ods. In practice, however, even with the present day available
supercomputers, very accurate calculations can be carried
out in systems containing a rather limited (∼10-20) number
of atoms. Clearly, density functional methods do not face
these limitations, because the electron correlation is implicitly
introduced through the exchange-correlation functional.
However, one must be aware of the possible artifacts arising
from the fact that, while the real system of interacting
electrons possesses the well-defined spin symmetries, the
UKS noninteracting reference system does not.

In the case of radicals or open shell systems with a high
spin open shell ground state, the UKS approach is almost
free of problems, at least judged from the numerical success
evidenced in many applications. The problems remain,
however, when the system of interest exhibits a low spin
ground state or when the property of interest concerns energy
differences involving both high and low spin states. This is
the case of biradicals and, also, of a broad class of systems
such as di- or polinuclear complexes with open shell
transition-metal atoms; the same problem appears when
computing various spectral terms of a given atomic or
molecular multiplet state. A practical solution to the problem
of computing the energy of low spin states for transition-
metal dinuclear complexes has been given by Noodleman21,22

in the framework of UHF and of SCF-XR methods. An
independent, closely related, method was also proposed by
Yamaguchi in the framework of UHF.23 These practical
approaches are all based on the use of broken symmetry (BS)
solutions which do not necessarily represent the desired state
but the energy of which can be related to the desired spin
state through spin symmetry considerations, such as the Slater
sum rule as applied by Ziegler, Rauk, and Baerends,24

through projection techniques, such as the methods of
Noodleman21,22and Yamaguchi,23 or through the appropriate
mapping approach.25,26In this context it is also worth pointing
out the pioneering calculations of Bagus and Bennet27 on
the energies of atomic multiplets in the framework of SCF-
XR.

The broken symmetry approaches provide a way to bypass
the problem of dealing with low spin states in the UKS
calculations; however, the problem itself still remains. The
origin of the problem is in the neglect of spin symmetry
requirement in the wave function of the noninteracting
reference system employed in the KS self-consistent ap-
proach. This problem has attracted the attention of many
theoretical groups, and a number of well-defined procedures
have been proposed. Thus, new Kohn-Sham procedures
within strict spin-restricted formalism have been proposed
which result in a proper description of open shell states where
the total spin quantum numbers (S and Sz) are well defined,
for instance, the spin-Restricted Ensemble-referenced Kohn-
Sham (REKS) method of Filatov and Shaik,28,29which is, in
its spirit, similar to the well-known CASSCF approach. The
CAS-DFT approach30 has been also formulated where the
nondynamic electron correlation effects and the proper spin
symmetry are introduced through the CASSCF wave function
and the dynamic electron correlation is taken over by a
suitable correlation functional. The problem of CAS-DFT
lies, however, in the double counting of correlation effects,
which are implicitly incorporated via the density functional
and are explicitly treated by the WFT method. The time
dependent DFT formalism31-33 does also treat spin symmetry
correctly, but its current implementation cannot be applied
to the problem of magnetic coupling where the low spin
ground state possesses strong multireference character and
requires the inclusion of doubly excited configurations for
its proper description. Hence, the REKS approach seems to
be the most appropriate spin restricted KS method which
can be applied to the study of magnetic coupling in this kind
of systems.

In the present work, we extend our previous studies about
the REKS description of magnetic systems34,35to a new series
of large Cu binuclear complexes, which cover a broad range
of physical situations, from strongly antiferromagnetic
coupling to ferromagnetic interactions. In doing so one must
be aware of the strong dependence of the magnitude of the
calculated magnetic interaction on the exchange-correlation
functional employed in the calculations. In particular, we
recall the dramatic effect of the amount of the Fock exchange
in the HF/DFT hybrid functionals.36-38 Indeed, by tuning this
parameter one can obtain almost any a priori desired result.
This criticism does not, by any means, pretend to invalidate
the high quality research in this field and the meaningful
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magneto-structural correlations derived from these calcula-
tions. We just want to stress the weakness of the present
approaches and, hence, stimulate further research work in
the development of new and improved density functionals.
In any case, this discussion makes it clear that the predictive
capability of DFT approaches with regard to the quantitative
prediction of magnetic coupling in this type of systems is
limited. Therefore, the aim of the present work is not to
reproduce the experimental values but to examine the
performance of the REKS approach and, for a series of
density functionals, compare the results predicted by this
more physically grounded formalism with those obtained by
means of a more pragmatic broken symmetry approach.

2. Density Functional Description of Open
Shell Electronic States in Magnetic Systems
Many magnetic systems exhibit localized magnetic moments
at a given atomsor group of atomsswith unpaired electrons.
Hence, an effective magnetic moment,Si, which depends
on the actual electronic configuration of the magnetic center,
can be associated with this center to rationalize the magnetic
properties of these systems. Various interactions between
these localized magnetic moments are possible which give
rise to an interesting magnetic behavior and define the
observed magnetic properties. These interactions are usually
described with the help of the phenomenological Heisen-
berg-Dirac-van Vleck (HDVV) Hamiltonian which pro-
vides the simplest physical model for the description of
magnetic coupling (or exchange coupling) in a broad class
of chemical compounds including organic biradicals, inor-
ganic complexes, and ionic solids. This Hamiltonian de-
scribes the isotropic interaction between localized magnetic
momentsSi andSj as

where theJij constant controls the magnitude and type of
interaction betweenSi andSj localized spin moments. In eq
1, a positive value ofJij corresponds to a ferromagnetic
interaction. The HDVV Hamiltonian can be rigorously
derived from the effective Hamiltonain theory. This is an
effective Hamiltonian which describes the low-energy spec-
trum arising from the interactions betweenSi andSj. These
interactions are of quantum mechanical nature, and, in
general, they are much stronger than the classical interactions
between magnetic dipoles.

For the simplest problem of two electrons in two atomic
orbitals, such as in a Cu dinuclear complex, it follows that
the lowest energy electronic states are a singlet,S, and a
triplet, T. These states are the eigenstates of the HDVV
Hamiltonian, and the magnetic coupling constant can be
obtained as in eq 2.

Assuming that the HDVV Hamiltonian effectively describes
the low-energy spectrum of these systems, a one-to-one
correspondence between the eigenstates of the HDVV
Hamiltonian and those of the exact nonrelativistic Hamil-
tonian must exist. In particular, notice that the lowest

eigenstates of the exact Hamiltonian are also a singletSand
a triplet T. The one-to-one correspondence between the
eigenfunctions of the HDVV and those of the exact Hamil-
tonian follows from the fact that both Hamiltonians commute
with the total spin operators.

In practice, however, the eigenfunctions of the exact
Hamiltonian are not known, and a suitable approximation is
generally used. Within the spin-restricted description of the
relevant electronic states, the one-to-one correspondence
mentioned above is imposed by construction. In the simplest
case of two electrons in two atomic orbitals (iA andjB), one
can choose a delocalized description and construct two
molecular orbitals ofg (even) andu (odd) symmetry. The
lowest singlet state is multireference in nature and involves
a variable mixing of the two resulting closed shell determi-
nants which, for a given set ofg andu molecular orbitals, is
optimal for the variational two by two configuration interac-
tion Ansatz. Alternatively, one can choose to continue using
the localized description, and, in this case, several single
Slater determinants can be constructed. Thus, one has the
ferromagnetic solution,|FM>,

which corresponds to theMS ) 1 (or MS)-1) component
of the triplet stateT, and two broken symmetry solutions

and

which can be combined to yield theMS ) 0 component of
the tripletT or the singletS thus preserving the space and
spin symmetry. In practice, one can choose to work with
only one of the two broken symmetry solutions and
variationally optimize the orbitals with respect to it. The
resulting wave function does not have spin and space
symmetry and does not represent any electronic state of the
exact Hamiltonian. Nevertheless, one can relate the expecta-
tion energy of the broken symmetry solution to that of the
singlet state by an appropriate mapping. This is the basis of
the broken symmetry approach proposed by Noodleman21,22

and Yamaguchi et al.23 Hence, it is easy to show that

where “i′A” and “j′B” stand for the self-consistent localized
orbitals on magnetic centers A and B, and< i′A |j′B >
corresponds to the overlap integral between these magnetic
orbitals. It has been shown that this overlap integral is usually
less than 0.1,25 and, therefore, the denominator in eq 6 does
not significantly deviate from unity.

In the standard Kohn-Sham implementation of density
functional theory, the reference state is a single determinant
state, and, hence, the only way to get an estimate of the
magnetic coupling constant is the computation of the|FM>
and |BS> single determinant state through eq 6 and
neglecting the overlap term. On the other hand, in the spin-

ĤHDVV ) - ∑
i>j

JijŜi‚Ŝj (1)

J ) E(S) - E(T) (2)

|FM > ) |....iAjB > (3)

|BS1> ) |....iAjB > (4)

|BS2> ) |....iAjB > (5)

J ) E(S) - E(T) )
2(E(BS) - E(FM))

1 + < i′A|j′B >2
(6)
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restricted ensemble-referenced Kohn-Sham (REKS) method,
employed in the present study, a completely different strategy
is used which is based on the ensemble approach to density
functional theory. Within the standard Kohn-Sham proce-
dure to DFT, it is tacitly assumed thatanyphysical density
can be represented by a single Slater determinant constructed
from theN lowest eigenfunctions of a certain Hamiltonian
which describes a system of noninteracting particles moving
in potential Vs (pure stateV-representability). However,
already in the early works on Kohn-Sham DFT, it was
realized that such a representation can not be the most general
one, and it was suggested to employ the ensemble density
(weighted sum of the densities of several states) to represent
the physical density (density of a system of interacting
particles).39,40 The rigorous proof that any physical density
can be represented by an ensemble of densities, as in eq 7,
has been provided by Lieb41 and Englisch and Englisch.42

Within the Kohn-Sham approach, the ensemble representa-
tion translates to the fractional occupation numbers of the
Kohn-Sham orbitals, that is

where the occupation numbersnk vary between 0 and 2. In
spite of its formal exactness, the ensemble representation was
considered to be of a purely academic interest until its
practical validity was demonstrated in the first principles
numeric Kohn-Sham simulations of the exact densities for
a number of strongly correlated systems carried out by
Baerends et al.43 and Ullrich et al.44 Together with the
theoretical arguments, these results show unambiguously that
the ensemble representation is of immediate practical rel-
evance and that it is the onlyrigorousrepresentation for the
density of a strongly correlated system of electrons.

The practical implementation of the ensemble approach
to DFT was hindered by the absence of approximate density
functionals conforming to the ensemble densities. The REKS
method29 was designed to fill this gap in computational DFT.
The method combines the ensemble representation for the
density with certain ideas from wave function theory (WFT)
for constructing the energy functional for ensemble densities.
Therefore, the method shares some features of the multiref-
erence approaches in WFT, and the nomenclature developed
for the complete active space (CAS)SCF methods is ap-
plicable to REKS as well. Thus, in the REKS(2,2) (two active
electrons in two active orbitals) method, the density is
represented as an average over densities of two configura-
tions: one with doubly occupied KS orbitalφr(r ) and another
with doubly occupied orbitalφs(r ), whereφr(r ) and φs(r )
can be the HOMO and the LUMO in the conventional single
determinant KS calculation. The inactive core KS orbitals
are occupied with 2 electrons each, and the ground state
density is given as in eq 9.

The total ground state energy for a state with two fractionally
occupied KS orbitals is represented as a weighted sum of
the KS energies of the individual configurationsEKS(...φr

2...)
andEKS(...φs

2...) and a coupling term which is expressed as
a linear combination of the KS energies of the singly excited
configurations generated within the same (2,2) active space,
see eq 10.

Thus, the energy of the ensemble state is represented as an
ensemble of the energies of individual states (microstates)
where each microstate is assumed to be pure state V-
representable. Each of the microstates can be viewed as a
weighted sum of a number of the real physical states, in the
same way that a broken spin-symmetry state can be viewed
as a sum of the true singlet and triplet states. Therefore, eq
10 is based on model considerations similar to those used in
the works of Ziegler et al.24 and von Barth.13 Note, however,
that the total energy in eq 10 is minimized with respect to
the KS orbitals and their fractional occupation numbers. As
it has been demonstrated by Staroverov et al.,45 within the
finite basis set, the optimization of the total energy with
respect to the orbitals is equivalent to the optimization with
respect to the KS potential. Therefore, this orbital optimiza-
tion procedure is a valid implementation of the KS scheme
for an orbital-dependent density functional.

The factorf(nr,ns) in front of the last term in eq 10 can be
derived from the following considerations. In the case of
(near) degenerate active orbitalsφr(r ) andφs(r ), where the
occupation numbers arenr ≈ ns ≈ 1, the factorf(nr,ns) is
given by eq 11, which is the same as in the CASSCF(2,2)
energy functional.

In such a case, nearly all the correlation energy taken into
account via the functional form (10) corresponds to the
nondynamic correlation energy. In the situation where there
is a substantial energy gap betweenφr(r ) andφs(r ) and one
of the occupation numbers is nearly zero and another is
nearly two (“normal” single reference case), the factorf(nr,ns)
should satisfy eq 12 which can be obtained from analysis of
the energy functional in DFT with the fractional occupation
numbers (DFT-FON) method.46

In this regime, the energy functional (10) with the factor
(12), no extra correlation energy is taken into account
explicitly, via the functional form (10), and the double
counting of the correlation energy is suppressed.

F(r ) ) ∑
i

wiFi(r ) (7)

F(r ) ) ∑
k

nk|φk(r )|2 (8)

FREKS(r ) ) (∑
k

core

2|φk(r )|2) + nr|φr(r )|2 + ns|φs(r )|2 (9)

EREKS(2,2))
nr

2
EKS(...φr

2...) +
ns

2
EKS(...φs

2...) +

f(nr,ns)[EKS(...φrφs...) -

1
2
EKS(...φrφs...) - 1

2
EKS(...φrφs...)] (10)

f(nr,ns) ) (nrns)
1/2 (11)

f(nr,ns) ) (nrns) (12)
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In the first implementation of the REKS method, a
geometric average of the two asymptotes (11) and (12) was
taken for the factorf(nr,ns) in eq 10; see eq 13

This choice provides a reasonable account of the nondynamic
electron correlation combined with the sufficient suppression
of the double counting of the dynamic correlation, as was
confirmed in comparisons of the REKS results for “normal”
single-reference states with the results from the conventional
single-reference KS method.

Recently, another algebraic expression for the factor
f(nr,ns), which interpolates between the asymptotic regimes
(11) and (12), was suggested. This expression, eq 14,

satisfies the condition (11) in the vicinity of the orbitally
(near) degenerate state and provides a better suppression of
the double counting of the dynamic electron correlation in
the “normal” state; a detailed description of this new formula
and the choice of the parameters in it will be given elsewhere.
This is evidenced by the results of the calculations for the
planar and the 90°-twisted ethylene carried out with the use
of the old formula (13), with the new formula (14) and (for
the planar ethylene) with the standard closed-shell single-
reference KS approach (RKS). Calculations employing the
6-311(d,p) basis set together with the B3LYP density
functional and the geometries optimized with the RKS
method for the planar ethylene and with the old REKS
method for the twisted ethylene give total energies ofERKS)
-78.6139345 au,EREKS ) -78.6145855 au, andEREKS(new))
-78.6139726 au for the planar geometry. Thus the new
formula (14) provides considerably better elimination of the
double counting of the dynamic electron correlation in the
“normal” state. The old REKS formula (eq 13) “overshoots”
the total energy by 0.408 kcal/mol, whereas with the new
formula as in eq 14 the REKS energy differs from the RKS
one by 0.024 kcal/mol only. This implies that the effect of
the double counting of the dynamic correlation should not
be observed in practical calculations. For the orbitally
degenerate state of 90°-twisted ethylene, both formulations
of REKS, the old and the new one, yield total energies of
-78.5064634 au and-78.5064635 au, respectively, which
are practically identical. The advantage of the new formula
(14) will become obvious later on when discussing the
singlet-triplet separations in binuclear metal complexes.

The fractional occupation numbers in REKS are analogous
to the natural orbital occupation numbers in conventional
wave function multireference methods. Thus, one can analyze
the REKS density and energy in similar terms as in
conventional WFT. Because of the variational nature of the
REKS energy functional, the one-electron properties, includ-
ing the energy gradient, can be straightforwardly obtained
from its density matrix. The feasibility of the REKS method
makes it an attractive alternative to conventional multiref-
erence methods in WFT, in particular, when large molecular
systems, such as those studied in the present work, are
considered. Moreover, because the REKS method belongs

to the class of spin-restricted methods, it does not experience
difficulties with the spurious spin-contamination which
plagues spin-unrestricted (DFT or not) calculations. This
however implies that, in the calculation of singlet-triplet
energy separations, the triplet state energy should be
calculated with the use of the spin-restricted method as well.
Thus, the spin-restricted open-shell KS (ROKS) method is
employed in the present work for the calculation of these
differences in connection with the REKS method.

3. Computational Details
For each one of the different systems described in the next
section, we have computed the magnetic coupling constant
with the use of both, the broken symmetry UKS and the
REKS/ROKS, approaches discussed above. The extended
basis sets are employed which consist of the 6-3111+G basis
set on Cu and the 6-31G* basis set on the remaining atoms.
Several exchange-correlation functionals are examined which
start from quite opposite extremes. At one extreme, we have
the Hartree-Fock method which uses the exact nonlocal
exchange and neglects the electron correlation effects (except
for a part of nondynamical correlation introduced through
the spin polarization). At the other extreme, there lies the
Local Density Approximation (LDA) which employs local
exchange and correlation functionals. However, because this
approach fails to describe most magnetic systems, it is not
considered here. Hence, the pure DFT method chosen in this
work is the gradient-corrected BLYP density functional
obtained by using the Becke (B) exchange47 and the Lee-
Yang-Parr (LYP) correlation functional48 which is based
on the original work of Colle and Salvetti on the correlation
factor.49,50 Next, we explore a couple of hybrid HF/DFT
functionals which incorporate a certain amount of the Fock
exchange. These are the BH&HLYP51 and B3LYP func-
tional52 which both use the Becke gradient corrected
exchange and the LYP correlation functionals and mix in
50% and 21% of the Fock exchange, respectively.

The broken symmetry UKS and ROKS computations have
been carried out using the Gaussian0353 package, and the
REKS calculations have been carried out with the CO-
LOGNE2005 code.54

4. Selected Reference Systems: Structure
and Exchange Constants
In order to investigate the effect of spin symmetry require-
ments on the predicted magnetic coupling constants of real
systems as well as to further analyze the performance of the
different exchange-correlation functionals, a set of binuclear
Cu complexes covering a broad range ofJ values, ranging
from strong ferro- to strong antiferromagnetic couplings, has
been chosen. This set of molecules has been selected
according to the following criteria: (i) In order to minimize
the zero field splitting effects which can be problematic in
a nonrelativistic approach, as the one used here, we have
exclusively considered binuclear copper(II) complexes; (ii)
The simplicity of the molecular structure with a moderate
number of atoms (in some systems, the large innocent groups
have been substituted by simpler groups); (iii) A wide
diversity of bridging ligands; (iv) The crystalline structure

f REKS(nr,ns) ) (nrns)
3/4 (13)

f REKS(new)(nr,ns) ) [nrns]
(1-1/2nrns+δ/1+δ); δ ) 0.4 (14)
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is well characterized experimentally, even with the positions
of H atoms well determined. The resulting set of structures,
together with the corresponding standard abbreviations as
in the Cambridge Structural Database,55 which will be used
henceforth, is listed in Table 1. The relevant experimental
data has been taken from refs 56-62, and the compounds
are sorted in the order of decreasingJ values.

In order to avoid mixing structural and electronic effects,
the crystallographic structures for which the magnetic
parameters have been measured have been used without
further optimization. In BISDOW we excluded the nitrate
ligands since it has been found that these do not significantly
affect the calculated coupling constant values. Following the
previous work, all ferrocenecarboxylate ligands in XAMBUI
and PATFIA complexes have been replaced by formiate
groups.57,58

In the following we provide a short description of the more
salient features of each of these compounds.

YAFZOU shows a triplet ground state, and its structure
contains a dimeric Cu(II) cation where the metal ions are
bridged by a hydroxo and a carboxylato ligands. Two
terminal 1,10-phenantroline ligands configure an essentially
square planar coordination geometry for each copper atom.
The resulting core geometry leads to a strong ferromagnetic
coupling which agrees with the well studied magnetostruc-
tural correlation for this kind of heterobridged com-
plexes.58,63-65

XAMBUI contains a centrosymmetric dicopper(II) cation
which consists of two [Cu(dpt)] fragments (dpt) dimeth-
ylpropilenetriamine) bridged by two ferrocenecarboxylato
ligands insyn,antibinding, which form a core consisting of
a six-membered ring in a chair conformation. Copper atoms
are in a square-pyramidal coordination, with parallel basal
planes, where each carboxylate group is bonded to a basal
position of one copper and one apical position of the other.
This disposition makes the magnetic orbitals parallel, which
obscures the superexchange pathways, thus resulting in a very
weak ferromagnetic coupling.

PATFIA consists of two Cu(II) ions bridged by one
methoxo and one ferrocenecarboxylato group. The coordina-
tion sphere of each copper ion is completed by one bidentate
chelating ligand (dmen) N,N-dimethylethylenediamine),
resulting in a slightly distorted square planar environment.
In this compound the methyl group of the bridge is close to
the Cu-O(CH3)-Cu core plane, leading to an antiferromag-
netic coupling.

CAVXUS contains a binuclear cation where the copper
atoms are bridged through an oxalato bis-chelating ligand.

The coordination environment is completed by a tridentate
N,N,N′,N′′,N′′-pentaethyldiethylenetriamine (petdien) ligand
resulting in a pronounced trigonal bipyramidal (pentacoor-
dinated) character. The deviation from the square planar to
the trigonal bipyramidal geometry results in a reduction of
the antiferromagnetic coupling, as shown by Kahn and co-
workers.60

The CUAQAC02 complex is the well-known copper(II)
acetate which consists of two copper ions bridged by four
acetate groups in a paddle-wheel core. The coordination
environment of the metal ions is square-planar pyramid, with
a water molecule in the apical position. This system has been
studied by many groups either experimentally or theoretically
and is one of the best known models for fundamental
magnetic studies.66

BISDOW consists of a centrosymmetric binuclear neutral
molecule where the two copper ions are bridged by an
oxalato bis-chelating anion. Coplanar to the bridge there are
two terminal 2,2′-bipyridine chelating ligands, providing a
basic square planar environment for the copper atoms. In
addition, a nitrate anion and a water molecule coordinate
each metal center at longer distances, thus completing a 4
+ 1+1 coordination mode. The influence of these groups
on the magnetic coupling is negligible, especially for the
weakest nitrate ligands, at 2.75 Å bond distance.

5. Results and Discussion
The results for the six compounds described above, and
summarized in Table 2, confirm previous findings25,34-38

reviewed at length recently26 but also add some new,
interesting and somehow unexpected features. First, let us
concentrate on the predictions of the broken symmetry
approach for the different methods described in section 3.
The most evident trend is that HF largely underestimates
the magnitude of the magnetic coupling constant, whereas a
pure DFT method such as the gradient corrected BLYP
largely overestimates it. The prediction of the two hybrid
methods represents a general improvement although some
necessary remarks will be raised in the forthcoming discus-
sion. Except for the very weakly antiferromagnetic PATFIA
compound, all methods correctly predict the ferro- or
antiferromagnetic character. This is quite an unexpected
conclusion, especially for the HF method since, at first sight,
one would expect the nature and the extent of electronic
correlation effects to be different for the different compounds.
However, previous analyses of the electronic correlation
effects based on accurate configuration interaction wave
functions reveal a common origin of the most important
terms,67,68 confirming earlier analysis based on perturbation

Table 1. Cambridge Structural Database Notation, Chemical Formula, Magnetic Coupling Constant, and References for
Experimental Structure and/or Magnetic Data of the Six Compounds Studied in the Present Work

CCDC refcode chemical formula J (cm-1) ref

YAFZOU [{Cu(phen)}2(µ-AcO) (µ-OH)](NO3)2‚H2O 111 56
XAMBUI [{Cu(dpt)}2{µ-O2C-(η5-C5H4)Fe(η5-C5H5)}2] (ClO4)2 2 57
PATFIA [{Cu(dmen)}2(µ-OMe){µ-O2C-(η5-C5H4)Fe(η5-C5H5)}] (ClO4)2 -11 58
CAVXUS [{Cu(petdien)}2(µ-C2O4)](PF6)2 -19 59, 60
CUAQAC02 [{Cu(H2O)}2(µ-AcO)4] -286 61
BISDOW [{Cu(bpy)(H2O)(NO3)}2(µ-C2O4)] -382 62

DFT: Magnetic Coupling in Cu Binuclear Complexes J. Chem. Theory Comput., Vol. 3, No. 3, 2007769



theory.66 Therefore, one can conclude that for strongly ferro-
or antiferromagnetic compounds, even the HF method will
predict a qualitatively correct magnetic description although
it is not clear that this simple approach will be able to make
good predictions about the magneto-structural correlations.
For weakly antiferromagnetic compounds such as PATFIA
it is likely that HF will make a wrong prediction. Notice,
however, that the situation for weakly ferromagnetic com-
pounds is different since HF predicts the right ferromagnetic
character of XAMBUI. This is because direct exchange,
explicitly accounted for in the HF method, makes a very
important contribution to ferromagnetic interactions.

A more quantitative picture can be found by inspecting
the correlation between the experimental and calculated
values (Figure 1) which, for each exchange-correlation
potential, is given below

Equations 16-18 show that all methods including a part of
Fock exchange are able to reproduce the experimental trend
in a semiquantitative way and, also, that a pure gradient

corrected method such as BLYP leads to a global description
which is even worse than the one obtained with the HF
method. Moreover, the independent term in eqs 16-18
provides a measure of the limitations of each method. Thus,
within the broken symmetry approach, HF and BH&HLYP
should not be applied to compounds where the magnetic
coupling is antiferromagnetic and of the order of 10-15 cm-1

because they will predict a ferromagnetic behavior. The fact
that HF and BH&HLYP underestimate the magnitude of the
magnetic coupling constant is also clear from the values of
the slope of the straight lines in eqs 15 and 16 which is
significantly smaller than 1. Notice also that the correlation
improves with decreasing the amount of Fock exchange, the
21% included in the B3LYP functional being close to an
optimum value, at least for the list of compounds studied in
the present work. This can be deduced from the small value
of intersect with theJcalc axis. However, the slope of the
linear regression suggests that the broken symmetry B3LYP
predictsJ values which are clearly too large. Assuming, with
no theoretical justification,26,34,35that the energy of the broken
symmetry solution is an estimate of the energy of the open
shell singlet state will lead to a slope of∼0.8, closer to the
desired value but still with an average 20% error. Therefore,
the good correlation found for hydroxo- and alkoxo-bridged
Cu(II) binuclear complexes69 and some other binuclear
complexes does not seem to hold when the magnetic coupling
spans a wide range of values and when the nature of the
bridging ligands is also of increased complexity.70 Here, it
is worth pointing out recent studies on magnetic solids
evidencing that the proper choice of Fock exchange is less
universal than desired and therefore is dependent on the type
of system. In fact, previous calculations have shown that at
least for NiO71 and cuprates68,72 the best percentage of Fock
exchange is∼35%.

The results obtained from the broken symmetry approach
evidence once again the strong dependence of the magnetic
coupling constant on the exchange-correlation functional.34-38

One can, of course, still argue that the good correlation for
the B3LYP results is indicative of the suitability of this

Table 2. J Values (in cm-1) Using Spin Unrestricted and
Restricted Formalisms for the Different Binuclear Copper
Complexes Studied in This Work

REKS/ROKS
J ) ∆EST

compound
[J exptl] method

broken
symmetry

J ) 2(E(BS) -
E(T)) REKS

REKS
(new)

YAFZOU HF +37 +18 +18
[+111 cm-1] BH&HLYP +91 +89 +87

B3LYP +194 +269 +264
BLYP +261 +462 +447

XAMBUI HF +0.1 +0.1 +0.04
[+2.5 cm-1] BH&HLYP +0.7 +1.0 +0.75

B3LYP +3.9 +7.0 +6.2
BLYP +24 +32 +31

PATFIA HF +16 +11 -0.2
[-11 cm-1] BH&HLYP +9.0 +78 +32

B3LYP -61 +247 +139
BLYP -493 +105 -55

CAVXUS HF -1.0 -0.5 -1.1
[-19 cm-1] BH&HLYP -5.3 0.3 -3.4

B3LYP -21.2 19.6 +3.3
BLYP -83.3 +83.1 +27.4

CUAQAC02 HF -39 -12 -20
[-286 cm-1] BH&HLYP -132 -47 -91

B3LYP -429 -158 -285
BLYP -1121 -595 -774

BISDOW HF -49 -17 -30
[-382 cm-1] BH&HLYP -160 -68 -135

B3LYP -634 -224 -429
BLYP -2299 -1164 -1361

Jcalc
HF ) 0.165Jexp + 10.108 withR2 ) 0.94 (15)

Jcalc
BH&H ) 0.489Jexp + 14.896 withR2 ) 0.98 (16)

Jcalc
B3LYP ) 1.608Jexp - 1.193 withR2 ) 0.99 (17)

Jcalc
BLYP ) 4.757Jexp - 155.08 withR2 ) 0.91 (18)

Figure 1. Experimental versus HF, BH&HLYP, and B3LYP
calculated broken symmetry values of the magnetic coupling
constant of the six compounds studied in the present work.
The experimental versus experimental plot is also drawn for
reference. Values for the corresponding correlation factors are
given in eqs 15-17.
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functional to describe magnetic interactions in these systems.
This is even more the case if one decides to neglect spin
symmetry considerations and take the broken symmetry
energy as that of the singlet state and computeJ using eq 2
instead of eq 6. This line of reasoning is only based on
numerical arguments69,70 and lacks fundamental theoretical
support.34,35 A better assessment of the reliability of the
existing exchange-correlation functionals in the description
of the magnetic coupling can be made by using a method
which does not rely on the broken symmetry approach and,
therefore, does allow one to avoid referring to the expectation
value of the square of the total spin operator which is not
really defined within the framework of DFT since it is a
two-electron operator. This is because in DFT, the density,
and not the N-electron wave function, is the main math-
ematical object, and one can claim that the Kohn-Sham
determinant is just a construct to get the density. However,
in such a case one can only use DFT to get the energy of
the ground state without any information about its spin state.
This point of view will, of course, restrict the use of DFT to
ground state properties only, and prediction of magnetic
coupling constants will not be possible. The spin-Restricted
Ensemble-referenced Kohn-Sham (REKS) method de-
scribed in section 2 offers a theoretically well-grounded
alternative since it ensures that the final density for the
antiferromagnetic state arises from a singlet state. Using the
ROKS procedure for the triplet state permits one to compute
J as in eq 2, that is using exactly the same mapping that one
would use when aiming to computeJ from a wave function
approach.

Now, let us focus on the results for the magnetic coupling
of the compounds in Table 1 as predicted from the ROKS/
REKS formalism and using different correlation functionals.
As in the case of the broken symmetry results, a more
quantitative picture can be found by inspecting the correlation
between the experimental and calculated values (Figure 2)
which, for the two hybrid exchange correlation potentials,
is given by eqs 19 and 20 below.

From results in Table 2 and the correlation in eqs 19 and
20 it is clear that the use of a formalism which is rigorously
spin restricted does not largely improve the results. This is
contrary to what is expected and to what is commonly found
when using wave function formalism. The direct conclusion
is therefore that the exchange-correlation functionals inves-
tigated are not capable of correctly describing open shell
systems. This is confirmed by the analysis of the results
obtained using the HF exchange potential (and no correlation
potential) in the ROKS/REKS formulas. The predicted
ROHF/REHF magnetic coupling constants are smaller in
absolute value than those predicted using the broken sym-
metry approach. This is because the broken symmetry
approach introduces an uncontrolled amount of dynamic
electron correlation through spin polarization,73 and, hence,
the UHF broken symmetry results are usually very similar
to those obtained through a Complete Active Space Con-
figuration Interaction wave function. However, in the ROKS/
REKS formalism the amount of dynamical correlation is
minimized to avoid a double counting since this has to be
introduced by the correlation functional. Using the REKS
formula as in eq 13 or 14 leads to a similar qualitative
description (Table 2). A somewhat better correlation between
the experimental and the calculated results is obtained using
the new REKS formula as in eq 14. Since the BLYP results
are always grossly overestimated (by a factor of∼3) we will
focus in the results corresponding to the BH&HLYP and
B3LYP hybrid functionals which are summarized in Figure
2. This plot is qualitatively similar to Figure 1, and the slope
of the straight lines (0.415 and 1.328) is very similar to the
values in eqs 16 and 17 for the broken symmetry calculations.
However, the linear regression lines appear to be somewhat
displaced to the left with a concomitant increase in the
intercept to theJcalc axis. This is a clear indication that when
used in rigorous spin restricted formalism the BH&HLYP
and B3LYP exchange-correlation functionals tend to grossly
overestimate the ferromagnetic component of the magnetic
coupling.

A clear conclusion of the above discussion is that, for a
given exchange-correlation functional, the scale factor
between experimental and either broken symmetry or ROKS/
REKS values is almost the same, provided the latter are
displaced to the origin of coordinates. A corollary of the
conclusion above is that eq 6 must be used when employing
the broken symmetry approach, otherwise the scale factor
between experimental and calculated values corresponding
to a given functional will be method dependent. To sum-
marize, broken symmetry and ROKS/REKS lead to similar
descriptions although with the present functionals the latter
exhibits a trend to overestimate the ferromagnetic interac-
tions. However, the fact that the deviation is rather systematic
opens the possibility for the development of improved
functionals which will allow for a rigorous treatment of open
shell systems in density functional theory.

Figure 2. Experimental versus BH&HLYP and B3LYP cal-
culated ROKS/REKS(new) (cf. eq 14) values of the magnetic
coupling constant of the six compounds studied in the present
work. The experimental versus experimental plot is also drawn
for reference. Values for the corresponding correlation factors
are given in eqs 19 and 20.

Jcalc
BH&H ) 0.415Jexp + 22.204 withR2 ) 0.96 (19)

Jcalc
B3LYP ) 1.328Jexp + 79.087 withR2 ) 0.95 (20)
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6. Conclusions
In this work we have investigated the performance of two
different formalisms to describe open shell systems in density
functional theory by analyzing the calculated magnitude of
the magnetic coupling constant in a series of Cu(II) binuclear
complexes. The two open shell formalisms are the broken
symmetry approach, where the spin symmetry requirements
are neglected, and the restricted ensemble Kohn-Sham
method, where the spin symmetry is fully taken into account.
The series of compounds includes both ferro- and antifer-
romagnetic compounds and cover a broad range of values.

The present study confirms the strong dependence of the
calculated magnetic coupling constant with respect to the
exchange-correlation functional. This is found to be a general
conclusion which does not depend on whether spin symmetry
is imposed or not. All methods, including HF and gradient
corrected functionals, are capable of properly describing the
main trends, especially for compounds with large values of
the magnetic coupling constants. However, the HF method
largely underestimates this property, whereas pure density
functional largely overestimates it. The use of hybrid
functionals improves both the correlation between calculated
and experimental values and the quantitative agreement with
the experiment. However, even the hybrid B3LYP functional
is shown to be unable to accurately predict magnetic coupling
constant in different families of compounds.

The use of a method which guarantees the correct spin
state does not improve the correlation with respect to
experiment and indeed shows some worsening due to an
overestimation of the ferromagnetic interactions. However,
for a given exchange-correlation functional, the scale factor
between experimental and either broken symmetry or ROKS/
REKS values is nearly the same although only if a displace-
ment of the coordinate origin is carried out for the latter.
This fact provides further support to the argument about the
use of proper mapping to obtain meaningful values of the
magnetic coupling constant even if the final results may not
be in numerical agreement with experiment due to the above-
mentioned dependence of the calculated value on the
exchange-correlation functional.

To conclude, the spin unrestricted broken symmetry and
spin restricted ROKS/REKS approaches lead to similar
descriptions of the magnetic coupling constants. However,
in the latter case and with the present exchange-correlation
functionals, a rather systematic deviation is found. Therefore,
it would be possible to develop improved functionals which
will allow for a rigorous treatment of open shell systems in
density functional theory. In this sense, a particularly
promising approach could be the use of the recently proposed
local hybrid functionals74 which for the prediction of
thermodynamic data have very recently proven to be
competitive with other hybrid functional such as B3LYP.75

Clearly, the performance of such new functionals in the
description of magnetic coupling needs to be explored.
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Abstract: Structure, dynamics, and electron delocalization of Al42- and Al44- based clusters

are investigated. Gradient-corrected Density-Functional Born-Oppenheimer Molecular Dynamics

simulations indicate that Al42- based clusters have a rigid planar Al framework, while the Al44-

based moieties show large distortions from planarity. The induced magnetic field analysis of

these species indicates that both systems have diatropic σ-systems, while the π-system is

diatropic for Al42- and paratropic for Al44-. The total magnetic response is diatropic for Al42-,

while Al44- is “bitropic”: it has typical antiaromatic long-range cones, while the magnetic field in

the Al44- ring plane is similar to that of aromatic annulenes.

I. Introduction
Aromaticity is the simplest way to explain the stability of
unsaturated cyclic hydrocarbons with (4n + 2) electrons
delocalized inπ-orbitals perpendicular to the ring plane.1

Even though the introduction of the aromaticity concept in
chemistry is quite old, its definition is still controversial. In
view of these problems of subjectivity, it is remarkable that
aromaticity is useful to rationalize and understand the
structure and reactivity of many organic molecules. In 1971,
Wade proposed a similar concept to describe delocalized
σ-bonding in closed-shell boron deltahedra, which follow a
2n+2 skeletal electron rule.2,3 This concept has been extended
by Hirsch to treat spherical clusters by his 2(n+1)2 rule,4

and various applications to organic and inorganic clusters
have been reported.5,6 However, stability based on aromaticity
had not been confirmed for any metallic moiety until Li et
al. published their seminal paper entitled “ObserVation of
all-metal aromatic molecules”.7

A series of compounds consisting of a square planar Al4
2-,

face-capped by an M+ cation (M)Li, Na, Cu), were
produced by laser vaporization, and their electronic spectra
were obtained using negative ion photoelectron spectroscopy.

Li et al. found that theoretical vertical detachment energies
of the pyramidal structures are in excellent agreement with
the experimental spectra, thereby suggesting thatC4V struc-
tures are the global minima for the MAl4

- species.

Ab initio calculations show that Al4
2- have two electrons

residing in aπ-orbital, satisfying the Hu¨ckel rule for aromatic
compounds. Li et al.7 concluded that thisπ-orbital holds “the
key to understanding the structure and bonding of MAl4

-

species”. However, electron delocalization in Al4
2- is not

so simple. There are two delocalizedσ-bonding orbitals
(HOMÃ-1 and HOMÃ-2) spread across all four aluminum
atoms. Therefore, the stability of Al4

2- has been ascribed to
its doubly aromatic behavior (π- andσ-aromaticity), which
is different from hydrocarbon aromatic molecules.7,8 Similar
systems inhibiting double aromaticity, Ga4

2- and In4
2-,9 and

in valence-isoelectronic Hg4
6-,10 have been discussed earlier.

Aromaticity and electron delocalization of Al4
2- have been

studied in detail.11,12Fowler et al. evaluated the ring current
in Al4

2- and MAl4- (M)Li, Na, Cu) and concluded that
σ-electrons are responsible for the delocalized diatropic
current induced by a perpendicular magnetic field.13,14 A
diatropic (diamagnetic) current results in a shielded applied
magnetic field, while a paratropic (paramagnetic) current has
opposite direction and deshielding. Based on the analysis of
aromatic ring-current shielding calculations (ARCS),15 Juse-
lius et al. concluded thatπ-electrons contribute to the
diatropic ring current, and thus Al4

2- is both σ- and
π-aromatic,16 while a recent analysis of Havenith and Fowler
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showed that the contributions of theπ-system to the ring
current is significantly smaller than that of theσ-system.17

This is opposite to the magnetic character of annulenes,
which is essentially determined by theπ-subsystem. Santos
et al. have studied both the total and theσ-π separated
electron localization function (ELF)18,19 of several mol-
ecules.20 They found that Al42- has a surprisingly high ELFπ
bifurcation value of 0.99, which is even higher than the value
associated with benzene. At the same time, Al4

2- shows a
high bifurcation value of ELFσ (0.88), which suggests strong
σ-delocalization. Further evidence of theσ-delocalization in
Al4

2- can be given by the analysis of the individual canonical
molecular orbital contributions to NICS (MO-NICS). Within
gradient-corrected DFT, the sixσ-orbitals contribute more
than 50% of the diatropicity of Al4

2-, while the sum of the
MO-NICS contributions21,22of theσ-orbitals in both benzene
andD2h cyclobutadiene is positive (paratropic).23 Al 4

2- has
also been studied employing the gauge-independent magnetic
induced currents (GIMIC).24 With GIMIC, integrated current
densities can easily be produced, which supplement informa-
tion from current density maps with integrated information.
In addition, it is possible to subtract disturbing effects coming
from surrounding Li cations. The GIMIC method clearly
shows that the Al4

2- moiety is diatropic, and no paratropic
current is observed.

Boldyrev and Kuznetsov obtained a rough evaluation of
the resonance energies for Na2Al4.25 The resonance energies
are high: 125 kJ mol-1 (B3LYP/6-311+G*) and 200 kJ
mol-1 (CCSD(T)/6-311+G(2df)) compared to 83 kJ mol-1

in benzene. However, it should be noted that it is hard to
accurately evaluate the resonance energy in this cluster due
to two factors: the interaction between Na+ and Al42- and
the problem of identifying a reference molecule with an
Al-Al double bond. Zhan et al. concluded that in terms of
the magnitude of the Dewar resonance energy,8 the aroma-
ticity of the Al42- is multiple-fold as compared to the usual
“1-fold” aromaticity of benzene.8 Al 4

2- can be represented
by 64 potentially resonating Kekule´-like structures; each
Kekulé-like structure has three localized chemical bonds,
compared to only two Kekule´ structures of benzene. Con-
sequently, the resonance energy of Al4

2- (∼304 kJ mol-1 as
the upper limit and∼220 kJ mol-1 as the lower limit) is at
least 2.5 times that of benzene. Therefore, Al4

2- could be
considered as a “3-fold” aromatic system.

In 2003, Kuznetsov et al. proposed that the Al4
4- fragment

would be a good candidate to be the first antiaromatic all-
metal system: if two additional electrons enter theπ-system,
Al4

4- will be antiaromatic within Hu¨ckel theory.26 They
stated that the deviation from an equilateral square ring
confirms that the compound is antiaromatic. In the same year,
Chen et al. argued that the Al4Li 3

- species isaromaticrather
than antiaromatic, due to the predominating effects of
σ-aromaticity overπ-antiaromaticity.23 Havenith et al. pointed
out the mixed character of Al4Li 3

- and Al4Li 4: It shows a
diatropic current in the molecular plane, but a paratropic one
out-of-plane.27 This lively discussion has been reviewed by
Boldyrev et al.12 and Tsipis et al.28

In this work, we study Al42- and Al44- cores in two
ways: First, we perform molecular dynamics simulations to

understand the role of the Li counterions. Are they only
suppliers of charge, or do they play a more important role
for these clusters? Then, cognizant of the difficulties in
assigning an aromatic or antiaromatic character to these
clusters, we nevertheless try to improve our understanding
of electron delocalization of Al4

2- and Al44- using the
induced magnetic field (Bind).29 We calculate the contributions
of the π- and of the σ-electrons to the magnetic field
individually.30 With the full magnetic response of the cluster
it is easier to distinguish local effects of the Li ions from
those of the Al4n- clusters, and a more detailed interpretation
of the results is possible.

II. Computational Details
Structures were optimized using Becke’s exchange (B),31

Lee, Yang and Parr (LYP) correlation,32 and within the
hybrid functional (B3LYP) approach, as implemented in
Gaussian. All geometrical optimizations were done using the
6-311++G(2df) basis set.33,34 The NMR calculations were
performed using the PW91 functional and IGLO-III basis
set.35 Cartesian shielding tensors were computed using the
IGLO method.36 The deMon program37 was used to compute
the molecular orbitals and the deMon-NMR package38,39for
the shielding tensors. Induced magnetic fields29 were com-
puted by

from Cartesian shielding tensors and are in ppm of the units
of the external field. Assuming an external magnetic field
of |Bext| ) 1.0 T, the unit of the induced field is 1.0µT,
which is equivalent to 1.0 ppm of the shielding tensor. VU40

was employed for visualization of the induced field vectors,
their contour lines, and isosurfaces. Theσ- andπ-contribu-
tions to the induced magnetic field have been separated using
the IGLO method, where localized molecular orbitals
(LMOs) have been created using the procedure suggested
by Pipek and Mezey.41 We have chosen a LMO representa-
tion42 in favor over a canonical MO representation,21,22,43as
this approach has been proven to give reliable results for
annulenes30 and is computationally advantageous.

Born-Oppenheimer Molecular dynamics simulations have
been performed at the PBE33/DZVP34 level within the NVT
(constant number of particles, volume, and temperature)
ensemble44 using deMon.37 After equilibration, trajectories
of up to 25 ps were produced at temperatures of 300 K and
600 K, with a temperature coupling constantτ ) 0.5 ps and
a time step of 0.5 fs.44

III. Results and Discussion
It is not straightforward to separate the magnetic response
of planar Al42- and Al44- clusters intoσ- andπ-contributions.
While for hydrocarbons it is clear that the stabilization of
planar rings is due to theπ-electrons and Hu¨ckel theory is
applicable in a simple way, it is well-known that for metal
clusters the situation is not so simple: Both,σ- and
π-systems, show a large degree of delocalization, which is
a result of the small number of electrons in both electronic
subsystems and the ring topology, which favors delocalized

Bind (R) ) -σRâ(R)Bext (1)
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electrons.12-14,16,17,26-28,43,45-48 Further, the calculation of
highly anionic species often results in technical problems as
convergence failures. Therefore, we studied closed-shell
clusters with an increasing number of Li+ counterions,
starting from Al42-, Al4Li -, Al4Li 2, Al4Li 3

-, and Al4Li 4.

A. Structure. As can be seen from Figure 1, the
geometries depend only slightly on the number of counter
charges as long as the formal charge of the Al4 backbone is
maintained. While the bond lengths differ by 7 pm in the
dianion (keeping the quadratic form of the metal frame), the
bond lengths differs by 35 pm in Al4Li 3

-, i.e., the ground
state of Li3Al 4

- possesses a distorted rectangular Al4

framework. Shaik et al. stated that even if there is a distortion
from the square structure in Li3Al4

-, it is an aromatic system
because of the distortive nature ofπ-electrons.49 Juselius et
al. used the ARCS method to show that Al4

4- is antiaromatic
and concluded that the normally reliable NICS calculations
failed in this case.16 It is a lively discussion. But there still
remains a simple question: are the lithium atoms only
suppliers of charge, or do they play a more important role
for these clusters.

Our molecular dynamics simulations show that the stability
of the positions of the lithium atoms depends strongly on
the cluster. For Al4Li -, the lithium atom sits on top of the
ring and does not leave this position during a trajectory of
25 ps at 300 K. It shows, however, large amplitude
movements parallel to the ring, partially hopping to the
corners and back to the position on top of the ring center.
The lowest vibrational frequency of this cluster, 96 cm-1,
corresponds to this movement of the lithium atom. The pair
distribution function (PDF) (Figure 2) indicates the large
fluxionality of the Li ion by the very broad Al-Li signal.
The sharp Al-Al signal indicates that within the resolution
of the PDF the bond lengths are equalized.

Opposite to simple electrostatic expectations, the second
Li cation in Al4Li 2 is not located at the opposite ring site,
forming a bipyramidal cluster, it rather sits on top of an
Al-Al bond. The structure of Al4Li 2 is more fluxional than
that of Al4Li -, as the electrostatic attraction between ring
and cations is weaker and also as both cations repel each
other and show collective motions. In particular the Li atom
sitting on the bond shows large amplitude motions. This is

Figure 1. Optimized geometries of the title systems calculated with B3LYP/6-311++G(2df). Bond lengths are given in picometers.

Figure 2. Pair distribution functions, taken from MD trajectories at 300 K of (from left to right) Al4Li-, Al4Li2, Al4Li3-, and Al4Li4.
Distances are given in Å, and all functions follow identical normalization criteria.
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also visible in the PDF, where the Li-Li signal is very broad,
similar to that of a liquid.

For Al4Li 3
- we observe the largest fluxionality. The

influence on the Al-Al bond length by the neighboring
cations is visible by the much wider Al-Al signal, even
though the resolution of the PDF cannot distinguish between
different Al-Al bond lengths. During a 25 ps simulation,
even at 300 K, Li atoms hop between different sites, which
is reflected by the widely spread Li-Li signal. For Al4Li 4,
the Al-Al distances show a similar distribution as for
Al4Li -, while the fluxionality of the Li atoms is similar as
in Al4Li 3

-. Also here, Li atoms exchange positions during
the simulation.

B. Electron Delocalization.The degree of aromaticity of
the Al42- and Al44- anions has been studied using different
theoretical schemes. They include the plotting of ring current
densities,13,17,47further quantified by the calculation of GIMIC
ring currents above and below the ring,46 and an analysis on
MO-resolved nucleus-independent chemical shifts.48 For
Al4

2-, aσ- andπ-resolved NICS analysis is available.23 These
results have been summarized in a special issue ofChemical
ReViewsdevoted to electron delocalization.11,12

It is agreed that theσ-system contributes strongly to the
aromatic character of both Al4

2- and Al44- frameworks.
There is also no argument that theπ-contribution of Al42-

is diatropic, as there is only a single occupiedπ-orbital, and

Figure 3. Contour lines of the z-component of B ind in the molecular plane and perpendicular to the molecular plane through the
origin. The scale is given in ppm or µT for an external field of 1 T.
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that theπ-contribution in Al44- species is paratropic. There
is, however, disagreement as to whether Al4

4- should be
called an aromatic or an antiaromatic molecule.23 The
argument of Boldyrev and Wang states that there is a
paratropic π-system which is occupied as in classical
antiaromatic hydrocarbons, i.e., C4H4. Furthermore, the
π-states of Al44- are degenerate, leading to a Jahn-Teller-
like distortion similar to for C4H4. The response of Chen
and others is that the antiaromatic effect of theπ-system
is overwhelmed by the aromatic effect of theσ-system.

In agreement, the ring current maps of Havenith et al.
show that the current through theπ-orbitals is not signifi-
cant.17,27

We plotted theσ- and π-separatedz-components of
the induced magnetic fields, which coincide with the
NICSzz index at the ring center49 (Figure 3), and of NICS(r )
(Figure 4).

In Figure 3, thez-component of the induced magnetic field,
applied perpendicular to the ring, is shown for Al2

2- and
Al4

4- based species. For the Al2
2- moieties, the total magnetic

Figure 4. Contour lines of NICS parameter in the molecular plane and perpendicular to the molecular plane through the origin.
The scale is given in ppm or µT for an external field of 1 T.
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response is quite similar to that of aromatic hydrocarbons.30

For Al44-, the situation is not that clear. The shielding cones
of the molecule on top and bottom, induced by the
π-electrons, is comparable to that of cyclobutadiene,30 though
smaller in magnitude and perturbed by the Li ions. Closer
to the ring plane and at positions far from the ring center,
however, the response is aromatic and similar to that of an
aromatic hydrocarbon. The same magnetic response applied
to C4H4 would result in aromatic protons. It is therefore
difficult to make a final statement as to whether Al4

4- should
be called aromatic or antiaromatic. Evidently, NICS can fail
near the ring center. Therefore, the NICS orz-component
of Bind isolines or isosurfaces give us important (but still
partial) insight into electron delocalization.

It is, however, clear thatσ- and π-components of Al44-

show an opposite response. Theσ-system is evidently
diatropic and very similar to that of Al4

2-. On the other hand,
theπ-systems of Al44- moieties show a typical antiaromatic
response, as in an antiaromatic annullene, e.g., C4H4. In
agreement with previous studies,17,23,27 for Al 4

2-, the con-
tribution of theπ-system is small compared to theσ-system.

The advantage of a complete response map over a single
magnetic index is obvious: For the Al4

4- species, the
z-component of theBind index will deliver a small number,
indicating either a small net para- or diatropicity. The NICS-
(1) family of indices, and even the ARCS approach,15 will
sense the paratropicπ-system, as no information of the outer
ring areas enter. The complete map of the induced magnetic
field, however, shows the “bitropic” character of the
molecule: there is a diatropic contribution raised by the
σ-electrons which dominates in the ring plane and a
paratropic part, induced by theπ-system around thez-axis.
The same effect is visible in ring current maps at different
height profile.27 In contrast to many other molecules as
hydrocarbons,30 both contributions are significant.

IV. Conclusions
Our calculations show that Al4

2- and Al44- based metal
clusters cannot be discussed isolated from the counterions:
They not only stabilize the Al4

n- anions electrostatically but
also have an influence on the chemical structure. Molecular
dynamics simulations show that the cations are relatively
fixed for Al4Li - and Al4Li 2 but become more floppy for
Al4Li3

- and Al4Li4. For these molecules, any static structural
representation is not realistic.

Magnetically, the induced magnetic field representation
agrees with former investigations based on NICS and ring
current calculations concerning the character of theσ- and
π-systems. For the total response, our computations show
that a simple classification of a molecule as “aromatic” or
“antiaromatic” is impossible for those systems containing a
Al4

4- backbone, at least as long as this term does not have
a more strict definition. For this case, the complete map of
the induced magnetic field shows the “bitropic” character
of the molecule, the diatropic contribution raised by the
σ-electrons which dominates in the ring plane, and the
paratropic part, induced by theπ-system around thez-axis.
While the long-range response perpendicular to the molecular
planes is typical, though smaller in magnitude, for molecules

with aromatic (Al42-) and antiaromatic (Al4
4-) π-systems,

respectively, the response in the ring planes is similar to that
of aromatic molecules.
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Abstract: The magnetic properties of a Mn12 single-molecule magnet with a loop structure are

characterized by a computational study based on density functional theory. A study of the two

reported crystal structures of such a complex correctly reproduces the experimental spin ground

state. We have analyzed the effect of the choice of spin configurations employed for the

calculations, as well as the influence of the inclusion of the next-nearest neighbor interactions

on the calculated exchange coupling constants. Quantum Monte Carlo simulations performed

with the calculated exchange coupling constants show that the best agreement with the

experimental susceptibility curve is achieved by using the hybrid B3LYP functional.

Introduction
The synthesis and study of magnetic properties of large
polynuclear transition metal clusters is a field to which many
research groups have devoted considerable effort during the
past years.1 Some of those polynuclear complexes show a
slow relaxation of the magnetization that could eventually
lead to applications for information storage at the molecular
level.2,3 The first single-molecule magnet (SMM) reported
was the [Mn12O12(CH3COO)16(H2O)4] complex, usually know
as Mn12 or Mn12 acetate, that adopts a compact cluster
structure with a central cubane of four MnIV cations
surrounded by a crown of eight MnIII cations.4 In order to
have a slow relaxation of the magnetization, one needs a
high-energy barrier between the states with positive and
negative magnetic moments, and also quantum tunneling
effects should be avoided.5,6 Such a barrier is known to
depend directly on the square of the total spin of the molecule
and on its magnetic anisotropy parameterD, that in the case
of the Mn12 acetate areS ) 10 andD ) -0.46 cm-1.7,8

Hence, high-spin and large, negative anisotropy-parameter
polynuclear complexes are much sought after synthetic
targets due to their possible technological applications.

In order to quantify theS value of the ground state for a
polynuclear complex, we should employ a Heisenberg spin
Hamiltonian that can be expressed as

whereŜi andŜj are the spin operators of paramagnetic centers
i andj andŜandŜz are the total spin operator of the molecule
and its axial component, respectively. TheJij values are the
exchange coupling constants for the different pairwise
interactions between the paramagnetic centers of the mol-
ecule, whileD andE are the axial and rhombic components
of the anisotropy, respectively. Spin-orbit coupling effects
must be taken into account for the calculation of the zero-
field splitting parametersD andE;9-13 otherwise, only the
exchange coupling constants can be determined. However,
the study of the magnetic properties of such systems from
magnetic susceptibility curves presents considerable problems
from the experimental point of view due to the large number
of states involved. For instance, a Mn12 complex containing
six MnII and six MnIII ions has 7.29×108 Ms states. For
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such a large number of states, even if symmetry is taken
into account, it is impossible to build up the Hamiltonian
matrix using a Heisenberg Hamiltonian (eq 1), as required
to perform a fitting of theJ values, due to the huge amount
of memory required. Even in the case that the memory was
available and it was possible to diagonalize the matrix, there
are many sets of exchange coupling constants that may
perfectly fit the experimental data. Thus, from only the
experimental magnetic susceptibility data, it is possible to
extract the total spin value of the ground state, whereas in
inelastic neutron scattering experiments, one obtains the
relative energies and spin values of the excited states.14

On the other hand, theoretical methods based on density
functional theory have been employed to analyze the spin
states. For instance, we can mention earlier studies devoted
to simple molecules15 and polynuclear metal clusters,16 but
it is only in recent years that each approach has been
extensively employed. Such methodology also allows one
to obtain all the exchange coupling constants present in
polynuclear transition-metal complexes, information that is
extremely useful for the future design of new molecular
systems with improved magnetic properties.13,17-20 For
instance, the exchange interactions of the widely experi-
mentally studied Mn12 acetate complex have been calculated
using theoretical methods based on density functional theory
by different authors.13,21-24 In order to calculate then Jij

exchange coupling constants of a polynuclear complex, we
must at least performn + 1 energy calculations of different
spin configurations that correspond to single-determinant
Kohn-Sham solutions.25-27 Such spin configurations must
be selected in a such way as to make it possible to solve a
system ofn equations withn unknowns, theJij values.
However, some questions emerge at this point concerning
the choice of a few spin configurations for the calculations
among thousands of possibilities. Thus, an interesting point
is to evaluate the dependence of the calculatedJ values on
the selected set of spin configurations. This problem is
directly related with the accuracy of the phenomenological
Heisenberg Hamiltonian to describe the magnetic properties
in such systems. In principle, if the exchange interactions
can be properly described by the Heisenberg Hamiltonian,
the calculatedJ values should be independent of the spin
configurations selected. However, different authors have
pointed out this problem, and it is usually proposed to
calculate more energies than strictly needed and then perform
a least-squares fitting to extract the exchange coupling
constants until the calculated values converge.13,28 Even if
we can obtain a set ofJ values that remain unchanged upon
increasing the number of spin configurations, there is still
the problem of whether the simple Heisenberg Hamiltonian
describes correctly such systems or we need to include some
additional terms. In order to solve the limitations of the
Heisenberg Hamiltonian employed, some approaches have
been adopted, such as the inclusion of the often neglected
next-nearest neighbor interactions or to include new three-
or four-body spin terms in the Hamiltonian.29 Theoretical
methods can be employed to elucidate the importance of such
terms. However, from the experimental point of view, it is

a difficult task because of an increased number of fitting
parameters, making it harder to obtain a unique fit.

The main goal of this work is to study the magnetic
properties of a Mn12 complex with a loop structure (see
Figure 1) showing SMM behavior. We have selected this
system instead of other SMMs, such as, the first SMM Mn12

complex,4 because its cyclic structure makes this system well-
suited for an analysis of the role of the next-nearest neighbor
interactions. This Mn12 compound was independently re-
ported recently by Rumberger et al.30,31 and Foguet-Albiol
et al.32 with two very similar crystal structures that show an
alternation of MnIII and MnII cations (see Figure 1). Even if
the experimental susceptibility curves are relatively similar,
the two groups have proposed different magnetic parameters
for the ground state,S) 8 andD ) -0.47 cm-1 andS) 7
andD ) -0.26 cm-1, respectively.

Results and Discussion
Magnetic Properties of the Mn12 Complex. We start our
study of the magnetic properties of the Mn12 complex by
calculating the exchange coupling constants while neglecting
next-nearest neighbor interactions. The analysis of the
geometry indicates the presence of six different exchange
interactions. Thus, the topology of the interactions is
represented in Figure 2, and the Heisenberg Hamiltonian has
the following expression:

TheJ values calculated using the whole molecule from the
two available crystal structures are collected in Table 1,
together with the values reported by Foguet-Albiol et al.,32

who used simple dinuclear models to describe these inter-
actions. For these calculations, we have used the seven low-
lying spin configurations that provide a solvable system of

Figure 1. Molecular structure of the Mn12 complex, [MnIII
6-

MnII
6(O2CMe)14(mda)8] (mdaH2 ) N-methyldiethanolamine).30,31

MnIII and MnII cations correspond to odd and even numbers,
respectively.

Ĥ ) -J1[Ŝ1Ŝ2 + Ŝ7Ŝ8] - J2[Ŝ2Ŝ3 + Ŝ8Ŝ9]

-J3[Ŝ3Ŝ4 + Ŝ9Ŝ10] - J4[Ŝ4Ŝ5 + Ŝ10Ŝ11]

-J5[Ŝ5Ŝ6 + Ŝ11Ŝ12] - J6[Ŝ6Ŝ7 + Ŝ1Ŝ12] (2)
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equations (see Computational Details section), that is, the
minimum needed to obtain the sixJ values. The analysis of
the results allows us to extract the following conclusions:
(i) TheJ1, J2, andJ5 coupling constants correspond to similar
sets of three bridging ligands and consequently present nearly
the same weakly antiferromagnetic values. Interactions
through a set of one carboxylato and one alkoxo bridges with
an additional monodentate carboxylato bridging ligand with
long Mn-O bond distances are known to be weakly
antiferromagnetic.33 (ii) The J3 andJ4 exchange interactions
occur through similar bridging ligands and are weakly
ferromagnetic, essentially through the two alkoxo bridges
since the carboxylato ligands have long bond distances to
the metals, especially with the MnIII cation due to the Jahn-
Teller effect. (iii) TheJ6 coupling constant calculated using
the B3LYP functional also corresponds to a weak antifer-
romagnetic interaction, at difference with the negligible
coupling constant obtained by Foguet-Albiol et al. with
dinuclear models.32 Only with one of the structures and the
Perdew, Burke, and Erzernhof (PBE) functional do we obtain
a very weakJ6 ferromagnetic interaction. We must note that
an antiferromagneticJ6 value is mandatory to obtain a single-

determinant ground state withS) 7 as found experimentally,
whereas anS ) 0 ground state is predicted for a ferromag-
neticJ6 coupling. Hence, our calculated values are consistent
with the ground spin configuration withS ) 7 shown in
Figure 2, in agreement with the experimental ground state
proposed by Foguet-Albiol et al.32 It must be pointed out,
however, that we have estimated energies of the states
diagonalizing an approximate half-molecule model that
shows the presence of anS) 8 state around 10 cm-1 above
the ground state that could explain why the magnetic
susceptibility can as well be fitted using anS ) 8 ground
state as proposed by Rumberger et al.30,31

The B3LYP calculated spin-density values (see Table 1)
show a poor spin delocalization, as expected. The PBE
functional gives a larger delocalization and, consequently,
stronger interactions.34,35 In Figure 3, we represent the spin
density of the single determinant ground state that reveals

Figure 2. Scheme showing the topology of the exchange
interactions in the studied Mn12 complex. The arrows indicate
the most stable spin configuration that has a total spin S ) 7
(thin arrows for S ) 2 MnIII cations; thick arrows for S ) 5/2
MnII cations).

Table 1. Exchange Coupling Constants (in cm-1) for the Mn12 Complex, [MnIII
6MnII

6(O2CMe)14(mda)8], and Atomic Spin
Populations (F) Calculated with the PBE (Siesta code) and B3LYP (Gaussian code) Functionals (see Computational Details
Section) Using the Two Available Crystal Structures30,32 a

bridging ligands Mn‚‚‚Mn Mn-Xb Mn-X-Mn PBE B3LYPc B3LYP-md

J1 µ-O2CMe, µ-OR
µ-OCOMe

3.206 2.120, 2.183, 2.250
1.976, 1.901, 2.177

103.3, 92.8 -11.4(-6.0) -4.1(-5.6) -2.8

J2 µ-O2CMe, µ-OR
µ-OCOMe

3.149 2.097, 2.195, 2.159
1.949, 1.916, 2.255

103.3, 90.1 -18.3(-14.9) -8.0 (-2.5) -9.2

J3 µ-O2CMe, 2 µ-OR 3.169 2.245, 2.234, 2.210
2.255, 1.907, 1.882

101.2, 99.6 +6.5 (+10.9) +4.6 (+6.3) +7.0

J4 µ-O2CMe, 2 µ-OR 3.183 2.234, 2.204, 2.288
2.198, 1.901, 1.889

101.4, 98.8 +6.6 (+9.2) +4.6 (+5.4) +8.0

J5 µ-O2CMe, µ-OR
µ-OCOMe

3.198 2.201, 2.172, 2.222
1.984, 1.928, 2.198

102.3, 92.6 -8.4 (-5.4) -2.8 (-5.9) -5.0

J6 2 µ-O2CMe, µ-OR 3.473 2.200, 2.143, 2.110
1.989, 1.914, 2.177

117.6 -0.9 (+1.2) -7.0 (-3.5) +0.04

F(MnII) 4.69 4.82
F(MnIII) 3.80 3.85

aGeometrical parameters of the structure published by Rumberger et al.30,31 are also given (distances in Å, bond angles in degrees). b Values
in italics correspond to the MnII cations. c In parentheses are those corresponding to the structure obtained by Foguet-Albiol at al. d Values
obtained with dinuclear models (ref 18).

Figure 3. Spin density map for the S ) 7 single-determinant
ground state of the Mn12 loop complex, calculated with the
B3LYP functional. The isodensity surface represented corre-
sponds to a value of 0.005 e-/bohr3 (white and blue regions
indicate positive and negative spin populations, respectively).
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the weak spin delocalization. The spin density at the MnII

cations remains almost spherical. At the bridging ligand
mediating ferromagnetic interactions (J3 and J4), spin po-
larization contributions show up in both positive and negative
spin density lobes at the same atom.

Influence of the Choice of Spin Configurations on the
Calculated J Values.In order to check the influence of the
number of configurations employed in the calculations, we
have analyzed the results taking up to 32 spin configurations
together with theS) 7 ground-state spin solution. The fitted
J values are collected in Table 2. In each case, the
configurations correspond to the low-lying cases that provide
a solvable system of equations. The analysis of the results
gives some insights: (i) The nature and relative strength of
the exchange interaction is well-reproduced by both func-
tionals (PBE and B3LYP) independently of the number of
spin configurations considered. (ii) The standard deviations
are smaller than one wavenumber in all cases, independently
of the magnitude of the interaction. (iii) The errors obtained
with the PBE functional are slightly larger than those
obtained with the hybrid functional. (iv) The inclusion of
spin configurations with relatively high energies in the case
of n ) 32 induces rather small variations in theJ values
that are practically converged with a smaller number of spin
configurations. (v) For the weakest interaction (J6), the errors
obtained with the PBE functional are approximately of the
same order of magnitude as the coupling constant, although
the sign remains unchanged for all numbers of spin con-
figurations.

Role of the Next-Nearest Neighbor Interactions.As
mentioned in the introduction, one of the goals of this work
was to study the role of the next-nearest neighbor interac-
tions. Due to the cyclic structure of the complex, it is a good
test case to verify such an effect independently of other terms,
such as the fourth-order terms that have also been proposed

to improve the description of the Hamiltonian. Such next-
nearest neighbor interactions are depicted in Figure 4 with
the corresponding mathematical expression for the Heisen-
berg Hamiltonian given in eq 3. With that Hamiltonian,J1-
J6 are nearest-neighbor coupling constants andJ7-J12

correspond to next-nearest neighbor interactions.

TheJ values calculated including the next-nearest neighbor
interactions with different sets of spin configurations are
presented in Table 3. The main conclusions that can be
extracted from such results are as follows: (i) The inclusion
of the next-nearest neighbor interactions does not change
significantly the magnitudes of the first neighbor coupling
constants but reduces the error by around 1 order of
magnitude, becoming smaller than 0.01 cm-1 in the case of
the hybrid functional. Such results are reported with three
decimals to show the accuracy reached in the fitting
procedure even if it is probably beyond their physical
accuracy. (ii) The convergence of theJ values with the
number of configurations is faster and smoother than when
only first-neighbor interactions are considered. (iii) In the
case of the PBE functional, the errors are larger than those
obtained with the hybrid functional. (iv) The PBE functional
gives a higher value of theJ6 coupling constants when next-
nearest neighbor interactions are considered, becoming closer
to the B3LYP results. (v) Only in the case ofJ7 is the value
of the next-nearest neighbor coupling constant significant,
which should be attributed to the presence of a direct
interaction through an anti-syn carboxylato bridging ligand36

between the two metals (see Figure 1). (vi) All other next-
nearest neighbor interactions show a very weak antiferro-
magnetic coupling with the exception ofJ12, which is
practically negligible.

Quantum Monte Carlo Simulations. In order to verify
the applicability of the calculatedJ values, we wish to
compare the experimental magnetic susceptibility curve with

Table 2. Exchange Coupling Constants (in cm-1) for
[MnIII

6MnII
6(O2CMe)14(mda)8]30,31 Calculated with the PBE

and B3LYP Functionals Using Different Sets of n Spin
Configurationsa

PBE

n 6 13 16 24 32

J1 -11.4 -10.8 (9) -10.6 (9) -10.4 (6) -12.1 (7)
J2 -18.3 -15.3 (8) -15.4 (9) -16.0 (5) -16.3 (6)
J3 +6.5 +6.6 (5) +6.4 (5) +6.5 (4) +6.4 (5)
J4 +6.6 +8.6 (7) +8.5 (5) +8.3 (3) +8.1 (4)
J5 -8.4 -7.2 (8) -7.7 (7) -8.2 (4) -8.4 (5)
J6 -0.9 -2.9 (10) -1.8 (8) -1.2 (4) -1.8 (4)

B3LYP

n 6 13 16 24 32

J1 -4.11 -3.9 (3) -3.8 (3) -3.8 (2) -4.4 (3)
J2 -7.96 -6.8 (3) -6.9 (3) -7.1 (1) -7.2 (2)
J3 +4.60 +4.6 (2) +4.6 (2) +4.6 (2) +4.5 (2)
J4 +4.61 +5.4 (2) +5.3 (2) +5.2 (1) +5.1 (2)
J5 -2.77 -2.3 (3) -2.5 (3) -2.7 (2) -2.8 (2)
J6 -7.03 -7.8 (4) -7.3 (3) -7.1 (2) -7.3 (2)

a The number in parentheses indicates the standard deviation of
the least-squares fitting.

Figure 4. Scheme showing the topology of the next-nearest
neighbor exchange interactions in the studied Mn12 complex.

Ĥ ) -J1[Ŝ1Ŝ2 + Ŝ7Ŝ8] - J2[Ŝ2Ŝ3 + Ŝ8Ŝ9] -

J3[Ŝ3Ŝ4 + Ŝ9Ŝ10] - J4[Ŝ4Ŝ5 + Ŝ10Ŝ11] - J5[Ŝ5Ŝ6 + Ŝ11Ŝ12] -

J6[Ŝ6Ŝ7 + Ŝ1Ŝ12] - J7[Ŝ1Ŝ3 + Ŝ7Ŝ9] - J8[Ŝ2Ŝ4 + Ŝ8Ŝ10] -

J9[Ŝ3Ŝ5 + Ŝ9Ŝ11] - J10[Ŝ4Ŝ6 + Ŝ10Ŝ12] - J11[Ŝ5Ŝ7 + Ŝ1Ŝ11] -
J12[Ŝ6Ŝ8 + Ŝ2Ŝ12] (3)
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that obtained from those calculated parameters. Since the
large size of the Hamiltonian matrix prevents the exact
diagonalization or the use of the Lanczos algorithm37 on the
whole matrix, we have employed quantum Monte Carlo
simulations (see Computational Details) using the calculated
J values obtained with the two available crystal structures
using only first-neighbor interactions and the largest set of
spin configurations (see Table 2). There are two relatively
similar experimental curves (see Figure 5) that were obtained
by fitting anS) 8 ground state30,31 (white squares) or anS
) 7 value (white circles).32 Our results are in good agreement
with the experimental data (especially those obtained with
the B3LYP functional) for the decay region below 150 K
where the PBE functional gives a too fast drop due to the
higher J2 antiferromagnetic value. We have employed ag
) 2 value for the quantum Monte Carlo simulations.
However, usingg ) 1.95 close to theg ) 1.91 obtained
from the fitting by Rumberger et al.,32 our simulation matches
almost perfectly the experimental curve.

From the shape of the magnetic susceptibility curves, it is
not easy to conclude which is the total spin of the ground
state; however, the theoretical results clearly indicate the
presence of anS ) 7 single-determinant ground state with
an S ) 9 excited-state very close in energy.

Conclusions
The exchange coupling constants calculated using methods
based on density functional theory provide an accurate

description of the available experimental magnetic properties
of the studied loop Mn12 complex. Thus, the calculated
exchange coupling constants using the hybrid B3LYP
functional for the two experimental crystal structures predict
anS) 7 single-determinant ground state in good agreement
with the S ) 7 and 8 values proposed experimentally.

The use of numerical calculations with the PBE functional
gives fair results in general, although the weakest exchange
coupling constant (J6) calculated for one of the crystal
structures has a wrong positive sign. The use of quantum
Monte Carlo simulations indicates that the calculated ex-
change coupling constants using the B3LYP functional and
a Gaussian basis set reproduce nicely the experimental curve
with a better agreement than the PBE functional combined
with a numerical basis set.

We have also analyzed the effect of the choice of the spin
configurations for the calculation of the exchange coupling
constants showing that the values obtained are practically
independent of the number of spin configurations employed.
The calculated errors are similar for all the interactions
independently of their value, and such errors are larger for
the numerical PBE results than for the B3LYP method using
Gaussian functions as a basis set. The inclusion of next-
nearest neighbor interactions reduces the errors in the
exchange coupling constants by about one order of magni-
tude, while the values corresponding to the first-neighbor
coupling constants remain practically unchanged. The con-
vergence of the calculatedJ values with the number of spin
configurations is faster and smoother than when only first-
neighbor interactions are considered. The next-nearest neigh-
bor interactions correspond usually to very weak antiferro-
magnetic coupling with the exception ofJ7, which corresponds
to an interaction through a syn-anti carboxylato bridging
ligand between the two metals.

Computational Details
In our calculations, we have employed the experimental
structures32 due to the large dependence of the magnetic

Table 3. Exchange Coupling Constants (cm-1) for
[MnIII

6MnII
6(O2CMe)14(mda)8]30,31 Including the Next-Nearest

Neighbor Interactions (see Figures 2 and 4) Calculated
with the PBE and B3LYP Functionals Using Different Sets
of n Spin Configurationsa

PBE

n 12 13 16 24 32

J1 -12.00 -11.98 (10) -11.96 (10) -11.94 (8) -11.95 (5)
J2 -15.54 -15.50 (9) -15.46 (9) -15.51 (9) -15.60 (5)
J3 +5.87 +5.88 (8) +5.88 (10) +5.90 (9) +5.83 (5)
J4 +7.83 +7.80 (8) +7.82 (9) +7.94 (8) +7.90 (5)
J5 -7.37 -7.46 (10) -7.37 (7) -7.40 (7) -7.34 (4)
J6 -3.38 -3.28 (10) -3.22 (8) -3.21 (9) -3.29 (4)
J7 -1.96 -1.95 (7) -1.90 (6) -1.90 (6) -1.94 (2)
J8 -0.19 -0.05 (13) -0.02 (11) -0.02 (8) -0.10 (5)
J9 -0.72 -0.76 (6) -0.74 (7) -0.78 (6) -0.77 (4)
J10 -0.35 -0.43 (7) -0.41 (8) -0.49 (7) -0.44 (4)
J11 -0.79 -0.78 (5) -0.77 (5) -0.75 (5) -0.77 (4)
J12 +0.06 +0.06 (8) +0.13 (5) +0.16 (6) +0.18 (4)

B3LYP

n 12 13 16 24 32

J1 -4.321 -4.320 (4) -4.319 (6) -4.316 (9) -4.313 (6)
J2 -6.858 -6.856 (4) -6.853 (6) -6.856 (9) -6.876 (7)
J3 +4.283 +4.283 (4) +4.283 (6) +4.269 (9) +4.288 (7)
J4 +5.071 +5.069 (3) +5.067 (5) +5.062 (8) +5.076 (7)
J5 -2.425 -2.429 (5) -2.436 (6) -2.448 (7) -2.456 (6)
J6 -7.917 -7.913 (5) -7.907 (6) -7.910 (9) -7.907 (5)
J7 -0.710 -0.709 (3) -0.709 (3) -0.709 (6) -0.707 (3)
J8 -0.015 -0.009 (6) -0.000 (7) +0.006 (8) -0.001 (7)
J9 -0.340 -0.342 (3) -0.345 (4) -0.351 (7) -0.336 (6)
J10 -0.135 -0.139 (3) -0.143 (4) -0.136 (7) -0.145 (6)
J11 -0.277 -0.276 (2) -0.274 (3) -0.273 (5) -0.267 (5)
J12 +0.000 +0.000 (3) -0.000 (5) -0.007 (6) -0.008 (6)

a The number in parentheses indicates the standard deviation of
the least-squares fitting.

Figure 5. Temperature dependence of the magnetic sus-
ceptibility of the Mn12 complex, two experimental curves (white
squares30,31 and circles32), and from quantum Monte Carlo
simulations using the coupling constants calculated with the
PBE (black circles) and B3LYP (black squares) functionals
(see Computational Details).
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properties with structural parameters, and very small varia-
tions in the geometry such as those induced by packing forces
can produce large changes in the calculated exchange
coupling constants.18,38 The calculations with the B3LYP
functional39 were performed with the NWChem code (version
4.7)40,41 and a guess function generated with the Jaguar 6.0
code.42 The triple-ú all-electron Gaussian basis set proposed
by Schaefer et al. was employed.43 The NWChem calcula-
tions were carried out in parallel using 256 processors in a
JS21 cluster at the Barcelona Supercomputer Center.

The SIESTA program (Spanish Initiative for Electronic
Simulations with Thousands of Atoms)44-47 was employed
with the GGA exchange-correlation functional proposed by
Perdew, Burke, and Erzernhof (PBE).48 We have selected
values of 50 meV for the energy shift and 200 Ry for mesh
cutoff that provide a good compromise between accuracy
and computer time needed to calculate the exchange coupling
constants.49,50 Only external electrons are included in the
calculations, the cores being replaced by norm-conserving
scalar relativistic pseudopotentials factorized in the Klein-
man-Bylander form.51 These pseudopotentials are generated
following the approach proposed by Trouiller and Martins52

from the ground-state atomic configurations for all the atoms
except for Mn, for which the MnII configuration [Ne]3s2-
3p64s03d5 was employed. The core radii for the s, p, and d
components of the Mn atoms are 1.4, 1.9, and 1.5, respec-
tively, and we have included partial-core corrections for a
better description of the core regions.53 The cutoff radii were
1.15 for oxygen, nitrogen, and hydrogen atoms; 1.25 for
carbon; and 1.6 for chlorine atoms.

The spin configurations adopted for the [MnIII
6MnII

6(O2-
CMe)14(mda)8] complex in order to obtain the exchange
coupling constants are collected in Table 4.

Due to the impossibility to perform the exact diagonal-
ization of the Hamiltonian matrix because of its huge size,
we have employed quantum Monte Carlo simulations that
allow the treatment of quantum spin systems.54 Among them,
we have employed the decoupled cell Monte Carlo method
proposed by Homma et al.55,56 The basic idea of such
simulations is to perform the exact diagonalization only for
a small subsystem, the decoupled cell. The conditional
probability of a spin placed in the center of the subsystem

being up or down is obtained from these exact diagonaliza-
tion procedures, then it is possible to construct a Markov
chain of a quantum system by using the Metropolis algorithm
as in the classical Monte Carlo approach. In this case, we
have employed a cell considering five atoms including, in
such a way, the interactions of the central atom with first
and next-nearest neighbors. In general, the quality of such
quantum methods will depend on the size of the cell
employed in the calculation of the probabilities, being
hypothetically exact when the whole system is considered.
We have employed successfully these kinds of simulations
previously in single-molecule magnets, for instance, in an
Fe8 complex.57 The simulations reproduce correctly the
results of the exact diagonalization of the Hamiltonian down
to relatively low temperatures.

Acknowledgment. The research reported here was
supported by the Direccio´n General de Investigacio´n del
Ministerio de Educacio´n y Ciencia and Comissio´ Interde-
partamental de Cie`ncia i Tecnologia (CIRIT) through grants
CTQ2005-08123-C02-02/BQU and 2005SGR-00036, re-
spectively. The authors thankfully acknowledge the computer
resources, technical expertise, and assistance provided by the
Barcelona Supercomputing Center (Centro Nacional de
Supercomputacio´n). R.C. thanks the Ministerio de Educacio´n
y Ciencia for a Mobility Program grant to cover his stay in
Barcelona.

References

(1) Miller, J. S.; Drillon, M.Magnetism: Molecules to Materials;
Wiley-VCH: Weinheim, Germany, 2001-2005; Vol. 1-5.

(2) Aromı́, G.; Brechin, E.Struct. Bonding2006, 122, 1.
(3) Christou, G.Polyhedron2005, 24, 2065.
(4) Caneschi, A.; Gatteschi, D.; Sessoli, R.; Barra, A. L.; Brunel,

L. C.; Guillot, M. J. Am. Chem. Soc.1991, 113, 5873.
(5) Friedman, J. R.; Sarachik, M. P.; Tejada, J.; Ziolo, R.Phys.

ReV. Lett. 1996, 76, 3830.
(6) Thomas, L.; Lionti, F.; Ballou, R.; Sessoli, R.; Gatteschi,

D.; Barbara, B.Nature (London, U.K.) 1996, 383, 145.
(7) Sessoli, R.; Gatteschi, D.Angew. Chem., Int. Ed.2003, 42,

246.
(8) Gatteschi, D.; Sessoli, R.; Villain, J.Molecular Nanomagnets;

Oxford University Press: Oxford, U. K., 2006.

Table 4. Spin Configurations Employed in the Calculations Sorted by Energy, with Exception of the First 12 Configurations
That Were Selected to Have a Solvable System of Equations, with Their Total Spin Valuea

atoms with down spin S atoms with down spin S

sd0 Mn2, Mn4, Mn8, Mn10 7 sd17 Mn2, Mn4, Mn7, Mn10 8
sd1 Mn2, Mn4, Mn9, Mn11 9 sd18 Mn1, Mn4, Mn7, Mn9, Mn11, Mn12 1
sd2 Mn2, Mn4, Mn7, Mn8, Mn10 3 sd19 Mn2, Mn3, Mn5, Mn6, Mn7, Mn10 0
sd3 Mn2, Mn4, Mn9, Mn11, Mn12 4 sd20 Mn4, Mn10 17
sd4 Mn2, Mn4, Mn7, Mn9, Mn10 4 sd21 Mn1, Mn2, Mn4, Mn7, Mn10 4
sd5 Mn2, Mn4, Mn6, Mn7, Mn9, Mn11 0 sd22 Mn3, Mn9 19
sd6 Mn2, Mn4, Mn10 12 sd23 Mn2, Mn8 17
sd7 Mn3, Mn5, Mn6, Mn7, Mn10 5 sd24 Mn2, Mn4, Mn7, Mn10, Mn12 3
sd8 Mn2, Mn4, Mn6, Mn8, Mn10 2 sd25 Mn1, Mn4, Mn6, Mn7, Mn10 4
sd9 Mn2, Mn4, Mn8 12 sd26 Mn2, Mn3, Mn5, Mn7, Mn10 5
sd10 Mn2, Mn4, Mn5, Mn8, Mn10 3 sd27 Mn1, Mn4, Mn7, Mn10 9
sd11 Mn2, Mn3, Mn4, Mn8, Mn10 3 sd28 Mn2, Mn3 18
sd12 Mn2, Mn4, Mn7, Mn9 9 sd29 Mn5, Mn11 19
sd13 Mn2, Mn4, Mn7, Mn9, Mn11 5 sd30 - 27
sd14 Mn2, Mn5, Mn6, Mn7, Mn10 4 sd31 Mn1, Mn7 19
sd15 Mn2, Mn4, Mn7, Mn9, Mn11, Mn12 0 sd32 Mn6, Mn12 17
sd16 Mn2, Mn3, Mn5, Mn8, Mn10 4

a MnIII and MnII cations correspond to odd and even numbers, respectively.

Mn12 Single-Molecule Magnet with a Loop Structure J. Chem. Theory Comput., Vol. 3, No. 3, 2007787



(9) Pederson, M. R.; Khanna, S. N.Phys. ReV. B: Condens.
Matter Mater. Phys.1999, 60, 9566.

(10) Kortus, J.; Pederson, M. R.; Baruah, T.; Bernstein, N.;
Hellberg, C. S.Polyhedron2003, 22, 1871.

(11) Pederson, M. R.; Bernstein, N.; Kortus, J.Phys. ReV. Lett.
2002, 89, 097202/1.

(12) Pederson, M. R.; Porezag, D. V.; Kortus, J.; Khanna, S. N.
J. Appl. Phys.2000, 87, 5487.

(13) Ruiz, E.Struct. Bonding2004, 113, 71.
(14) Gatteschi, D.J. Phys. Chem. B2001, 104, 9780.
(15) Goursot, A.; Malrieu, J. P.; Salahub, D. R.Theor. Chim.

Acta 1995, 91, 225.
(16) Castro, M.; Salahub, D. R.Phys. ReV. B: Condens. Matter

Mater. Phys.1993, 47, 10955.
(17) Postnikov, A. V.; Kortus, J.; Pederson, M. R.Phys. Status

Solidi B 2006, 243, 2533.
(18) Ruiz, E.; Alemany, P.; Alvarez, S.; Cano, J.J. Am. Chem.

Soc.1997, 119, 1297.
(19) Ruiz, E.; Alvarez, S.; Rodrı´guez-Fortea, A.; Alemany, P.;

Pouillon, Y.; Massobrio, C. Electronic Structure and Mag-
netic Behavior in Polynuclear Transition-Metal Compounds.
In Magnetism: Molecules to Materials; Miller, J. S., Drillon,
M., Eds.; Wiley-VCH: Weinheim, Germany, 2001; Vol. 2,
pp 227-279.

(20) Ruiz, E.; Cano, J.; Alvarez, S.; Caneschi, A.; Gatteschi, D.
J. Am. Chem. Soc.2003, 125, 6791.

(21) Boukhvalov, D. W.; Al-Saqer, M.; Kurmaev, E. Z.; Moewes,
A.; Galakhov, V. R.; Finkelstein, L. D.; Chiuzbaian, S.;
Neumann, M.; Dobrovitski, V. V.; Katsnelson, M. I.;
Lichtenstein, A. I.; Harmon, B. N.; Endo, K.; North, J. M.;
Dalal, N. S.Phys. ReV. B: Condens. Matter Mater. Phys.
2007, 75, 014419.

(22) Boukhvalov, D. W.; Lichtenstein, A. I.; Dobrovitski, V. V.;
Katsnelson, M. I.; Harmon, B. N.; Mazurenko, V. V.;
Anisimov, V. I. Phys. ReV. B: Condens. Matter Mater. Phys.
2002, 65, 184435.

(23) Park, K.; Pederson, M. R.Phys. ReV. B: Condens. Matter
Mater. Phys.2004, 70, 054414.

(24) Park, K.; Pederson, M. R.; Hellberg, C. S.Phys. ReV. B:
Condens. Matter Mater. Phys.2004, 69, 014416.

(25) Ruiz, E.; Cano, J.; Alvarez, S.; Alemany, P.J. Comput.
Chem.1999, 20, 1391.

(26) Ruiz, E.; Rodrı´guez-Fortea, A.; Cano, J.; Alvarez, S.;
Alemany, P.J. Comput. Chem.2003, 24, 982.

(27) Ruiz, E.; Alvarez, S.; Cano, J.; Polo, V.J. Chem. Phys.2005,
123, 164110.

(28) Bencini, A.; Totti, F.Int. J. Quantum Chem.2005, 101, 819.
(29) Moreira, I. d. P. R.; Calzado, C. J.; Malrieu, J. P.; Illas, F.

Phys. ReV. Lett. 2006, 97, 087003.
(30) Rumberger, E. M.; Zakharov, L. N.; Rheingold, A. L.;

Hendrickson, D. N.Inorg. Chem.2004, 43, 6531.
(31) Rumberger, E. M.; Zakharov, L. N.; Rheingold, A. L.;

Hendrickson, D. N.Inorg. Chem.2005, 44, 2742.
(32) Foguet-Albiol, D.; O’Brien, T. A.; Wernsdorfer, W.; Moul-

ton, B.; Zaworotko, M. J.; Abboud, K. A.; Christou, G.
Angew. Chem., Int. Ed.2005, 44, 897.

(33) Que, L.; True, A. E.Prog. Inorg. Chem.1990, 38, 97.
(34) Cano, J.; Ruiz, E.; Alvarez, S.; Verdaguer, M.Comments

Inorg. Chem.1998, 20, 27.
(35) Ruiz, E.; Cirera, J.; Alvarez, S.Coord. Chem. ReV. 2005,

249, 2649.
(36) Rodriguez-Fortea, A.; Alemany, P.; Alvarez, S.; Ruiz, E.

Chem.sEur. J. 2001, 7, 627.

(37) Rajaraman, G.; Ruiz, E.; Cano, J.; Alvarez, S.Chem. Phys.
Lett. 2005, 415, 6.

(38) Ruiz, E.; Cano, J.; Alvarez, S.; Alemany, P.J. Am. Chem.
Soc.1998, 120, 11122.

(39) Becke, A. D.J. Chem. Phys.1993, 98, 5648.

(40) Kendall, R. A.; Apra, E.; Bernholdt, D. E.; Bylaska, E. J.;
Dupuis, M.; Fann, G. I.; Harrison, R. J.; Ju, J. L.; Nichols,
J. A.; Nieplocha, J.; Straatsma, T. P.; Windus, T. L.; Wong,
A. T. Comput. Phys. Commun.2000, 128, 260.
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Abstract: The DFT method calculation was carried out to evaluate standard redox potential

(SRP) for metal-to-metal cation and metal-to-metal complex systems. With the Born-Haber

cycle, standard redox potential was composed of the cohesive energy, ionization energy, and

solvation energy. The ligand exchange energy was added in case of metal complex. The solvent

effects were incorporated by the self-consistent reaction field theory at the level of the polarized

continuum model (PCM). At the highest level of calculations, the geometry optimization and

harmonic frequency analysis were evaluated under the PCM. Utilizing experimental values of

the cohesive energy of metals, the standard deviations between the calculated and experimental

SRP values were 0.20-0.27 V depending on the calculation levels and basis sets used. For

three Ag complexes with CN-, S2O3
2-, and NH3 ligands, the discrepancy was within 0.3 V.

Introduction
Although the standard redox potential (SRP) determining the
equilibrium between bulk metal and metal ion or metal
complex is the most fundamental quantity in electrochem-
istry, computational chemistry approach has not been carried
out so far. The SRP corresponds to a process in which a
metal ion begins to be deposited on the solid metal electrode
soaking in acid solution and to be reduced. However, it is
easily anticipated that many factors relating adsorption and
coordination of solvent molecules to metal surfaces and to
metal ions influence the process in a complicated manner.
In recent years, quantum chemical methodology for the
solution chemistry has developed.1-3 Techniques managing
solvent as continuum models have been established and
incorporated in many molecular orbital (MO) and density
functional theory (DFT) method programs. It means that new
approaches on electrochemistry become possible. A straight-
forward application is evaluation of solvation free energy,

and many papers have been published so far.4-8 Baik and
Friesner estimated the redox potentials for organic molecules
and metal complexes.9 Undsemaa and Tamm calculated the
redox potentials for oxidation number change of transition-
metal ions.10 They also presented the structure of hydration
spheres.

In this study, we try to evaluate the SRP for 21 metal ions
(metal aqueous complexes) such as Li+, K+, Ca2+, Na+,
Mg2+, Al3+, Ti2+, Mn2+, Zn2+, Cr3+, Fe2+, Co2+, Ni2+, Fe3+,
Cu2+, Cu+, Ag+, Pd2+, Pt2+, Au3+, and Au+ in the increasing
order of experimental SRP values11 and three Ag complexes
with nonaqueous ligands, [Ag(NH3)2]+, [Ag(CN)2]-, and
[Ag(S2O3)2]3-, based on the DFT calculations. The redox
potentials for the oxidation number change of a transition-
metal complex, such as [Fe(CN)]3- + e- f [Fe(CN)]4-, have
been reported by other researches.9,10 Those calculations
require only the isolated complexes. However, for silver
complexes, the oxidation number becomes zero when
reduced. So some device is necessary, and our approach is
applicable for this case.

To get an image of change of states easily, we consider
the opposite direction of the process, i.e., the process from
solid metal to hydrated metal ion. This process is partitioned
into the three processes utilizing the Born-Haber cycle

† Dedicated to Professor Dennis R. Salahub on the occasion of
his 60th birthday.

* Corresponding author e-mail: kobayashi@chem.kit.ac.jp.
‡ Science University of Tokyo.
§ Kyoto Institute of Technology.

789J. Chem. Theory Comput.2007,3, 789-795

10.1021/ct700015t CCC: $37.00 © 2007 American Chemical Society
Published on Web 03/22/2007



(Scheme 1): (1) sublimation or cohesion to atoms from solid,
(2) ionization of atoms, and (3) formation of a hydrated
complex from the bare ion and water molecules. For the case
of the metal-to-metal complex, (4) the ligand exchange
process is added. The SRPs are estimated as the sum of
energy changes for the three or four processes. The useful-
ness of our approach has been demonstrated in a preliminary
report.12

Method of Calculation and Models
Equation 1 shows the energy change from bulk metal to
hydrated metal ion shown in Scheme 1.

The first term on the right-hand sideεcohe
expt is the sublimation

process from solid to gas. This quantity is equivalent to the
cohesive energy, which could be evaluated as an energy
difference between a bulk solid and an isolated atom if band
calculation is carried out. Since the other processes are able
to be evaluated within a molecular model, and the purpose
of the present work is not to evaluate the cohesive energy
precisely, experimental values of the cohesive energy are
employed.13 The second termεion and the third termεhydraon
the right-hand side are ionization energy and hydration
energy, respectively. The present method is also applied to
Ag complexes with nonaqueous ligands. Then the forth term
εli-ex representing the ligand exchange energy is added.

There are two approaches to estimate the ionization energy.
One is to calculate the energy difference between a neutral
atom and its cation (so-called∆SCF method), as shown in
eq 2a, using the same functional and basis set as the rest
of the calculation (e.g., hydration energy). In another
approach, experimental values of the ionization energy are
employed as shown in eq 2b. These are referred to as
theoretical and experimental estimation of ionization ener-
gies.

The hydration energy is expressed in eq 3. In this
calculation, six water molecules are arranged around the
metal cation, and the hydration energy is the difference
between the energy of an aqueous metal complex and the
sum of energies of a bare cation and an aqueous cluster
composed of six water molecules. Three types of coordina-
tion modes of aqueous complexes are considered as shown
in Figure 1: (1) six coordination octahedral structure, (2)
four coordination tetrahedral structure with two water
molecules in the second coordination shell, and (3) two
coordination linear structure with four water molecules in
the second coordination shell. Their coordination modes are
abbreviated as (6+ 0), (4 + 2), and (2+ 4), respectively.
The two or four water molecules in the second coordination
shell have no realistic evidence. However the use of (4+ 2)
and (2+ 4) modes rather than (4+ 0) and (2+ 0) modes
can restrict the reference system to 6H2O only. For individual
metals, the most stable configuration is determined by
optimizing the three coordination modes of an aqueous
complex in gas-phase and then by recalculating their total
energies in solution.

The total energy change is expressed in eqs 4a or 4b,
depending on the estimation of the ionization energy. In the
theoretical estimation scheme (eq 4a), the energy of the metal
ion appears twice in the opposite sign, and these terms are
canceled. Only the energy of the metal atom is left in the
final equation. On the other hand, only the energy of the

Scheme 1. Born-Haber Cycle and SRP Process

∆ε ) εcohe
expt + εion + εhydra(+ εli-ex) (1)

εion ) ε[Mn+] - ε[M0] (2a)

εion ) εion
expt (2b)

εhydra) ε[M(OH2)6
n+] - ε[Mn+] - ε[6H2O] (3)

Figure 1. Schematic illustration of three aqueous metal
complexes. Six coordination octahedral structure, four coor-
dination tetrahedral structure with two water molecules in the
second coordination shell, and two coordination linear struc-
ture with four water molecules in the second coordination
shell. Their coordination modes are abbreviated as (6 + 0),
(4 + 2), and (2 + 4), respectively.

∆ε ) εcohe
expt + εion + εhydra

) εcohe
expt + (ε[Mn+] - ε[M0]) + (ε[M(OH2)6

n+] - ε[Mn+] -
ε[6H2O]) (4a)

) εcohe
expt - ε[M0] + ε[M(OH2)6

n+] - ε[6H2O]

∆ε ) εcohe
expt + εion

expt + ε[M(OH2)6
n+] - ε[Mn+] - ε[6H2O]

(4b)
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metal cation appears in eq 4b. We adopt both the estimation
schemes mixed. This reasoning is discussed below.

One origin of numerical errors comes from the inaccuracy
in the total energies of metal atom and cation. This situation
is illustrated in Scheme 2. Because of the variational
principle, the energy levels for atoms and cations are never
calculated deeper than their exact energy levels. It means
that the errors are classified into two cases. In case 1,
underestimation of the ionization energy suggests that the
energy of atom is evaluated more poorly (higher in energy).
In case 2, overestimation of the ionization energy suggests
that the energy of cation is evaluated too much upward. The
cation energy and atom energy are relatively more reliable
in case 1 and case 2, respectively, and therefore the adoption
of the experimental estimation scheme for case 1 (since it
depends on the cation energy only) and the adoption of
theoretical estimation schemes for case 2 (since it depends
on the atom energy only) reduce the numerical errors.

Electronic configurations and spin multiplicities for the
ground state of atoms are referred to in a book by Karplus
and Porter.14 For transition metals, spin multiplicities for
cations are estimated by considering that the outer s electrons
are removed first and then the d electrons. For the electronic
configurations of metal atoms and cations, the electron
populations among the three p orbitals and the five d orbitals
should be equal if the spherical symmetry is conserved. In
the present work, no restriction is imposed. So the obtained
electron density does not satisfy exactly the spherical
symmetry, but their energies are adopted intact.

For Ag complexes with nonaqueous ligands, the ligand
exchange reactions are written individually by the following
chemical equations, in terms of the hydrated complex and
the hydrated ligand molecules or ions.

The ligand exchange energy is evaluated by eq 5, where
n ) 0, 1, and 2 forL ) NH3, CN-, and S2O3

2-, respectively.
Equations 4a and 4b are modified to eqs 6a and 6b.

The solvent effects are taken into consideration in an
indirect manner, that is, by the self-consistent reaction field
method at the level of the polarized continuum model
(PCM).1-3 All the species except for the isolated metal atom
M0 and the metal ion Mn+ appearing in eqs 2a to 6b are
evaluated in solution.

There are three levels of calculation. The lowest level is
that optimization is carried out in gas-phase and the
optimized geometry is used for the PCM calculation without
further optimization. We refer to this level of calculation as
method-Hv. “H” means enthalpy, which is equal to the SCF
energy if the change of volume is ignored. “v” represents
that the geometry is optimized in “vacuum”.

In the second level of calculation, the geometry is
optimized under the PCM, and the corresponding label is
method-Hp. “p” represents PCM. In the highest level of
calculation, the geometry optimization is the same as the
second level, i.e., under the PCM, and furthermore the
harmonic frequency is calculated under the PCM to consider
the zero point energy and the vibrational contribution of
entropy. Small correction from translation and rotation
contribution is estimated by the classical approximation. With
the PCM, the harmonic frequency is evaluated by the calculus
of finite difference of the energy gradient since the analytical
second energy derivative is not available. This level of
calculation is labeled as method-G, where “G” means the
Gibbs free energy. In method-G, the thermal correction is
also considered for free atoms and cations. We have the gas-
phase results too, but we will not show them since they are
far from experimental results. In the present model, electrons
released from atoms are assumed to go away from the
system, and the charging-up effects of electrodes are not
considered.

According to the text book of physical chemistry or
electrochemistry, the SRP or the standard hydrogen electrode
(SHE) potentialESHE is related to the free energy change
∆ε by eq 7, where∆ε is represented in “eV” unit, andν is
the number of electrons transferred to cation. The absolute
potential value for hydrogen electrode (4.43 V) is taken from
the paper by Reiss and Heller.15

Scheme 2. Origin of Errors in Ionization Energy
Calculation

Ag(OH2)6
+ + 2(NH3•2H2O) f Ag(NH3)2(OH2)4

+ + 6H2O

Ag(OH2)6
+ + 2(CN-•2H2O) f Ag(CN)2(OH2)4

- + 6H2O

Ag(OH2)6
+ + 2(S2O3

2-•2H2O) f Ag(S2O3)2(OH2)4
3- +

6H2O

εli-ex ) ε[AgL2(OH2)4
(1-2n)] + ε[6H2O] - ε[Ag(OH2)6

+] -

2ε[Ln-‚2H2O] (5)

∆ε ) εcohe
expt + εion + εhydra+ εli-ex ) εcohe

expt - ε[M0] + ε[M

(OH2)6
n+] - ε[6H2O] + εli-ex (6a)

∆ε ) εcohe
expt + εion

expt + ε[M(OH2)6
n+] - ε[Mn+] - ε[6H2O] +

εli-ex (6b)
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All the calculation is carried out with Gaussian 03 program
package.16 The Becke three-parameter Lee-Yang-Parr
hybrid functionals are employed.17-20 Two types of basis sets
are used, i.e., all-electron 6-311G(d,p) and the Los Alamos
model core potential (MCP).21,22 Both basis sets have their
limits of application. The all-electron 6-311G(d,p) basis is
not applicable to the second and third row transition elements,
and we treated 16 ions, Li+, K+, Ca2+, Na+, Mg2+, Al3+,
Ti2+, Mn2+, Zn2+, Cr3+, Fe2+, Co2+, Ni2+, Fe3+, Cu2+, and
Cu+ with this basis set. On the other hand, the MCP basis is
not applicable to Li+, Na+, Mg2+, and Al3+ ions because of
no valence electrons, and we applied the MCP basis to the
following 17 ions, K+, Ca2+, Ti2+, Mn2+, Zn2+, Cr3+, Fe2+,
Co2+, Ni2+, Fe3+, Cu2+, Cu+, Ag+, Pd2+, Pt2+, Au3+, and
Au+. Several ions are dealt with by the both basis sets and
could be compared to each other.

Results and Discussion
1. Isolated Ligand Systems.The optimized structures of
water cluster 6H2O, and three ligand-water clusters
2(NH3•2H2O), 2(CN-•2H2O), and S2O3

2-•2H2O are shown
in Figure 2. All four structures are optimized in gas-phase
or under the PCM depending on the methods. Except for
2(S2O3

2-•2H2O), the whole structures 6H2O, 2(NH3•2H2O),
and 2(CN-•2H2O) are optimized, and their energies are used.
However, the whole structure 2(S2O3

2-•2H2O) could not be
optimized. It separates into the two subunits S2O3

2-•2H2O
probably due to the strong electrostatic repulsion between
them, even in the PCM calculation. Then the optimization
is carried out with the single subunit, and the energy is
doubled to estimate that for 2(S2O3

2-•2H2O).
2. SRPs for 21 Metal Ions.For 21 metal ions examined,

three configurations of aqueous complexes are optimized in
gas-phase, and then the energies of configurations are
recalculated under the PCM. The most stable configuration
is selected, and its energy is used to evaluate the SRP with
methods-Hv. For methods-Hp and -G, the structure is
optimized again under the PCM. Table 1 shows the spin
multiplicity for atom and cation, the experimental values of
cohesive energy and ionization energy, the most stable
configuration of aqueous complex, and the experimental SRP
value. The spin multiplicity and stable configuration are
common to all the calculations. We consulted three experi-
mental SRP values referred to as refs 7a-c. References 7a
and 7b are almost the same, but that from ref 7c deviates
from the former two to some degree. So the value from ref
7b is adopted as the reference experimental SRP value and
cited in Table 1.

Table 2 shows the results of all-electron calculation for
the 16 metals. It contains the hydration energy, (calculated)
ionization energy, and SRP values with their deviations from
the experimental value (∆SRP), for the three methods. For
Mn2+, Zn2+, Cr3+, Fe2+, Co2+, Ni2+, Cu2+, and Cu+, the
ionization energies are underestimated, and the experimental
ionization energy is employed. For other ions, the calculated
ionization energy is employed. The largest discrepancy is

found for Cu+ throughout the three methods. The next ones
are Al3+, K+, Li+ and Co2+, and their relative magnitude of
deviation is changing depending on the methods. Raising
the calculation level to method-Hp and method-G, the
magnitude of discrepancy are almost the same. The standard
deviation for the 16 metals is 0.20-0.22 V.

Table 3 shows the results of MCP calculation such as the
hydration energy, ionization energy, and SRP with∆SRP

ESHE ) ( ∆ε

ν|e| - 4.43) (7)

Figure 2. Optimized structures for water cluster and three
ligand-water clusters with the lowest total energies: (a) 6H2O,
(b) 2(NH3•2H2O), (c) 2(CN-•2H2O), and (d) S2O3

2-•2H2O.

Table 1. Name of Ion, Multiplicity of Atom and Ion,
Experimental Cohesive Energy, Experimental Ionization
Energy, Most Stable Configuration, and Experimental SRP
Value

ion
name multiplicitya

cohesive
energyb

ioniza.
energyc configurationd

exptl
SRP valuee

Li+ 2f1 1.63 5.392 4 + 2 -3.045
K+ 2f1 0.934 4.341 4 + 2 -2.925
Ca2+ 1f1 1.84 17.984 6 + 0 -2.84
Na+ 2f1 1.113 5.139 4 + 2 -2.714
Mg2+ 1f1 1.51 22.681 6 + 0 -2.356
Al3+ 2f1 3.39 53.261 6 + 0 -1.676
Ti2+ 3f3 4.85 20.40 6 + 0 -1.63
Mn2+ 6f6 2.92 23.075 6 + 0 -1.18
Zn2+ 1f1 1.35 27.358 6 + 0 -0.7626
Cr3+ 7f4 4.10 54.226 6 + 0 (-0.740)f

Fe2+ 5f5 4.28 24.05 6 + 0 -0.440
Co2+ 4f4 4.39 24.96 6 + 0 -0.277
Ni2+ 3f3 4.44 25.803 6 + 0 -0.257
Fe3+ 5f6 4.28 54.701 6 + 0 (-0.037)g

Cu2+ 2f2 3.49 28.018 6 + 0 0.340
Cu+ 2f1 3.49 7.726 2 + 4 0.520
Ag+ 2f1 2.95 7.576 2 + 4 0.7991
Pd2+ 1f1 3.89 27.77 4 + 2 0.915
Pt2+ 3f1 5.84 27.563 4 + 2 1.188
Au3+ 2f1 3.81 4 + 2 1.52
Au+ 2f1 3.81 9.225 2 + 4 1.83

a “MfN” means that the spin multiplicity for atom is M and that of
cation is N. b Cohesive energy is taken from ref 9, and the unit is eV.
c Experimental ionization energy taken from ref 7c, and the unit is
eV. d Configuration symbols “6 + 0”, “4 + 2”, and “2 + 4” mean that
number of H2O molecules in the first coordination shell is 6, 4, and
2, respectively. e Cited from ref 7b. Unit is V. f Estimated from the
two reaction, Cr2+ + 2e- ) Cr and Cr3+ + e- ) Cr2+. g Estimated
from the two reaction, Fe2+ + 2e- ) Fe and Fe3+ + e- ) Fe2+.
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values evaluated by the three methods for the 17 metals. For
Zn2+ and Fe2+, the ionization energies are underestimated,
and the experimental ionization energies are used. Through-
out the three methods, the largest discrepancy is seen for

Au3+, K+, and next Fe2+ and Cr3+. In method-G, the
agreement becomes worse even for Pt2+. Thus the standard
deviations are 0.23, 0.23, and 0.27 V for methods-Hv, -Hp,
and -G, respectively.

Figures 3 and 4 show correlation relation between the
calculated SRPs and the experimental SRP’s. In the order
of methods-Hv, -Hp, and -G, the computational cost in-
creases, and the accuracy of calculated results is expected
to be improved. Although the discrepancy is decreased for
some ions, the overall consistency is not improved. Baik and

Table 2. Name of Ion, Hydration Energy, Ionization
Energy, SRP Values, and their Differences from
Experimental Values Calculated with an All-Electron Basis
Seta

method-Hv method-Hp method-G

ion
hydra.
energy

ioniza.
energyb SRP ∆SRP SRP ∆SRP SRP ∆SRP

Li+ -6.12 5.62 -3.31 -0.26 -3.36 -0.31 -3.23 -0.19
K+ -3.65 4.50 -2.65 0.27 -2.74 0.18 -2.67 0.25
Ca2+ -16.88 18.24 -2.83 0.01 -2.88 -0.04 -3.00 -0.16
Na+ -4.78 5.42 -2.68 0.04 -2.80 -0.08 -2.70 0.01
Mg2+ -20.51 23.19 -2.34 0.02 -2.38 -0.03 -2.38 -0.03
Al3+ -48.02 53.92 -1.33 0.34 -1.39 0.29 -1.29 0.39
Ti2+ -19.41 20.50 -1.46 0.17 -1.52 0.11 -1.59 0.04
Mn2+ -19.50 23.06 -1.18 -0.00 -1.23 -0.05 -1.28 -0.10
Zn2+ -21.45 27.13 -0.80 -0.04 -0.84 -0.08 -0.81 -0.05
Cr3+ -46.96 53.96 -0.64 0.10 -0.70 0.05 -0.64 0.10
Fe2+ -20.51 24.00 -0.52 -0.08 -0.57 -0.13 -0.58 -0.14
Co2+ -21.54 24.87 -0.52 -0.25 -0.58 -0.30 -0.54 -0.26
Ni2+ -22.07 25.66 -0.34 -0.08 -0.39 -0.13 -0.32 -0.06
Fe3+ -45.90 55.39 0.16 0.20 0.11 0.14 0.14 0.18
Cu2+ -22.00 26.36 0.32 -0.02 0.28 -0.06 0.29 -0.05
Cu+ -6.75 7.18 0.04 -0.48 -0.17 -0.69 -0.11 -0.63
StDev 0.20 0.22 0.22

a Units for hydration and ionization energies are in eV, and units
for SRP and ∆SRP are in V. b For Mn2+, Zn2+, Cr3+, Fe2+, Co2+, Ni2+,
Cu2+, and Cu+, calculated ionization energies (italicized) underesti-
mate experimental ionization energy, and the SRP (and also ∆SRP)
is evaluated using the experimental ionization energy.

Table 3. Name of Ion, Hydration Energy, Ionization
Energy, SRP Values, and their Differences from
Experimental Values Calculated with the MCP Basis Seta

method-Hv method-Hp method-G

ion
hydra.
energy

ioniza.
energyb SRP ∆SRP SRP ∆SRP SRP ∆SRP

K+ -3.34 4.44 -2.39 0.53 -2.34 0.59 -2.29 0.63
Ca2+ -16.36 18.21 -2.59 0.26 -2.55 0.32 -2.57 0.27
Ti2+ -20.15 20.57 -1.80 -0.17 -1.78 -0.15 -1.78 -0.15
Mn2+ -20.06 23.18 -1.41 -0.23 -1.38 -0.19 -1.42 -0.24
Zn2+ -21.40 26.38 -0.78 -0.02 -0.74 0.02 -0.72 0.04
Cr3+ -48.72 56.74 -0.39 0.35 -0.39 0.35 -0.28 0.46
Fe2+ -21.13 23.89 -0.83 -0.39 -0.80 -0.36 -0.82 -0.38
Co2+ -22.11 25.65 -0.47 -0.19 -0.43 -0.16 -0.43 -0.16
Ni2+ -22.63 26.37 -0.34 -0.08 -0.30 -0.05 -0.32 -0.06
Fe3+ -47.17 56.09 -0.03 0.01 -0.04 -0.00 0.04 0.07
Cu2+ -22.46 28.60 0.39 0.05 0.42 0.08 0.39 0.05
Cu+ -6.61 7.83 0.28 -0.24 0.35 -0.17 0.38 -0.14
Ag+ -5.34 7.75 0.93 0.13 1.00 0.20 0.96 0.16
Pd2+ -23.93 30.78 0.94 0.02 0.94 0.03 1.18 0.27
Pt2+ -24.74 30.43 1.34 0.15 1.34 0.15 1.61 0.42
Au3+ -50.30 66.03 2.09 0.57 1.93 0.41 1.96 0.44
Au+ -6.86 9.42 1.94 0.11 1.99 0.16 1.99 0.16
StDev 0.23 0.23 0.27

a Units for hydration and ionization energies are in eV, and units
for SRP and ∆SRP are in V. b For Zn2+ and Fe2+, calculated ionization
energies (italicized) underestimate experimental ionization energy,
and the SRP (and also ∆SRP) is evaluated using the experimental
ionization energy.

Figure 3. Correlation between three levels of calculated SRP
and experimental SRP for 16 metal ions calculated with all-
electron basis. Full circle, open circle, and open square
represent values by methods-Hv, -Hp, and -G, respectively.

Figure 4. Correlation between three levels of calculated SRP
and experimental SRP for 17 metal ions calculated with MCP
basis. Full circle, open circle, and open square represent
values by methods-Hv, -Hp, and -G, respectively.
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Friesner also stated on this point.9 In their words, there is
another source of entropy such as reorientation of solvents,
which is not taken into account by the vibrational analysis
of solute. Unfortunately, cancellation of errors occurs, and
the three methods afford the almost same results for the all-
electron calculation, and methods-Hv and -Hp give better
results than method-G for the MCP calculation.

3. SRPs for Three Ag Complexes.The ligand exchange
reactions are dealt with at the level of method-Hv. The
energies of aqueous complex and water cluster are same as
those used in the previous section. The structures of three
Ag complexes, Ag(NH3)2(OH2)4

+, Ag(CN)2(OH2)4
-, and

Ag(S2O3)2(OH2)4
3-, where nonaqueous ligands occupy the

trans position, are optimized in gas-phase, and then the
energies are re-evaluated with the PCM. Several configura-
tions for the ligand-water complexes are examined with the
PCM, and the most stable configuration with the lowest
energy is adopted as the reference, which is shown in Figure
2(b)-(d).

Table 4 shows the energies for ligand-water complex and
Ag complex. Using these energies and the energies of
aqueous complex and water cluster, the ligand exchange
energy, εli-ex, is evaluated. Addingεli-ex to the sum of
cohesive, ionization, and hydration energies,εcohe

expt + εion +
εhydra, taken from Tables 1 and 3, the SRP is obtained after
converting the energy to the electrochemical potential accord-
ing to eq 7. For [Ag(CN)2(OH2)4]- and [Ag(S2O3)2(OH2)4]3-,
the discrepancy is smaller than 0.3 V, and an excellent
agreement is obtained for [Ag(NH3)2(OH2)4]+.

Conclusion
In this work, for the first time we presented the theoretical
estimation of SRP concerning the process from bulk metal
to metal ion and metal complex. The 21 metal ions and three
Ag complexes were examined. Throughout the three levels
of calculations, Cu+ and Al3+ ions and K+ and Au3+ ions
indicated the worst agreement with the experimental data
for the all-electron and MCP basis sets, respectively. The
ill-tempered nature of Cu+ was much improved for the MCP
calculation. These ill-tempered ions increased the standard
deviation and lowered the whole quality of calculations,
although the agreement was given within 0.2 V, i.e., 4.6 kcal/
mol for 11 and 10 ions with the all-electron and MCP basis

sets, respectively, in method-Hv. Except for method-G with
the MCP basis set, the standard deviations were in the range
of 0.20-0.23, and these are fairly good values. Although
there is room to be improved, such as accurate evaluation
of ionization energy and entropy contribution, it is a kind of
surprise that we have reproduced the SRP by the DFT
calculation based on a very simple idea, i.e., the Born-
Harber cycle. In future works, detailed parts of the PCM
parameter such as volume size should be optimized as well
as a more careful selection of the exchange correlation
functionals.
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Abstract: The “extended Overhauser model” [Overhauser, A. W. Can. J. Phys. 1995, 73, 683]

for the calculation of the spherically and system-averaged pair density (APD) has been recently

combined with the Kohn-Sham equations to yield realistic APD and correlation energies. In

this work we test this approach in the high-density (weakly correlated) limit of the He isoelectronic

series and of the Hooke’s atom isoelectronic series. Unlike many of the commonly used energy

functionals, the Overhauser approach yields accurate correlation energies for both series.

1. Introduction
Kohn-Sham (KS) Density Functional Theory1-3 (DFT) is
nowadays one of the most popular methods for electronic
structure calculations both in chemistry and solid-state
physics, thanks to its combination of low computational cost
and reasonable performances. The accuracy of a KS-DFT
result is limited by the approximate nature of the exchange-
correlation energy density functionalExc[n]. Simple ap-
proximations (local-density approximation and generalized
gradient corrections) forExc[n] provide practical estimates
of thermodynamical, structural, and spectroscopic properties
of atoms, molecules, and solids. However, with the current
approximations, KS-DFT is still lacking in several aspects,
in particular it fails to handle near-degeneracy correlation
effects (rearrangement of electrons within partially filled
shells) and to recover long-range van der Waals interaction
energies. The inaccuracy of KS-DFT stems from our lack
of knowledge ofExc[n], and much effort is put nowadays in
finding new approximations to this term (for recent reviews,
see, e.g., refs 2-4). A popular trend in the development of
new KSExc[n] is the use of the exact exchange functional
Ex[n] (in terms of the KS orbitals) and thus the search for
an approximate, compatible, correlation functionalEc[n].

An exact expression forEc[n] is the coupling-constant
integral5-8

where the interaction between the electrons is adiabatically
turned on fromwλ)0(r12) ) 0 to the Coulomb repulsion
wλ)λphys(r12) ) 1/r12 by varying a real parameterλ (typical
examples arewλ(r12) ) λ/r12, with λphys ) 1, or wλ(r12) )
erf(λr12)/r12, with λphys ) ∞). The one-electron densityn(r )
is (ideally) kept independent ofλ and equal to the one of
the physical system by means of a suitable external potential
Vλ(r ). In eq 1 the correlation part of the spherically and
system-averaged pair density (intracule density)f c

λ(r12) is
defined as follows. For eachλ, take the square of the many-
electron wavefunctionΨλ ground state of the Hamiltonian
Hλ

and integrate it over all variables except the scalar electron-
electron distancer12 ) |r 1 - r 2|

whereR ) (r 1 + r 2)/2. The correlation partf c
λ(r12) is then

defined asf c
λ(r12) ) f λ(r12) - fKS(r12), where the intracule

† Dedicated to Professor Dennis R. Salahub on the occasion of
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* Corresponding author e-mail: gori@lct.jussieu.fr.

Ec[n] ) ∫0

λphys dλ ∫0

∞
dr124π r12

2fc
λ(r12)

∂wλ(r12)

∂λ
(1)

Hλ ) - ∑
i)1

N ∇i
2

2
+

1

2
∑

i*j)1

N

wλ(|r i - r j|) + ∑
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N
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density of the KS system isfKS(r12) ) f λ)0(r12) (and yields
the Hartree plus the exchange energy).

The traditional DFT approach to the construction of
approximateEc[n] is based on the idea of universality. For
example, the familiar local-density approximation (LDA)
consists of transferring, in each point of space, the pair
density from the uniform electron gas to obtain an ap-
proximation for f c

λ(r12) in eq 1. In a couple of recent
papers,9-11 we have started to explore a different way of
constructing Ec[n], based on an “average pair density
functional theory” (APDFT), which was inspired by the
seminal work of Overhauser12 and its subsequent ex-
tensions.13-16 In this approach, we solve a set of radial (one-
dimensional) Schro¨dinger-like equations that give, in prin-
ciple, the exactf λ(r12) along the DFT adiabatic connection.
In practice, this formalism contains an unknown effective
electron-electron interaction that needs to be approximated.
The APDFT equations must be solved for each system and
combined self-consistently with the KS equations.11 Prelimi-
nary applications of this approach, combined with a simple
approximation9 for the effective electron-electron interaction
that enters in the formalism, gave accurate intracule densities
f(r12) and correlation energiesEc[n] for the He isoelectronic
series.9,11

Katriel et al.17 have recently tested most of the currently
available correlation energy functionals in the high-density
(weakly correlated) limit of the He and of the Hooke’s atom
isoelectronic series, finding that, while several functionals
are accurate for the He sequence, none is satisfactory for
the Hooke’s atom series. Motivated by their findings, in this
work we compute the correlation energy and the intracule
density in the high-density limit of the two series via the
APDFT approach,9-11 finding accurate results in both cases.

The paper is organized as follows. In the next section,
section 2, we recall the basic equations that define the high-
density limit of the He and Hooke’s atom sequences, to
which we apply, in sections 3 and 4, the formalism of refs
9-11 to compute the intracule density and the correlation
energy. In section 5 we also analyze the failure of LDA in
this limit from the point of view off(r12). The last section,
section 6, is devoted to conclusions.

2. The High-Density Limit of the He and
Hooke’s Atom Isoelectronic Series
The two Hamiltonians analyzed in this paper read

We are interested in the high-density (weakly correlated)
limit, which corresponds toZ f ∞ andk f ∞. By switching
to scaled coordinatess ) r /R, with R ) Z-1 (He series) and

R ) k-1/4 (Hooke’s series), both Hamiltonians have the form

whereṼ(s) ) -1/s for the He series, andṼ(s) ) s2/2 for the
Hooke’s atom series. We thus study pertubatively the system
described byH̃0 + RH̃1.

The order zero of the one-electron densityn(r) and of the
intracule densityf(r12), in scaled units, is simply

These functions are correctly normalized, so that if we switch
back to coordinatesr we haven(0)(r) ) R-3n(0)(s ) R-1r),
etc.

The first-order correction to the scaled density,n(s) )
n(0)(s) + Rn(1)(s) + ... is given by

where18

for the He isoelectronic series, withγ ) 0.577216 .. ,

and19,20

for the Hooke’s atom isoelectronic series.
By definition, the Kohn-Sham Hamiltonian describes a

noninteracting system that has the same density of the
physical, interacting system. Thus, the first-order change in
the electron density of eq 8 corresponds to a first-order
change in the KS system. Therefore, we write the scaled
intraculef(s12) up to ordersR as

where we have separated the first-order correction into a
Kohn-Sham part and a correlation part. The KS partf KS

(1) is

H ) -
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2

2
-
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2

2
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2
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f (s12) ) f (0)(s12) + R [fKS
(1)(s12) + fc

(1)(s12)] + O(R2) (12)
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entirely determined by the first-order densityn(1) of eq 8

and is reported in Appendix A in analytic form for the He
isoelectronic series, while it is obtained numerically for the
case of the Hooke’s series.

The total first-order intraculef (1) ) f KS
(1) + f c

(1) is known
analytically in the case of the Hooke’s series19,20

3. Effective Equations for f(r12) in the
High-Density Limit
3.1. Formalism. We are interested in calculatingf c

(1) and
the corresponding second-order correlation energyEc

(2) with
the method of refs 9-11, in which the intracule densityf(r12)
of the physical system is obtained from a set of effective
equations, which for two-electron systems reduce to

with f(r12) ) |ψ(r12)|2. Equation 15 can be derived by
considering10,11a set of Hamiltonians characterized by a real
parameterê

that describe a set of systems in which the external potential
is turned off asê f 0, and the intracule density is kept fixed,
equal to the one of the physical system, by means of a
suitable electron-electron interactionwê(r12). In the caseN
) 2, whenê ) 0 we have a translationally invariant system
(the center-of-mass degree of freedom is described by a plane
wave) of two fermions in a relative bound state (similar to
the case of positronium but with a different interaction). This
relative bound state is such that the square of the wavefunc-
tion for the relative coordinater12 is equal tof(r12) of the
starting physical system and is thus described by eq 15.10,11

For more than two electrons, in the case of a confined system
(atom, molecule), the limitê f 0 in eq 16 describes a cluster
of fermions, and eq 15 becomes an approximation10,11,21for
the internal degrees of freedom of the cluster.

Here we focus on the high-density limit of the Hamilto-
nians of eq 5, and we thus stick to the caseN ) 2. In general,
the effective electron-electron interactionweff(r12) in eq 15
is not known and must be approximated. In the case of the
He series, we have found9-11 that a simple approximation
based on the original idea of Overhauser12,13 gives very
accurate results for 2e Z e 10. In what follows we analyze
the performance of the same approximation in the veryZ f
∞ limit, and we extend our study to thek f ∞ limit of the
Hooke’s atom series. Of course, in the special case of the
Hooke’s series, the Hamiltonian (5) is exactly separable into

center-of-mass and relative coordinates, so that the exactweff-
(r12) is directly available. However, the point here is to check
whether the same approximateweff(r12) that accurately
describes the He series is capable of yielding also good
results for the Hooke’s series, since this seems to be not the
case for the currently available correlation energy function-
als.17

The construction of an approximation for the e-e effective
potentialweff starts with the decomposition9-11

whereweff
KS ) ∇2xfKS/xfKS is the potential that generates the

Kohn-Sham fKS via eq 15, andweff
c (r12) is a correlation

potential that needs to be approximated. In the usual DFT
language, eq 17 implies that we are treating exchange exaclty.

In scaled unitss, using standard perturbation theory we
obtain the equation for the first-order contribution tof [see
eq 12] that separates into the Kohn-Sham and the correlation
parts

whereψ(0) ) xf (0), f KS
(1) ) 2ψ(0)ψKS

(1), f c
(1) ) 2ψ(0)ψc

(1), and

In eq 18,f KS
(1) is exactly known for both series, so that we

can also obtainweff
KS(1) by inversion.

We thus concentrate on the correlation part, since we want
to test approximations forweff

c . Defining uc(x) ) xψc
(1)(x)

andu0(x) ) xψ(0)(x), we have

Following the method of refs 18 and 22-25 we look for a
solution of the kinduc(x) ) u0(x)y(x). The functiony(x) is
then given by

The constantC2 is fixed by requiring the proper normaliza-
tion

The other integration constant has been fixed in eq 23 by
setting equal to zero an unphysical termC1 ∫x u0

-2(x′)dx′
that would makeuc(x) diverge for largex.

fKS
(1)(s12) ) ∫ ds n(0)(s + s12)n

(0)(s)ø(s) (13)

f (1)(s12) ) 2e-s12
2/4

(2π)3/4[1 - 1 + ln2

x2π
+ 1

s12
- es12

2/2

s12
erfc(s12

x2) +

x2∫0
s12/x2 et2erfc(t)dt] (14)

[-∇r12
2 + weff(r12)]ψ(r12) ) εψ(r12) (15)

Hê ) - ∑
i)1

N ∇i
2

2
+

1

2
∑

i*j)1

N

wê(|r i - r j|) + ê ∑
i)1

N

Vne(r i),

f ê(r12) ) f(r12) ∀ê (16)

weff(r12) ) weff
KS(r12) + weff

c (r12) (17)

[-∇2 + weff
KS(0) - ε

(0)] ψKS
(1) ) [εKS

(1) - weff
KS(1)] ψ(0) (18)

[-∇2 + weff
KS(0) - ε

(0)] ψc
(1) ) [εc

(1) - weff
c(1)] ψ(0) (19)

weff
KS(0)(s12) )

2(8s12
4 - 8s12

3 - 38s12
2 - 36s12 - 9)

(4s12
2 + 6s12 + 3)2

- 1

(He series) (20)

weff
KS(0)(s12) )

s12
2

4
(Hooke’s series) (21)

[ d2

dx2
- weff

KS(0) + ε
(0)] uc ) [weff

c(1) - εc
(1)] u0 (22)

y(x) ) ∫0

x dx′
u0

2(x′)
∫0

x′
u0

2(x′′)[weff
c(1)(x′′) - εc

(1)]dx′′ + C2 (23)

∫0

∞
fc

(1) (x) x2 dx ) 0 w ∫0

∞
y(x)u0

2(x) dx ) 0 (24)
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3.2. Testing Approximations: The Overhauser Poten-
tial. In refs 9-11 an approximation forweff

c was built as an
average “Overhauser-type” potential12,13

whereθ(x) is the Heaviside step function, andrjs is related
to the average density or, better, to the dimension of the
system. For two-electron atoms it was simply estimated as9

where

The idea beyond this approximation is the following. The
e-e correlation potentialweff

c (r12) changes the Kohn-Sham
f into the physical one and must thus keep the information
on the one-electron density (which is the same in the two
systems) while turning on the e-e interaction 1/r12. In eqs
25-27 this information is approximately kept via the average
densitynj.

In scaled units, the Overhauser potential to first order in
R, to be used in eq 19, becomes

where, if we adopt the prescription of eqs 26 and 27,sjs )
31/3 + O(R) for the He series andsjs ) (3xπ)1/3 + O(R) for
the Hooke’s atom series.

Equation 23 with the potential of eq 28 can be evaluated
analytically as a function ofs12 and sjs for both series,
although the final expressions are cumbersome and will not
be reported here. The resultingf c

(1) for the He series is
shown in Figure 1, together with the corresponding scaled
quantity, Z-2fc(s/Z), for some finite Z. [Since f c

(1)(s) )
limzf∞ Z fc(s), and fc(s) ) Z-3fc(s/Z), the quantity to be
compared withf c

(1)(s) is Z-2fc(s/Z).] For finite Z we show
both the “exact” result26 and the approximate result9 obtained

with the Overhauser-type potential of eqs 25-27. We see
that theZ dependence of the short-range part offc is very
well captured by this simple approximation. Figure 1 also
suggests that theZ f ∞ limit of the short-range part offc is
well described by this approach. In Figure 2 we show the
result for f c

(1) in the case of the Hooke’s series from the
Overhauser potential compared to the exact one, finding very
accurate agreement.

The KS and the correlation components off (1) are shown
in Figure 3 for both series. We see that in the case of the He
series the KS and the correlation parts have roughly the same
depth, while in the case of the Hooke’s series the correlation
part is much deeper than the KS one. This is due to the fact
that the KS part gives the change in the e-e distance
probability distribution only due to the first-order change in
the one-electron density. In the case of the Hooke’s series
the first-order change in the density is much smaller, since
the harmonic confining external potential is stronger than
the Coulombic one. Indeed, the functionø(s) of eq 8 in the
case of the He series is about twice the one for the Hooke’s
atom series.

Figure 1. The correlation part of the intracule density, fc ) f
- fKS, divided by Z2, as a function of the scaled variable s12

) Zr12 for the He isoelectronic series. The “exact” results are
obtained from the accurate wavefunctions of ref 26. Ap-
proximate results at finite Z using the “Overhauser model” are
taken from ref 9. The Z ) ∞ result corresponds to eq 23 with
the potential of eq 28.

Figure 2. The correlation part of the first-order intracule, fc-
(s12) [see eq 12], for the Hooke’s series. The exact values
are compared with the results from the Overhauser-type
approximation of eq 28.

Figure 3. The decomposition of the first-order intracule
intracule density f (1)(s12) [see eq 12]: the Kohn-Sham part
and the correlation part.

weff
c (r12) ≈ ( 1

r12
+

r12
2

2rjs
3

- 3
2rjs)θ(rjs - r12) (25)

rjs ) (4π
3

nj)-1/3
(26)

nj ) 1
N∫ dr n(r )2 (27)

weff
c(1)(s12) ≈ ( 1

s12
+

s12
2

2sjs
3

- 3
2sjs)θ(sjs - s12) (28)
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4. Adiabatic Connection and Correlation
Energy
The APD f c

(1)(s12) gives the correlation contribution to
second order to the expectation〈Vee〉 of the Coulomb
electron-electron repulsion operator,Vee ) 1/r12

where

and

Our f c
(1) from the Overhauser potential give〈Vee〉c

(2) )
-0.10256 Ha for the He sequence (to be compared with the
exact27 value, -0.09333 Ha) and〈Vee〉c

(2) ) -0.10377 Ha
for the Hooke’s series (to be compared with the exact19,20

value, -0.09941 Ha). The error is thus 9 mH for the He
series and 4 mH for the Hooke’s series.

The correlation energy can then be otbained via the
adiabatic connection formula of eq 1, which forEc

(2) reads

where f c
λ(1) is the first-order correlated part off for the

system with interactionRwλ(s12). If we were able to calculate
the exactf c

λ(1) for any wλ, the resultingEc
(2) from eq 31

would be independent of the choice ofwλ. However, when
we deal with approximations, we can obtain better results
with some choices rather than others.

As in ref 9, we build an Overhauser-type potential along
the adiabatic connection as

where, in scaled units, if we stick with the choice of eqs 26
and 27,nj ) (4π)-1 for the He series andnj ) (4π3/2)-1 for
the Hooke’s series. The idea behind eq 32 is that the average
densitynj (and thus the averagesjs) is kept fixed to mimic
the fact that the one-electron density does not change along
the adiabatic connection while we turn on the e-e interac-
tion.

4.1. Linear Adiabatic Connection. If we set wλ(s12) )
λ/s12, eq 32 simply gives the Overhauser potential of eq 28
with a multiplying factorλ in front. From eq 23, we see that
this corresponds toEc

(2) ) 〈Vee〉c
(2)/2, as in the exact case.

I.e., the simple approximation of eq 32 has the correct scaling
behavior in theR f 0 limit. Our result forEc

(2) with the
linear adiabatic connection thus gives an error of 4.5 mH
for the He series and 2 mH for the Hooke’s series.

4.2. The “erf” Adiabatic Connection. A choice forwλ

that separates short- and long-range effects is the “erf”
adiabatic connection,9,28-33 wλ(s12) ) erf(λs12)/s12, for which
eq 31 becomes

The Overhauser-type potential corresponding to this interac-
tion is reported in the appendix of ref 9. For the He
isoelectronic series with 2e Z e 10, the Overhauser-type
approximation combined with the “erf” adiabatic connection
gives9 correlation energies with errors within 4 mH, better
than the linear adiabatic connection that gives errors within
10 mH.

In the weakly correlated limit, instead, we obtained, via
eq 33, Ec

(2) ) -0.041 Ha for the He series andEc
(2) )

-0.046 Ha for the Hooke’s series. The errors with respect
to the exact values, 6 mH and 4 mH, respectively, are thus
slightly worse than those obtained with the linear adiabatic
connection.

5. The LDA Failure in the High-Density
Limit: An Analysis from the Intracule
Density
As a further element of comparison, we also computed the
first-order f c

(1)(s12) within the local-density approximation
(LDA)

wheregc(r12; rs) is the pair-correlation function of the uniform
electron gas34 of densityn ) (4πrs

3/3)-1, and

With these definitions, the density parameterrs of the uniform
electron gas is locally proportional toR. We have numerically
evaluated the right-hand-side of eq 34 at smaller and smaller
R (i.e., at larger and largerZ andk), for 0 e s12 e 5. As R
decreases, the results tend to a well-defined curve, shown
in Figures 4 and 5, together with the result from the
Overhauser model (He series) and the exact result (Hooke’s
series).

Since, as shown by eq 34, theR f 0 limit corresponds to
the rs f 0 limit of the uniform electron gas pair-correlation
function gc, to better understand the LDA result forfc we
now analyze more in detail the high-density behavior ofgc.
This analysis extends and completes the one done in ref 35.
When rs f 0, the short-range part ofgc scales as

where the functiongc
(1)(x) does not depend explicitly onrs

and has been computed by Rassolov et al.36,37It is accurately
recovered by the modelgc of ref 34 that we have used in
the evaluation of eq 34. The scaled variablex is locally
proportional to the scaled variables12 [see eq 35]. Equation
36 thus shows that the short-range part (corresponding to
values of the scaled variablex not too large) ofgc in the rs

f 0 limit has a scaling similar to the one of the He and

〈Vee〉 ) 1

R2
[R〈Vee〉

(1) + R2〈Vee〉
(2) + O(R3)] (29)

〈Vee〉
(2) ) 〈Vee〉KS

(2) + 〈Vee〉c
(2)

〈Vee〉c
(2) ) ∫0

∞
4π s12 fc

(1)(s12)ds12 (30)

Ec
(2) ) ∫0

λphys dλ ∫0

∞
ds12 4π s12

2 fc
λ(1) (s12)

∂wλ(s12)

∂λ
(31)

weff
c,λ(s12; sjs) ) wλ(s12) - ∫|s|esjs

njwλ(|s - s12|) ds (32)

Ec
(2) ) ∫0

∞
dλ ∫0

∞
ds124πs12

2 fc
λ(1)(s12)

2

xπ
e-λ2s12

2
(33)

f c
(1)LDA(s12) ) lim

Rf0

1
R ∫ n(0)(s)2

2
gc(k̃F(s)s12; Rr̃s(s)) ds (34)

k̃F(s) ) [3π2n(0)(s)]1/3, r̃(s) ) [4π
3

n(0)(s)]-1/3
(35)

gc(x, rs f 0) ) rsgc
(1)(x) + O(rs

2 ln rs), x ) r12/rs (36)
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Hooke’s series in theR f 0 limit. This is also reflected by
a good performance of LDA fors12 j 1, as shown by Figures
4 and 5.

However, the high-density electron gas is an extended
system with important long-range correlations that are not
present in finite systems like atoms and molecules. In fact,
the scaling of eq 36 is not valid whenx . 1: it has been
shown that the long-range part ofgc scales as34,38,39

whereV is another scaled variable,V ) xrs x, which is thus
locally proportional toxRs12. The functionh(V) has the
following asymptotic behaviors

which are also correctly included in the modelgc of ref 34.
Whenrs f 0 (i.e.,R f 0), even for very largex the scaled
variableV is small, so that the long-range (x . 1) behavior
of gc is more and more dominated by the smallV part of
h(V), i.e., it behaves more and more likeV-2 rather than like
V-4. It is this increasing dominance of the “short-range
component of the long-range part” that causes the∝ log (rs)
behavior in the correlation energy per electron of the high-
density electron gas and thus the divergence of the LDA
correlation energy in the large-Z and large-k limit of the He
and Hooke’s atom sequences (see, e.g., ref 40). In fact, when
Z f ∞ (or k f ∞), the high-density long-range behavior of
gc affects the long-range part off c

LDA(s12) in eq 34.
The small-V behavior∝ V-2 of the functionh(V) is related

to the 1/r12 divergence of the Coulomb potential atsmall

r12. For this reason, the∝ log (rs) high-density behavior of
the correlation energy is still present in a uniform electron
gas with screened (or short-range only) Coulomb interaction
(e.g.,41 erfc(λr12)/r12), while it is absent in an electron gas
with long-range-only interaction (e.g.,42,43 erf(λr12)/r12).

6. Conclusions
We have computed the intracule density and the correlation
energy for the high-density (weakly correlated) limit of the
He and Hooke’s atom isoelectronic series via an approach9-11,21

based on an “average pair density functional theory”
(APDFT) and inspired by the seminal work of Overhauser.12-16

Unlike the currently available correlation energy functionals
analyzed in ref 17, the APDFT approach gives accurate
results for both series. In its present formulation, the APDFT
approach works well for two-electron systems and for the
uniform electron gas. Its extension to many-electron systems
of nonuniform density is a big challenge, and we are
presently exploring several different paths to achieve this
ambitious goal.11

We have also analyzed the LDA failure in the same weakly
correlated limit of the He and Hooke’s atom series, in terms
of the long-range part of the intracule density. The results
of Katriel et al.17 show that higher-order functionals such as
PBE44 and TPSS45 can reasonably fix the LDA problems in
the case of the He isoelectronic series but are much less
satisfactory for the Hooke’s atom sequence, yielding a wrong
scaling in thek f ∞ limit (PBE) or a correct scaling with
an error of about 40% on the asymptotic value of the
correlation energy (TPSS). As stressed by Katriel et al.,17

these differences in performances for the two series raise

Figure 4. The correlated part of the intracule density,
f c

(1)(s12), of order R ) 1/Z for the He series [see eq 12]: the
present calculation is compared with the LDA approximation
(panel a). Panel b shows the same quantities multiplied by
4πs12: the integral under each curve gives the correlation part
of the second-order contribution to the expectation value 〈Vee〉,
which diverges in the case of LDA.

gc(x . 1, rs) f rs
2h(V) (37)

h(V , 1) ∝ V-2, h(V . 1) ∝ V-4 (38)

Figure 5. The correlated part of the intracule density,
f c

(1)(s12), of order R ) k-1/4 for the Hooke’s atom series [see
eq 12]: the exact result is compared with the LDA approxima-
tion (panel a). Panel b shows the same quantities multiplied
by 4πs12: the integral under each curve gives the correlation
part of the second-order contribution to the expectation value
〈Vee〉, which diverges in the case of LDA.
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serious doubts on the universality of currently available
correlation energy functionals. The accuracy of the results
obtained via the APDFT approach for both series suggests
that the effort toward its generalization to many-electron
systems of nonuniform density could be really worthwhile.

Appendix: f KS
(1)(r12) for the He Isoelectronic

Series
For the He isoelectronic series eq 13 corresponds to

whereγ and the function Ei have been defined after eq 9.

References

(1) Kohn, W.ReV. Mod. Phys.1999, 71, 1253.

(2) Mattsson, A. E.Science2002, 298, 759.

(3) A Primer in Density Functional Theory; Fiolhais, C.,
Nogueira, F., Marques, M., Eds.; Springer-Verlag: Berlin,
2003.

(4) Perdew, J. P.; Ruzsinszky, A.; Tao, J.; Staroverov, V. N.;
Scuseria, G. E.; Csonka, G. I.J. Chem. Phys.2005, 123,
062201.

(5) Harris, J.; Jones, R.J. Phys. F1974, 4, 1170.

(6) Langreth, D. C.; Perdew, J. P.Solid State Commun.1975,
17, 1425.

(7) Gunnarsson, O.; Lundqvist, B. I.Phys. ReV. B 1976, 13,
4274.

(8) Yang, W.J. Chem. Phys.1998, 109, 10107.

(9) Gori-Giorgi, P.; Savin, A.Phys. ReV. A 2005, 71, 032513.

(10) Gori-Giorgi, P.; Savin, A.Philos. Mag.2006, 86, 2643.

(11) Gori-Giorgi, P.; Savin, A. submitted toInt. J. Mod. Phys. B
arXiv:cond-mat/0611324. arXiv.org ePrint archive. http://
arxiv.org/abs/cond-mat/0611324 (accessed Nov 13, 2006).

(12) Overhauser, A. W.Can. J. Phys.1995, 73, 683.

(13) Gori-Giorgi, P.; Perdew, J. P.Phys. ReV. B 2001, 64, 155102.

(14) Davoudi, B.; Polini, M.; Asgari, R.; Tosi, M. P.Phys. ReV.
B 2002, 66, 075110.

(15) Corona, M.; Gori-Giorgi, P.; Perdew, J. P.Phys. ReV. B 2004,
69, 045108.

(16) Nagy, I.; Diez Muino, R.; Juaristi, J. I.; Echenique, P. M.
Phys. ReV. B 2004, 69, 233105.

(17) Katriel, J.; Roy, S.; Springborg, M.J. Chem. Phys.2006,
124, 234111.

(18) Schwartz, C.Ann. Phys. (N.Y.) 1959, 6, 156.

(19) White, R. J.; Byers Brown, W.J. Chem. Phys.1970, 53,
3869.

(20) Cioslowski, J.; Pernal, K.J. Chem. Phys.2000, 113, 8434.

(21) Nagy, AÄ . J. Chem. Phys.2006, 125, 184104.

(22) Dalgarno, A.; Lewis, J. T.Proc. Roy. Soc. (London) 1955,
A233,70.

(23) Dalgarno, A.Proc. Roy. Soc. (London) 1956, A69, 784.

(24) Dalgarno, A.; Stewart, A. L.Proc. Roy. Soc. (London) 1956,
A238, 276.

(25) Young, W. H.; March, N. H.Phys. ReV. 1958, 109, 1854.

(26) Freund, D. E.; Huxtable, B. D.; Morgan, J. D., IIIPhys. ReV.
A 1984, 29, 980. We used an improved version (provided to
us by C. Umrigar) of the accurate variational wavefunctions
described in this work to obtain one-electron densitiesn(r )
and functionsf(r12). See, also: Umrigar, C. J.; Gonze, X.
Phys. ReV. A 1994, 50, 3827.

(27) See, e.g.: Huang, C.-J.; Umrigar, C. J.Phys. ReV. A 1997,
56, 290.

(28) Savin, A.; Colonna, F.; Pollet, R.Int. J. Quantum Chem.
2003, 93, 166 and references therein.

(29) Savin, A. In Recent DeVelopments and Applications of
Modern Density Functional Theory; Seminario, J. M., Ed.;
Elsevier: Amsterdam, 1996; p 327.

(30) Leininger, T.; Stoll, H.; Werner, H.-J.; Savin, A.Chem. Phys.
Lett. 1997, 275, 151.

(31) Pollet, R.; Savin, A.; Leininger, T.; Stoll, H.J. Chem. Phys.
2002, 116, 1250.

(32) Pollet, R.; Colonna, F.; Leininger, T.; Stoll, H.; Werner, H.-
J.; Savin, A.Int. J. Quantum Chem.2003, 91, 84.

(33) Toulouse, J.; Colonna, F.; Savin, A.Phys. ReV. A 2004, 70,
062505.

(34) Gori-Giorgi, P.; Perdew, J. P.Phys. ReV. B 2002, 66, 165118.

(35) Burke, K.; Angulo, J. C.; Perdew, J. P.Phys. ReV. A 1994,
50, 297.

(36) Rassolov, V. A.; Pople, J. A.; Ratner, M. A.Phys. ReV. B
1999, 59, 15625.

(37) Rassolov, V. A.; Pople, J. A.; Ratner, M. A.Phys. ReV. B
2000, 62, 2232.

(38) Wang, Y.; Perdew, J. P.Phys. ReV. B 1991, 44, 13298.

(39) Perdew, J. P.; Wang, Y.Phys. ReV. B 1992, 46, 12947.

(40) Perdew, J. P.; McMullen, E. R.; Zunger, A.Phys. ReV. A
1981, 23, 2785.

(41) Zecca, L.; Gori-Giorgi, P.; Moroni, S.; Bachelet, G. B.Phys.
ReV. B 2004, 70, 205127.

(42) Paziani, S.; Moroni, S.; Gori-Giorgi, P.; Bachelet, G. B.Phys.
ReV. B 2006, 73, 155111.

(43) Toulouse, J.; Gori-Giorgi, P.; Savin, A.Int. J. Quantum
Chem.2006, 106, 2026.

(44) Perdew, J. P.; Burke, K.; Ernzerhof, M.Phys. ReV. Lett.1996,
77, 3865.

(45) Tao, J.; Perdew, J. P.; Staroverov, V. N.; Scuseria, G. E.
Phys. ReV. Lett. 2003, 91, 146401.

CT700019H

fKS
(1)(x) ) 1

864π x
{4e-4x[-41 + 3 x (1 + 9x)] +

81e2x(x - 1)[Ei(-6x) - Ei(-4x)] + e-2x[164 +
27(3+ x(9 + 4x(3 + 2x)))[Ei(-2x) - γ - log(x)] +
3x [-163+ 6x (15 + x(7 + 10x)) - 27 log(4/3)]-

162 log(2)+ 81 log(3)]} (39)
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Abstract: DNA strand scission and base release in 3′dTMP, induced by H and OH radical

addition to thymine, is studied at the DFT B3LYP/6-31+G(d,p) level in the gas phase and in

solution. In particular the mechanism of H atom transfer subsequent to radical formation, from

C2′ on the sugar to the C6 site on the base, is explored. Bulk solvation is found to lower the

barrier by up to 5 kcal mol-1 and the reaction energy by up to 12 kcal mol-1 for the hydroxyl

radical adducts. The strengths of the N1-C1′(N1-glycosidic bond) and C3′-O(P) bonds are

calculated, showing that homolytic bond breaking processes are largely favored in both cases.

The barrier for C3′-O(P) bond rupture is approximately 18.2 kcal mol-1, and its breakage is

preferred by 10-15 kcal mol-1 over that of N1-glycosidic bond cleavage in both the gas phase

and solvents, which is consistent with the changes in C3′-O(P) and N1-C1′ bond lengths during

the H transfer reactions. Mulliken spin densities, NPA charges, and vertical electron affinities

are calculated to clarify the reactive properties of the intramolecular H-transfer radicals.

1. Introduction
Radical attack on DNA is one of the main reasons for DNA
damage.1 Electron paramagnetic resonance (EPR) spectros-
copy in conjunction with spin-trapping carried out in aqueous
solution has shown that H, OH, and alkoxyl radicals can
attack the C5-C6 double bond of the pyrimidine base moieties
via addition or the sugar moiety via hydrogen abstraction,
in nucleosides, nucleotides, and DNA.2-4 Thiyl radical attack
on the C6-position of pyrimidine nucleosides has also been
reported.5 The chemical behavior of phenyl radicals toward
DNA and its components has been extensively investigated.6

Much theoretical work has been devoted to unveil the effects
and mechanisms of radiation in DNA lesion formation. In
the case of thymidine, the hydroxyl radical may either add
to the C5dC6 double bond or abstract a hydrogen atom from
the C5 methyl group, with addition to C5 being the major

pathway.7 For H atom addition, formation of the 5,6-dihydro-
6-thymyl radical is preferred over the corresponding 5-thymyl
radical, although the relative energy difference between the
two products is only 3.1 kcal/mol.8 A competing set of
reactions is posed by H atom abstraction by the OH radical
from the sugar moiety. These depend on the C-H bond
strength and lead to alteration of the sugar moiety and
subsequent rearrangements that in turn have been suggested
to generate base release or strand break.9,10

It is generally accepted that nucleobase-radical adducts
contribute to strand break.11-13 The exact mechanism is,
however, uncertain to date. Electron spin resonance (ESR)
results have indicated this to be a slow process,14 with the
rate-limiting step suggested to involve intra- or internucle-
otide hydrogen atom abstraction from a sugar group (paths
A and C, shown schematically in Scheme 1).15 This process
has also been proposed to proceed by way of initial
protonation of the radical adduct, followed by dehydration
to form the radical cation, intramolecular H-transfer, and
strand scission (path B of Scheme 1).16 The mechanism
involving intranucleotide hydrogen atom abstraction as
well as protonation/dehydration pathway has been
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proposed to be less important in the biopolymer, due to the
stability of the nucleobase-radical adduct.17 It is evident that
the above processes often are quenched in the presence of
oxygen molecules although they have been reported to occur
in hypoxic cells.11

The OH and H radical adducts of the pyrimidines at either
C5 or C6 have both oxidizing and reducing capabilities.18

N1-glycosidic bond rupture was proposed to be caused by
the cationic C6 lesion, arising as a result of one-electron
removal of the 5,6-dihydro-6-thymyl radical,19 whereas the
capture of an additional electron by the cytosine N3-H atom
radical adduct led to the automatic rupture of the C3′-O(P)
bond.20 The electron detachment energy of 5′dAMP-H
anionic radicals, which results through OH radical induced
H abstraction from the sugar, was calculated to explore the
effects of DNA damage.21 The work reported herein primarily
refers to deoxythymidine 3′-monophosphate (3′dTMP, cf.
Chart 1), which is employed to model the 3′-terminal of the
DNA strand. Given the complex and asymmetric local
environment, both ‘back’ and ‘front’ attacks at the C5 site
of the base by OH and H radicals are considered. In
particular, the processes of carbon-centered H-atom transfer
from C2′ on the sugar moiety to C6 on the radical-modified
thymine base are explored in detail. The bond dissociation
energy (BDE) of the C3′-O(P) and C1′-N1 (glycosidic)
bonds and the activation barriers are calculated in order to
investigate possible cleavage modes in DNA under radical
stress. In addition, the direct effects of electronic attack on
the H-transfer barrier, both without and including additional
H/OH radical addition to thymine, are investigated.

2. Methodology

All geometries were optimized at the hybrid Hartree-Fock-
density functional theory B3LYP level,22,23 in conjunction
with the 6-31+G(d,p) basis set. Frequency calculations were
performed at the same level of theory, to confirm the correct
nature of the stationary points. From the frequency calcula-
tions, zero-point energies (ZPE) were extracted and added
to the electronic energies, as applicable. Natural bond orbital
(NBO) theory24 and natural population analysis (NPA) were
used to determine atomic charges. Bulk solvation effects were
considered using the integral equation formalism of the
polarized continuum model (IEF-PCM)25 with dielectric
constantsε ) 4.3 andε ) 78.4, respectively, to model the
extreme cases of a hydrophobic environment and of aqueous
solution. Vertical electron affinities (VEA) were determined

Scheme 1

Chart 1
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as the energy difference of the parent compound and its
reduced form, evaluated at the optimized geometry of the
parent compound. Bond dissociation energies (BDE) for the
fragmentation reactions were obtained by evaluating the ZPE-
corrected energy difference between the optimized fragments
and the complex. No basis set superposition effects (BSSE)
were considered in these calculations, based on the sizes of
the systems in question and the fact that such corrections
can be expected to be much smaller than the evaluated energy
differences to change any of the conclusions drawn from
the computed data. All calculations were performed using
the Gaussian 03 package.26 Atomic labeling used in the text
and tables throughout refers to Chart 1. The DNA strand
was truncated by hydrogen atoms at the C5′OH and the C3′-
OP(O)2-OH ends, and the phosphate was kept negatively
charged to ensure an appropriate environment. The use of a
negatively charged phosphate group proved to be of impor-
tance to the results obtained, as will be discussed below.

3. Results and Discussions
3.1. H Atom Transfer Initiated by H Radical or Free
Electron Addition. As previously noted, H atom addition
in 3′dTMP occurs primarily on the pyrimidine C5 atom. Two
cases are considered hereinsH atom attack from the back
(‘primed’) and front (‘unprimed’) at the C5 site of the base,
TH1′ and TH1, respectively (cf. Chart 1). The energy
difference between the two radical adducts is 1.7 kcal mol-1

in favor of the ‘front’ adduct TH1, due to more favorable
interaction between the phosphate group and the sugar and
between the C5′OH group and the radical site. The radical
centers are, as expected, localized at C6 in both cases (C6
spin densities 0.752 e in TH1 and 0.736 e in TH1′). Among
the H atoms of the deoxyribose moiety, H2′ is the one closest
to the radical center C6, at a distance of 2.855 Å in TH1
and 2.677 Å in TH1′. H2′ abstraction by the C6 radical center
has been attributed to be responsible for strand breaks27 and
is the primary reaction studied herein.

The activation barrier for H2′ atom transfer to C6 is 23.9
kcal mol-1 in TH1′fTH3′; 1-2 kcal mol-1 lower than for
the TH1fTH3 case. Since the two transition states TH2 and
TH2′ have almost the same energy (see Table 1), the barrier
difference is attributed to the different stability of the
reactants TH1 and TH1′. In TH2′, the C2′-H2′ distance is

1.355 Å, 0.03 Å shorter than H2′-C6. The spin density is
mainly localized on C2′ (0.676 e), C3′ (-0.136 e), and C6
(0.532 e), clearly illustrating the spin transfer associated with
these reactions. H2′ has a spin density of-0.084 e in TH2′,
compared to-0.002 e in TH1′ and TH3′. The situation is
highly analogous in the ‘front’ transition state TH2. The H
atom transfer produces a sugar-centered radical localized on
C2′, which forms a potential basis for subsequent reactions
such as electron transfer, H atom transfer along the deox-
yribose moiety, and/or addition of O2. The C1′-N bond
length is shortened in both TH3 and TH3′, as compared with
the reactant species, whereas C3′-O(P) becomes slightly
elongated.

To elucidate the influence of electron addition on the
sugar-to-base H atom transfer, the H2′ abstraction reaction
was also studied following the reduction of 3′dTMP, rather
than addition of hydrogen or hydroxyl radicals. The unpaired
spin in the 3′dTMP electronic adduct is mainly localized to
C6 (0.58 e), compared with the spin density of approximately
0.74-0.75 e on C6 in TH1 and TH1′. The activation barrier
in the gas phase is 29.3 kcal mol-1, and the overall reaction
energy is endothermic by 21.0 kcal mol-1. Compared with
the above H atom-induced abstraction reaction, it shows that
an additional proton added to C5 is favorable for the reaction
by reducing the barrier by∼4 kcal mol-1 and contributes to
a drastic lowering of the reaction energy, from 21.0 to 6.3
kcal mol-1. The results emphasize the fact that the local field
can play an important role on mediating these reactions.

3.2. H Atom Transfer Initiated by OH Radical Addi-
tion. In analogy with the C5-H adducts described above,
the role of hydroxyl radical addition to C5 on C6-H2′
abstraction was investigated. The C5-O(H), N1-C1′, and
C3′-O(P) bond lengths are essentially identical in the two
cases (‘front’ adduct TOH1 and ‘back’ adduct TOH1′,
respectively), as are the C6‚‚‚H2′ distances (cf. Figure 1).
As shown in Figure 1, TOH1′ is less stable than TOH1 by
2.5 kcal mol-1, which can be correlated to a slightly weaker

Table 1. ZPE-Corrected Reaction Energies and Activation
Barriers (in kcal/mol) for the H-Atom Transfer Reactions at
the B3LYP/6-31+G(d,p) Level

reactions
TH1′f
TH3′

TH1f
TH3

TOH1′f
TOH3′

TOH1f
TOH3

transition
barrier
vacuum 23.9 25.1 21.7 24.1
ε ) 4.3 24.6 25.0 21.0 19.7
ε ) 78.4 25.3 24.2 19.0 23.1

reaction
energy
vacuum 4.6 6.3 2.3 5.8
ε ) 4.3 4.5 5.2 1.7 -6.2
ε ) 78.4 3.4 4.7 0.8 -4.8

Figure 1. Energy profiles and selected geometrical param-
eters of the stationary structures along the H atom abstraction
reaction TOH1(′)fTOH3(′), obtained at the ZPE-corrected
UB3LYP/6-31+G(d,p) level.
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repulsion between the thymine-OH group and the sugar
moiety in TOH1.

The gas-phase activation barrier for H2′ atom transfer to
C6 is 21.7 kcal mol-1 for TOH1′fTOH3′, which is 2.6 kcal
mol-1 lower than in the TOH1fTOH3 case. The distances
between H2′ and C2′ (C6) are 1.356 (1.386) Å, respectively,
in TOH2′ and slightly shorter in TOH2. The N1-C1′ bond
length is shortened somewhat during the H atom transfer,
although the N1-C1′ and C3′-O(P) bond differences when
going from reactant to product are smaller in the case of the
C5-OH adducts compared to the above C5-H systems. The
reaction energy is endothermic by 2.3 kcal mol-1 for
TOH1′fTOH3′ and 5.8 kcal mol-1 for TOH1fTOH3. The
spin transfer from C6 in TOH1 and TOH1′, to the radical
center localized on C2′ in TOH3 and TOH3′, is very similar
to the H-adduct cases.

3.3. Effects of Bulk Solvation on the Reactive Profiles.
The role of bulk solvation on the reaction profiles was
explored through the use of a surrounding dielectric medium
with ε ) 4.3 and 78.4 to simulate extreme cases in the local
surroundings of DNA. In Table 1, the energetics derived from
the density functional theory self-consistent reaction field
(DFT-SCRF) calculations are listed. Several features can be
observed from the reaction profiles after accounting for the
implicit solvent effects generated by the nonaqueous and
aqueous medium. First of all, the barriers for the TH1′fTH3′
and TH1fTH3 reactions are nearly unchanged, showing that
bulk solvation does not influence the reaction rates. For the
TOH1′fTOH3′ reaction, the barrier is lowered to 19.0 kcal
mol-1 in aqueous medium. Almost the same barrier height
is found for TOH1fTOH3 reaction in the nonaqueous
medium.

Regarding the overall reaction energies, bulk solvation
effects throughout contribute favorably to the H atom
transfer. The OH radical-induced reactions are preferred over
H radical-induced ones by up to 10 kcal mol-1. In aqueous
medium, the reaction energy of TOH1′fTOH3′ is essentially
thermoneutral, whereas the bulk solvation effects are even
more favorable to the TOH1fTOH3 reaction; these now
become exothermic by 4.8 kcal mol-1 in aqueous medium
and 6.2 kcal mol-1 in the nonaqueous medium. Thus, the H
atom transfer reaction is strongly dependent on radical
species, direction of attack (‘back’ or ‘front’ of base plane),
and surrounding medium.

In addition, the radical intermediates have very diverse
properties.18 Depending on the local surroundings, the species
can capture one electron and become closed-shell dianions
(the phosphate groups already carry a negative charge) or
donate an electron to a suitable acceptor. For the possibility
of the former, Gutowski et al. considered anionic resonance
states as a path to valence bound anionic states.20 The electron
affinities of separate DNA bases are well characterized and
understood.28 Herein, we have calculated the vertical electron
affinities (VEA) of the OH- or H-3′dTMP anion radicals,
within the present theoretical level. According to the data
given in Table 2, the gas-phase VEAs are consistently
negative, showing that the closed-shell dianion species
become unstable in the gas phase. Bulk solvation already at
ε ) 4.3 contributes to the stability of the dianion and renders

all the VEAs positive. In addition, in solution the reactant
VEAs are always greater than those of the products.

NBO charges are calculated on the different products as
well as their corresponding closed-shell electron adduct
species in vacuum and nonaqueous solution (ε)4.3). The
results are listed in Table 3. For the radical adducts, which
are anionic due to the unprotonated oxygen in the phosphate
groups, the negative charges are mainly localized on the
phosphate (-1.22 e-) and radical-modified thymine (-0.260
to -0.278 e-). The sugar groups carry a positive charge
(0.479-0.499 e-). Upon the capture of an excess electron,
the negative charge on the phosphate groups remains
essentially unaltered (-1.31 e-), whereas for the modified
thymine, the negative charge is increased to up to-0.534
e-. The most significant changes are assigned to the sugar
groups, where the negative charge increases by about 0.67
e-. The captured electron will hence mainly be localized to
the sugar group. Bulk solvation tends to move the negative
charge in the electron adduct from the base to the sugar but
does not effect the charge on the phosphate.

Another interesting result is that the N1-glycosidic bond
automatically decomposes upon reduction. In, for example,
the closed-shell TH3 anion adduct, NBO charge analysis
shows that the altered base behaves as the leaving group
with -0.936 e- charge, a slight positive charge is found on
the sugar, and a nearly unchanged negative charge (-1.3
e-) remains on the phosphate. The data show that∼0.4 e-

are transferred from the sugar to the altered base upon the
N1-glycosidic bond breakage. The data differ from the
findings of Gutowski et al.,20 where instead the C3′-O(P)
bond is ruptured. The reason for this discrepancy is the fact
that Gutowski employed a neutral (protonated) phosphate,
which hence allows this group to function as an unphysical
electron sink. The importance of using negatively charged
phosphates in the determination of sugar C′-H bond
dissociation energies has recently been emphasized in a very
careful study by Guo and co-workers.29 It was very clearly
shown, that using neutral (protonated) phosphates gave a
much different ordering in relative C′-H bond strengths of
the sugar moiety, as compared to the results when anionic
phosphates were employed. As opposed to the former, the
latter systems were able to account fully for the experimental
findings for these systems. In the current model, we note
that the charged phosphate leads to a repulsive effect between
the negative charges and spontaneous base release.

The energetics are markedly different from that seen in
the corresponding 5′dTMP model, previously investigated
in our group.30 In that case, the barriers to H transfer were
5-10 kcal/mol higher for the different anionic radical

Table 2. Vertical Electron Affinities (in eV)

TH1′ TH1 TH3′ TH3

vacuum -1.6 -1.7 -2.1 -2.1
ε ) 4.3 1.3 1.3 1.2 1.2

TOH1′ TOH1 TOH3′ TOH3

vacuum -1.0 -1.1 -2.0 -2.0
ε ) 4.3 2.0 2.1 1.3 1.0
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adducts; the lowest barrier was there obtained for the
TH1fTH3 system, at 27.0 kcal mol-1. Upon addition of an
excess electron to those system, spontaneous base release
did not occur, but a drastic reduction in H transfer barrier
was observed, especially for the H radical adducts (to
between 5 and 15 kcal mol-1). Subsequent to H transfer,
the barrier to C1′-N1 bond rupture was only a few kcal
mol-1. Base release will, hence, eventually be the observed
lesion also in the reduced radical adducts, although the
5′dTMP systems appear to be considerably less reactive than
the current 3′dTMP ones. This can be understood from the
closer proximity to the lesion in 3′dTMP than in 5′dTMP.

3.4. Free Radical Induced Bond Scission.Upon the
formation of the C2′-centered radical (i.e., without the
additional reduction), the unpaired electron can be transferred
to the neighboring atoms, C1′ and C3′. The C-C bond
lengths on the sugar moiety provide some indications for
this. For example, the C1′-C2′ and C2′-C3′ bond lengths
are respectively 1.529 and 1.543 Å in TH1′. After H2′ is
transferred to the C6 site of the base, the two bonds become
shorter and of equal lengths. Delocalization of the unpaired
electron to the neighboring carbon atoms hence occur, which
in turn influence N1-C1′ or C3′-O(P) bond dissociation.
It is thus of interest to explore the thermodynamic properties
of potential bond dissociation induced by the radical adduct
formation. In this section, we discuss bond dissociation
energies (BDE) toward strand scission and base release,
presented in Table 4.

Homolytic dissociation of the N1-glycosidic bond leading
to the formation of a neutral base (B) radical and a negatively
charged closed shell sugar-phosphate (SP) moiety was found
to be highly favored over heterolysis, with BDE values
ranging from 29.1 to 32.2 kcal mol-1 in gas phase. Both
homolytic and heterolytic base release leads to the formation
of a C1′dC2′ double bond in the sugar ring. Bulk solvation
(ε)4.3) contributes to a lowering of the homolytic BDE by
2-8 kcal mol-1. Even larger effects are noted for the
heterolytic process, due to the negatively charged base
formed. The BDE values of TH3′ and TH3 are lower than
those of TOH3′ and TOH3 for the homolytic process but
larger in the case of heterolysis.

Rupture of C3′-O(P) is also explored and can be
compared to the dissociation of the N1-glycosidic bond;
again both homolysis and heterolysis are calculated, the latter

associated with HPO42- as the leaving group. Also in this
case homolytic dissociation is favored, with BDE values
ranging from 18.1 to 20.0 kcal mol-1, whereas the heterolytic
processes require far more energy. Bulk solvation plays a
significant role in reducing the BDE values, by 5-10 kcal
mol-1 for homolytic dissociation and around 160.0 kcal
mol-1 for heterolysis (due to the dianionic phosphate
formed).

From the computed data, it is clear that homolytic
dissociation is the primary reaction under H and OH radical
stress and that cleavage of C3′-O(P) is dominant over that
of the N1-glycosidic bond, assuming that the systems are
not influenced by additional electron capture. Further
implications are given by the structural changes. The N1-
C1′ bond lengths are all contracted, whereas the C3′-O(P)
ones become slightly longer during the TH1(′) f TH3(′)
and TOH1(′) f TOH3(′) reactions, which also indicates that
cleavage of C3′-O(P) is expected to be the dominant process
over N1-glycosidic bond rupture upon radical formation.

In order to obtain a reliable bond scission profile in
vacuum, the potential energetic surface (PES) was scanned
from TOH3′ to the decomposed species by varying C3′‚‚‚
O(P) and C1′‚‚‚N1 distances with a step-length of 0.1 Å,
respectively, and optimizing the remaining coordinates. The
energies for the C3′O(P) and C1′N1 bonds scans are

Table 3. NPA Charge Distribution on Base (B), Sugar (S), and Phosphate Group (P) of the Radical Anions and Their
Vertical and Adiabatic Closed-Shell Electron Adducts in Vacuum and in Nonaqueous Solution (in Parentheses)

radical anion electron adducta electron adductb

B S P B S P B S P

TH3′ -0.26 0.48 -1.22 -0.53 -0.18 -1.29 -0.94 0.22 -1.28
(-0.39) (-0.30) (-1.31) (-0.93) (0.23) (-1.30)

TH3 -0.26 0.48 -1.22 -0.51 -0.19 -1.29 -0.94 0.22 -1.28
(-0.38) (-0.30) (-1.32) (-0.93) (0.23) (-1.30)

TOH3′ -0.28 0.50 -1.22 -0.53 -0.17 -1.30 -0.94 0.22 -1.28
(-0.41) (-0.27) (-1.32) (-0.94) (0.23) (-1.30)

TOH3 -0.26 0.48 -1.22 -0.51 -0.21 -1.29 -0.95 0.23 -1.28
(-0.38) (-0.31) (-1.31) (-0.94) (0.24) (-1.30)

a Vertical electron addition to radical anion. b Adiabatic species, leading to spontaneous base release.

Table 4. ZPE-Corrected Gas-Phase Bond Dissociation
Energies (in kcal mol-1) for Base Release or Strand Breakd

N1-C1′ TH3′ TH3 TOH3′ TOH3

homolysis 29.1 29.1 32.2 31.1
(22.2) (22.7) (24.0) (29.2)

heterolysisa 55.5 55.5 51.3 50.2
(45.5) (45.9) (42.6) (47.8)

heterolysisb 335.8 335.8 255.4 254.4
(217.3) (217.7) (142.3) (147.5)

C3′-O(P) TH3′ TH3 TOH3′ TOH3

homolysis 19.1 19.3 18.1 20.0
(9.4) (10.1) (8.6) (15.2)

heterolysisc 262.0 259.7 261.8 265.4
(97.9) (97.4) (101.2) (104.5)

a Base (B) is closed-shell anion; sugar-phosphate (SP) moiety
neutral doublet. b B is closed-shell cation; SP doublet dianion. c SB
is neutral doublet; P singlet dianion. d Values in nonaqueous medium
(ε)4.3) given in parentheses.
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displayed in Figure 2. For the C3′O(P) bond PES, there is a
quasi-saddle point at the C3′‚‚‚O(P) distance of 1.820 Å with
an energy at the B3LYP/6-31+G(d,p) level of approximately
18.2 kcal mol-1 relative to the TOH3′ starting point,
comparable to the value needed for the decomposition of
the N1-glycosidic bond of the dT electron adduct31 and less
than the energy required for the initial C2′-H transfer. For
the elongation of the C1′-N1 bond, the energy is continu-
ously increasing during the 1.0 Å increase in bond length.
The results show that the C3′-O(P) bond is facile to be
decomposed, while the N1-glycosidic bond remains stable
under radical stress, which is consistent with the BDE
calculations.

In a very recent paper, the heterolytic process of the N9-
glycosidic bond cleavage in 2′-deoxyguanosine promoted by
cations, especially by dicationic systems, was reported.32 The
BDE values obtained were 44.3 (singly protonated), 58.0
(Cu+), -29.2 (Cu2+), and-36.2 (doubly protonated) kcal
mol-1, respectively. All results taken together illustrate that
the decomposition modes are strongly dependent on the local
DNA environment (electron attachment, proton transfer,
metal ion or radical stress) and on the stability of the
decomposed species. We also emphasize again that the usage
of appropriately charged models appears to be essential.

4. Conclusions
In the present work, hybrid DFT methods have been
employed to investigate the potential DNA-scission processes
induced by H and OH radical addition to the C5 site of
thymine in 3′dTMP. Geometries, unpaired electron spin
densities, NPA charges, and reaction energies were obtained
at the B3LYP/6-31+G(d,p) level in the gas phase, followed
by energy calculations performed at the same level in solution
(ε)4.3 and 78.4) using IEF-PCM to model bulk solvation.
The barriers of subsequent C2′-H abstraction by the C6
radical site range from 21.7 to 25.1 kcal mol-1 in the gas
phase and 19.0 to 25.3 kcal mol-1 in aqueous solution. Bulk
solvation contributes more markedly by reducing the reaction
energies, especially for the OH radical adducts.

Vertical electron affinities were determined and showed
that the capture of an excess electron by the radical systems
is favored by solvation also in nonaqueous medium. NPA
charges show that the negative charges of the radical adducts
are situated on the radical-modified base and the phosphate
fragments, respectively. Addition of an excess electron has
significant consequences to the system. The additional
electron is initially localized on the sugar fragment. However,
all electron adducts were found to result in base release upon
structural relaxation, with concomitant transfer of the added
electron to be entirely localized on the leaving base.

Analysis of bond dissociation energies (BDE) of the N1-
C1′ (N1-glycosidic bond) and C3′-O(P) bonds of the radical
products TH3(′) and TOH3(′) were performed. A homolytic
process is supported for both cases and C3′-O(P) bond
rupture seems more favorable than the rupture of the N1-
glycosidic bond. The C3′-O(P) bond is facile to be
decomposed with a barrier of 18.2 kcal mol-1, while the N1-
glycosidic bond is still stable under the radical stress. The
change in N1-C1′ and C3′-O(P) bond lengths before and
after the reactions support the above conclusion. The
nonaqueous bulk solvation contributes to the bond rupture
through a drastic decrease of the homolytic BDE value by
up to 15 kcal mol-1.
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Abstract: Gas-phase carbon dioxide activation by Nb+ and NbO+ was studied at the density

functional level of theory using the hybrid exchange correlation functional B3LYP. Three reaction

profiles corresponding to the quintet, triplet, and singlet multiplicities were investigated in order

to ascertain the presence of some spin inversion during the CO2 reduction. Carbon dioxide

activation mediated by metal cations was found to be an exothermic spin-forbidden process

resulting from a crossing between quintet and triplet energetic profiles. The endothermic reaction

of NbO+ with carbon dioxide was a barrierless process involving spin inversion. Geometries of

minima along potential energy surfaces and reaction heats were in agreement with those from

experimental studies carried out by using a guided ion beam tandem mass spectrometer.

1. Introduction
The possibility of activating carbon dioxide, the main
greenhouse gas, has received considerable attention in
previous years.1-5 As it is not possible to reduce significantly
CO2 emissions from anthropic sources, the interest in its
chemical fixation6 and utilization as a starting material of
chemically useful compounds is increased. However, only
nature can effectively regenerate organic molecules from
carbon dioxide by using it as a one-carbon building block.7

In previous years, chemical processes based on the use of
metal species as catalysts for carbon dioxide reduction were
investigated, both experimentally and theoretically.8-11 By
using a guided ion beam mass spectrometer, Sievers and
Armentrout elucidated the reaction mechanisms of bare
zirconium12 and niobium13 cations and those of their respec-
tive monoxide and dioxide cations with CO2. Details of the
zirconium-ion-assisted CO2 reduction potential energy sur-
face were obtained by density functional theory.14 Experi-
mental data highlight the importance of analyzing the
electronic terms and symmetry of metal cations involved in
ground and excited states’ energetic profiles. In this paper,

we studied, at the same level of theory used for the activation
of carbon dioxide by zirconium,12 the following reactions:

Our main aim was to elucidate the reaction mechanisms and
determine the activation barriers useful to give insight into
kinetic aspects. In particular, analysis of potential energy
surfaces (PES), vibrational characterization of stationary and
saddle points of each reaction pathway, and determination
of exothermicity and endothermicity and bond dissociation
energies were carried out in our work.

2. Computational Methods
All calculations were performed using the Gaussian 03
package.15 Full optimizations were carried out for all
molecular structures involved in the reaction mechanisms
by means of B3LYP/DFT methods16,17 in connection with
the 6-311+G** basis set18,19 for nonmetal atoms and the
LANL2DZ pseudopotential20 for niobium ions. Energetic
values include zero-point energy corrections obtained from
the vibrational analysis.

† Dedicated to Professor Dennis R. Salahub on the occasion of
his 60th birthday.

* Corresponding author fax:+39-0984-493390; email: m.toscano@
unical.it.

(a) Nb+ + CO2 f NbO+ + CO

(b) NbO+ + CO2 f NbO2
+ + CO (1)

f NbCO2
+ + O (2)
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Transition states were confirmed applying the intrinsic
reaction-coordinated procedure implemented in the Gaussian
03 package.21,22

The most stable electronic states of bare niobium and metal
monoxide and dioxide monocations as well as those of all
other species were carefully searched by the Alter keyword
that ensures that the orbitals selected for occupation in the
wavefunction are those of lowest energy. Wave function
stability was tested by the Stable calculation method.23-25

3. Results and Discussion
3.1. Determination of Metal Species Electronic States.If
a reaction profile involves crossings of different spin surfaces
along the reaction coordinate, then it is described as a two-
state reactivity pathway.26 Such a type of mechanism requires
the determination of the correct reactivity scale for metal
cations’ ground and excited states, or in other words the
exactness of electronic states’ ordering and splitting. Ac-
cording to our calculations, the electronic configuration of
the Nb+ ground state (5D) was found to be 4d4, while among
its excited states,3P was the lowest in energy with a 4d4

configuration too. The energy gap between the ground and
first excited states was evaluated to be 17.25 kcal/mol, in
good agreement with the experimental energy separation of
15.91 kcal/mol reported by Sievers and Armentrout.13

Nb+ in its lowest singlet state (1S with configuration 4d4)
lies at 23.72 kcal/mol above the5D quintet.

Photoelectronic studies carried out by Dyke and co-
workers27 by ionizing the NbO molecule in its ground state
(4Σ-) hypothesized3Σ- as the ground state of the NbO+

cation.
Our computations confirmed this suggestion deriving from

a 2σ21π41δ2 electronic configuration.
NbO+ singlet (1A′) and quintet (5Σu) excited electronic

states were found to lie at 4.84 and 53.04 kcal/mol above
the ground state, respectively.

Neither experimental nor theoretical information exists for
the NbO2

+ ground state. Our B3LYP study indicated that
the lowest-energy configuration of the niobium dioxide
monocation has the singlet multiplicity (1A1) like its isovalent
ZrO2 neutral molecule.13,28 Triplet (3B2) and quintet (5B2)
excited states were found at 1.7 and 5.15 eV above the
ground state, respectively.

On the basis of these results, it appears clear that the
processes (a and b) to be investigated are, in principle, spin-
forbidden reactions. Furthermore, the participation of the
highest excited states is very unlikely; thus, the energetic
profile for these multiplicities was not reported. However,
energetic data were included in the tables.

3.2. Path a: Activation of CO2 by Nb+. The most stable
structure of the first adduct along the potential energy profile
concerning path a (see Figure 1) was obtained by considering
all known different coordination modes (ηo

1, ηo,o
2, ηc,o

2, and
ηc

1) of CO2 to a transition metal atom.29 Full optimizations
of these starting geometries did not always give stable
molecular systems as the data of Table 1 demonstrate. In
particular, we have observed that theηc,o

2 structure in its
quintet spin state collapsed inηo

1, while singletηc
1 evolved

in ηc,o
2. The triplet ηc,o

2, singlet ηo,o
2, and quintetηc

1

optimizations led to weak adducts in which CO2 was
practically not coordinated to the cation.

For all examined multiplicities, the most stable coordina-
tion of niobium to carbon dioxide was found to be theηo

1

one. Quintetηo
1 constitutes the deepest minimum lying at

19.70 kcal/mol below the reactants asymptote. Irrespective
of multiplicity, the ηo

1 compounds always present a linear
structure (see Figure 2) with similar geometrical parameters
except for the Nb+-O bond length.

Absolute and relative energies for compounds lying on
the path a PES are listed in Table 2.

For both spin states, the first step consists in the evolution
of the ηo

1 adduct in theηc,o
2 complex through a transition

state (TS).
The three-center transition state on the quintet PES (5A′′)

lies at 34.28 kcal/mol above the energetic zero and is
characterized by an imaginary vibrational frequency of 432
cm-1 that corresponds to the stretching of the incoming
Nb+-C bond coupled with the bending of the C-Nb+-O1

angle.
The analogous transition state on the triplet surface (3A′′)

is located at 8.36 kcal/mol above the reactants asymptote in
their electronic state of quintet. The imaginary frequency of
218 cm-1 appears to be associated only with the bending of
Nb+-O1-C because the Nb+-C distance is too long to
observe its stretching in the computed IR spectrum.

From a structural point of view, the two transition states
are quite different, as can be argued from parameters reported
in Figure 2. A crossing between the two potential energy
profiles suggests that a spin inversion occurs; thus, after the
formation of theηo

1 molecular complex, the triplet multiplic-
ity path becomes energetically favored.

Figure 1. Potential energy surfaces relating to the Nb+ +
CO2 reaction for quintet and triplet spin states.

Table 1. Absolute (E in au) Energies for Different NbCO2
+

Isomers

quintet triplet singlet
coordination

modes E E E

ηo
1 -244.576 973 -244.552 958 244.541 046

ηo,o
2 -244.521 936 -244.521 655 no coordination

ηc,o
2 in ηo

1 no coordination -244.527461
ηc

1 no coordination -244.515227 in ηc,o
2
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In fact, travelling on the quintet PES, after TS, we found
that the O-Nb+-CO ηc,o

2 species is quite unstable (24.03
kcal/mol above reactants) and practically unreachable be-
cause of the presence of an activation barrier of about 54
kcal/mol.

Consequently, the NbO+ and CO products, placed 58.25
kcal/mol above the reactants asymptote, cannot be obtained
through this reaction channel.

Different features can be recognized in triplet energy
surface. If we take into account the two-state reactivity

phenomenon, the second molecular intermediateηc,o
2 (3A′′)

is formed starting from the quintetηo
1 by overcoming an

activation barrier of 28.06 kcal/mol. Theηc,o
2 (3A′′) species

lies at 49.03 kcal/mol below the quintet reactants asymptote,
while the products are placed at-23.37 kcal/mol on the PES.

If the overlap of potential energy surfaces is considered,
the reduction of CO2 by Nb+ appears to be an exothermic
process with a reaction heat of 23.37 kcal/mol and a rate-
determining step that implies the clearing of an activation
barrier of 28.06 kcal/mol. Furthermore, according to the spin

Figure 2. Optimized structures and geometrical parameters of compounds relating to path a.

Table 2. Absolute (E in au) and Relative (∆E in kcal/mol) Energies for the Compounds Having Quintet, Triplet, and Singlet
Multiplicities Involved in Path aa

quintet triplet singlet

species E ∆E E ∆E E ∆E

Nb+ + CO2 -244.545 584 0 -244.518 091 17.25 -244.507 775 23.72
ηo

1 -244.576 973 -19.70 -244.552 958 -4.63 -244.541 046 2.85
TS -244.490 952 34.28 -244.532 249 8.37 -244.524 269 13.36
ηc,o

2 -244.507 294 24.03 -244.623 721 -49.03 -244.617 693 -45.25
NbO+ + CO -244.452 742 58.25 -244.582 829 -23.37 -244.573 845 -17.73

a ∆E values of excited states are referred to reactants’ energy in their state of quintet.

Table 3. Absolute (E in au) and Relative (∆E in kcal/mol) Energies for the Compounds Having Quintet, Triplet, and Singlet
Multiplicities Involved in Paths b.1 and b.2

quintet triplet singlet

species E ∆E E ∆E E ∆E

NbO+ + CO2 -319.743 959 81.62 -319.874 046 0 -319.865 062 5.64
ONbCO2

+ -319.784 405 56.25 -319.907 404 -20.93 -319.897 074 -14.45
NbO2

+ + CO -319.633 760 150.77 -319.783 502 +56.81 -319.857 197 10.57
NbCO2

+ + O -319.597 173 182.29 -319.713 600 +100.67 -319.707 572 104.46

CO2 Activation by Nb+ and NbO+ J. Chem. Theory Comput., Vol. 3, No. 3, 2007813



inversion occurrence, the overall mechanism is that of a spin-
forbidden two-state reaction.

3.3. Path b: Activation of CO2 by NbO+. Experimental
data achieved by Sievers and Armentrout13 suggest that
NbO+ produced by path a, as elucidated above, reacts with
carbon dioxide, giving rise to NbO2+ + CO or NbCO2

+ +
O products through two different channels of path b that we
named b.1 and b.2.

Molecular structures involved in both these channels were
optimized by considering quintet, singlet, and triplet spin
states. As shown in Table 3, quintet stationary points have
higher energy than the corresponding species with different
multiplicities; thus, the relative PES was not further consid-
ered. Furthermore, it is also possible to note that irrespective
of the considered multiplicity the formation of NbCO2

+ and
atomic oxygen requires a huge quantity of energy, making
meaningless the discussion about the b.2 path. However, it
is worthwhile that both b.1 and b.2 profiles proceed through

a barrierless mechanism since the molecular adduct resulting
from the interaction between NbO+ and CO2 evolves into
the products without involving any transient structure.
Besides, both b.1 and b.2 reaction paths are endothermic
processes, as highlighted from relative energies listed in
Table 3.

The triplet and singlet b.1 paths for the formation of NbO2
+

+ CO were reported in Figure 3. Optimized structures and
geometrical parameters of species involved are shown in
Figure 4.

The molecular adduct O-Nb+-OCO with a triplet spin
state is 20.93 kcal/mol more stable than the reactants, while
products with the same multiplicity are located at very high
energy (56.81 kcal/mol above the NbO+ and CO2 asymptote).
The triplet pathway is therefore very endergonic.

On the contrary, on the singlet PES, the species O-Nb+-
OCO and the final products lie 14.45 and 10.57 kcal/mol
below and above the reference, respectively.

A look to both potential energy surfaces shows that the
formation of NbO2

+ and CO is characterized by a spin
inversion. The crossing occurs after the molecular adduct
and entails that the reaction be a spin-forbidden process with
reactants having a triplet multiplicity and products in the
singlet spin state. The global process is endothermic for 10.57
kcal/mol.

4. Conclusions
Gas-phase interactions of Nb+ and NbO+ with carbon dioxide
were examined at the density functional level of theory, by
using B3LYP/6-311+G**/LANL2DZ theoretical protocol.
Triplet, quintet, and singlet multiplicities were analyzed for
both pathways and for different reaction channels.

The singlet energy surface for the interaction of Nb+ with
CO2 was found to be greatly disfavored because of the high
energy of all stationary points. Between triplet and quintet

Figure 3. Energetic profiles relating to the interaction between
NbO+ and CO2: path b.1.

Figure 4. Optimized structures and geometrical parameters of compounds involved in path b.1.
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potential energy profiles, a crossing occurs that causes a spin
inversion at the transition-state level. Thus, CO2 activation
catalyzed by Nb+ can be described as a two-state-reactivity
process with a reaction heat of 23.37 kcal/mol.

In brief, the coordination of the niobium cation in its
quintet ground state to CO2 gives rise to the linear5A′ ηo

1

adduct that, through a transition state having triplet multiplic-
ity, evolves in the3A′′ ηc,o

2 compound, which in turn
dissociates into the3Σ- NbO+ and CO products.

The spin-forbidden profile is in agreement with the
information derived by Sievers and Armentrout’s mass
spectrometry measurements.

The analysis of both possible reaction paths relating to
NbO+ and CO2 interaction indicates that the most favored
channel involves the abstraction of carbon dioxide oxygen
by a monoxide cation.

The quintet potential energy profile as well as the path
concerning the formation of NbCO2+ and O products are
energetically unlikely.

The global reaction path for the formation of NbO2
+ and

CO derives from the overlap of triplet and singlet profiles
showing a crossing following the formation of the ONb-
OCO+ molecular adduct, which causes a spin inversion. No
transition state was observed for this process.

In our work, particular attention has received the deter-
mination of the electronic terms for metal compounds
involved in all of the pathways, as some of them are
unknown theoretically or experimentally. For the niobium
cation, the comparison of our data with experimental ones
indicates that the used level of theory is suitable enough to
predict the exact ordering of triplet and quintet states other
than the energetic gap between them.
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Abstract: The joint use of the topological analysis provided by the electron localization function

(ELF) and catastrophe theory (CT), at the B3LYP/6-31G(d) calculation level, allows us to examine

the Lewis acid (protonation H+ and presence of BH3) and the role of an electron donor substituent

(-OCH3) at R and â positions along the course of the molecular mechanism for the Nazarov

rearrangement of penta-1,4-dien-3-one and eight derivatives. The progress of the reaction is

monitored by the changes of the ELF structural stability domains (SSDs), each change being

controlled by a turning point derived from CT. These SSDs and the corresponding turning points

are associated with a sequence of elementary chemical steps. Along the cyclization path of

penta-1,4-diene-3-one, four SSDs as well as three turning points (cusp1-fold1-cusp2) have

been characterized. The first and second SSDs correspond to a polarization of the C-O bond

and electronic redistribution among the C-C bonds, respectively, and they can be associated

with the formation of an oxyallyl structure. The third and fourth SSDs can be assigned to the

ring closure process. Protonation of the oxygen atom shifts the reactive directly into the second

SSD, greatly reducing the activation and reaction energies. The electronic effects due to Lewis

acids and electron donor substituents have been rationalized in terms of calculations of

mesomeric structures from ELF basin populations. The combination of Lewis acids together

with R and â -OCH3 substitutions renders a cooperative and competitive effect on activation

and reaction free energies, respectively.

1. Introduction
One of the fundamental issues of the theoretical descriptions
of chemical reactivity stands on the complete understanding
of reaction mechanisms. The rearrangements among electron
pairs along the pathway connecting the reactives to the
products can be perturbed in multiple ways; that is, catalysts
can accelerate the reaction toward a desired product. The

analysis of the electron density enables the extraction of
information from the wave function in a form that is readily
interpretable with reference to physicochemical properties
of a molecule. Modern techniques for the analysis of
chemical bonding have been developed recently on the basis
of properties of the topological analysis of the electron
density, as the atoms in molecules of Bader1 or the electron
localization function (ELF),2 developed for the study of
electron pairing by Silvi and Savin.3 Topological analysis
of ELF enables the chemist to condense the information
succinctly to interpret diverse bonding situations, such as
the recently defined bond shift,4 (homo-) aromaticity,5 or the
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nature of the bridge bond in propellanes.6 A further develop-
ment was introduced by the bonding evolution theory (BET)7

which combined the ELF and Thom’s catastrophe theory
(CT)8 for the analysis of the creation/annihilation of ELF
basins. According to BET, the rigorous definition of electron
pairing provided by ELF9 and the identification and char-
acterization of turning points along the reaction pathway can
be associated into well-defined chemical events (bond
breaking/forming processes, creation/annihilation of lone
pairs, etc.); therefore, an innovative understanding of the
corresponding molecular mechanism associated with chemi-
cal rearrangements can been reached. In this regard, several
papers have been presented to map out chemical reactions.10

Although this analysis relies on a “static” description of the
reaction path, Adamo and co-workers11 have investigated
using ab initio molecular dynamics bond breaking and
formation processes, and they found that the ELF topology
yielded equivalent results to the “static” description.

Electrocyclizations are powerful transformations in organic
synthesis.12 One type of electrocyclic reaction is a 4π-electron
process known as the Nazarov cyclization13-15 involving the
conversion of a divinyl ketone to an oxyallyl five-membered
ring (see Scheme 1). Traditionally, harsh reaction conditions
with strong acids or high temperatures were needed. Re-
cently, the potential applications of the Nazarov reaction in
synthesis have grown enormously by the use of Lewis acids
as catalysts, complexation with chiral metals for asymmetric
synthesis,16 and the wide variety of substrates as well as
procedures that allow carrying out of the “interrupted”
Nazarov reaction.17

In the Nazarov reaction, the key step is the cyclization of
a 4π-electron system through a conrotatory (under thermal
conditions) electrocyclic process to form a five-membered
ring. Although the mechanism of the Nazarov reaction is
well-known at an experimental15 as well as theoretical level,18

our understanding is far from complete. It is well-known
that three electronic factors control the progress of the
cyclization, namely, (a) protonation of the oxygen or
complexation to a mild Lewis acid (LA) catalyzes the
cyclization,19 (b) R-electron-donating substituents accelerate
the reaction,20 and (c)â-electron-donating substituents ac-

celerate the retro-Nazarov ring cleavage.21 The current work
is devoted to investigate how and where the bond breaking/
forming processes and the corresponding electronic distribu-
tions take place along the molecular mechanisms of the
Nazarov reaction of diallyl ketones to obtain five-membered
rings from the perspective of the ELF and CT analysis, taking
into account the a-c factors described above. A set of 3×
3 reactions have been calculated (see Scheme 1) considering
the protonation, H+, of the oxygen atom of the C1-O6 group
and the presence of BH3, as strong and moderate LAs,
respectively, and metoxy (-OCH3) as an electron-donating
group in theR (at C2 atom) andâ (at C3 atom) positions.
The effect of the LA on the cyclization of penta-1,4-diene-
3-one is shown in reactions 1-3; the LA combined to anR-
or â-metoxy group in reactions 4-6 and 7-9, respectively.

The structure of the article is arranged as follows: the
computational methods are presented in section 2. The results
and discussion section is divided in four parts. First, in order
to understand the electronic structure of penta-1,4-diene-3-
one and its oxyallyl ring, the weights of the Lewis resonance
structures will be determined on the basis of ELF basin
populations. Second, the reaction mechanism for the cy-
clization process for the neutral and protonated species,
reactions 1 and 3, respectively, will be discussed by means
of the combined use of ELF and CT analysis. Third, the
electron-donating capability of theR andâ -OCH3 groups
will be shown by means of trends of ELF basin populations
for the stationary points of reactions 1, 4, and 7. Fourth, the
electronic effects due to LA and-OCH3 substitution will
be related to the calculated activation and reaction free
energies. A brief concluding remarks section closes the
article.

2. Theoretical Methods
The geometry optimizations and electronic structure calcula-
tions were carried out by the Gaussian 03 program.22

Structures were optimized using the B3LYP hybrid exchange-
correlation potential23 together with the 6-31G(d) basis set.24

For the sake of comparison, reaction 7 is calculated using
the 6-31+G(d) basis set, because the oxyallyl ring structure
cannot be found without diffuse functions. Stationary points
on the potential energy surface were characterized by
harmonic analysis using the same theoretical level as used
in the optimization. The B3LYP activation energy is in good
agreement with experimental data and previous works using
ab initio18a-d or DFT methods.18e,f In the present work,
reactives are connected to the transition structure (TS) by
means of intrinsic reaction coordinate (IRC) calculations,
using the method proposed by Fukui25 and developed by
Gonzalez and Schlegel.26 A step size of 0.1 amu1/2 bohr and
the calcfc option as implemented in Gaussian 03 were
employed for the IRC calculations.

The topological analysis of the ELF function,η(r), has
been proved to be a useful tool to investigate the electronic
structure and chemical reactivity of molecular systems.27 An
exploration of the mathematical properties ofη(r) enables a
partition of the molecular position space in basins of
attractors, which present a one-to-one correspondence with
chemical local objects such as bonds and lone pairs. These

Scheme 1. Reactions Studied in This Work
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basins are either core basins, C(X), or valence basins,
V(X,...), belonging to the outermost shell and characterized
by their coordination number with core basins, which is
called the synaptic order.28 From a quantitative point of view,
the electron density method can be integrated over the basins
to provide the basin populations,Nh . Along the reaction
pathway, the change of the nuclear coordinates can lead to
different topologies of the ELF. Thus, the reaction path is
divided into subsets with the same ELF topology, and they
are called structural stability domains (SSDs). Two consecu-
tive SSDs are connected by a turning or bifurcation point
which is characterized by a zero value of the Hessian matrix
of the ELF. Each catastrophe transforms the overall topology
in such a way that the Poincare´-Hopf relation is fulfilled.
Three types of bifurcation catastrophes have been found so
far in the study of chemical reactivity: (i) the fold catas-
trophe, corresponding to the creation or the annihilation of
two critical points of different parity; for example, a
wandering point gives rise to an attractor (index 0) and a
saddle point of index 1; (ii) the cusp catastrophe, which
transforms one critical point into three (and vice versa) such
as in the formation or the breaking of a covalent bond; and
(iii) the elliptic umbilic in which the index of a critical point
changes by two. More information about the ELF and CT
analysis of the chemical reactivity can be found else-
where.7 Technically, the Kohn-Sham orbitals were obtained
for each point of the calculated IRC path, and the ELF
analysis was carried out using a cubical grid of a step size
smaller than 0.1 bohr, employing the TopMod package of
programs.29 The graphical representation was obtained using
the MOLEKEL program.30

3. Results and Discussion
3.1. Calculation of Lewis Resonance Structures for Penta-
1,4-diene-3-one and Its Oxyallyl Ring.The analysis based
on the ELF topology allows quantification of the resonance
structures proposed in Denmark’s pioneering study of
substituent effects in the Nazarov reaction,20 even for the
neutral species. Hence, for penta-1,4-diene-3-one (R1), the
ELF shows two lone pairs represented by V1,2(O6) basins
with an integrated population of 2.62 e each. The C-O bond
is strongly polarized toward the O atom, and its population
is 2.35 e. This type of bond corresponds to a charge-shift
type due to the different electronegativity of the atoms, where
some amount of the bond electron density is shifted toward
the oxygen lone pairs. Single (double) C-C bonds are
represented by one (two) disynaptic basin(s) between the
corresponding atoms with typical populations for this type
of basin. The product, the oxyallyl ring (P1), presents a larger
population on the two O6 lone pairs, 2.82 e each, and a
smaller C-O bond population, 2.05 e. The C1-C2 and C1-
C5 basins present a population intermediate between a single
and double bond, 2.70 e. The C-C bonds adjacent to C1-
C2 and C1-C5 are slightly more populated than single bonds.

The basin populations of reactives and products correspond
to a superposition of Lewis resonance structures R1a-R1d
and P1a-P1b as depicted in Schemes 2 and 3, respectively.
Structure R1a has three double bonds and all atoms remain
neutral, whereas R1b-R1d are zwitterionic structures, the

negative and positive charge being located on the oxygen
atom and on the C1, C3, and C4 carbon atoms, respectively.
The corresponding ELF basin populations and the number
of electrons for each resonance structure are gathered in
Table 1a and b, respectively. Fitting the resonance weights
to the basin populations yields the following results:wR1a

) 0.24,wR1b ) 0.40,wR1c ) 0.18, andwR1d ) 0.18. Although
the carbocation is delocalized between C1, C3, and C4, the
weight of R1b equals the sum of R1c and R1d. The oxyallyl
ring P1 can be reasonably described by the superposition of
just two distinct resonance forms P1a and P1b with equal
weights.

3.2. A Combined Used of the ELF and Catastrophe
Theory Analysis of the Protonation Effect in Nazarov’s
Cyclization. The reaction paths connecting R-TS-P cal-
culated using the IRC method for reactions 1 and 3 are shown
in Figure 1.31 Below the potential energy profile, a schematic
representation of the change of topology of ELF basins using
Lewis type structures is depicted. Reaction 1 presents four

Scheme 2. Proposed Lewis Resonance Forms for
Penta-1,4-diene-3-one (R1)

Scheme 3. Proposed Lewis Resonance Forms for the
Oxyallyl Ring (P1)

Table 1. Basin Populations (Nh ) and Number of Electrons
Per Basin for Each Lewis Resonance Form of (a) R1 and
(b) P1

(a) R1

ELF Lewis structures

Nh Nh scaleda R1a R1b R1c R1d

V(C3,C4) 2.21 2.35 2 2 4 2
V(C4,C5) 2.21 2.35 2 2 2 4
V(C4,O6) 2.35 2.50 4 2 2 2
V(O6) 5.23 5.56 4 6 6 6
V(C2,C3) 3.41 3.62 4 4 2 4
V(C1,C5) 3.41 3.62 4 4 4 2

(b) P1

ELF Lewis structures

Nh Nh scaledb P1a P1b

V(C1,C2) 2.71 2.89 2 4
V(C1,C5) 2.71 2.89 4 2
V(C1,O6) 2.05 2.19 2 2
V(O6) 5.64 6.02 6 6
a Scale factor of 20/(∑ Nh ) ) 1.06. b Scale factor of 14/(∑ Nh ) ) 1.03.
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SSDs (I-IV) connected by cusp1, fold1, and cusp2 turning
points, respectively. A snapshot of the ELF for each SSD is
displayed in Figure 2. The protonated reaction (reaction 3)
presents neither the first SSD nor the cusp1 turning point,
the other ELF topological features being identical to those
of reaction 1. The populations for valence basins at the first
and last points of each SSD of reactions 1 and 3 are gathered
in Tables 2 and 3. In addition, the distancerC3-C4 and the
increment of energy along each SSD are also included.

The first SSD (I) of the reaction path of reaction 1 is
characterized by the absence of transference of electronic
charge between the ELF basins. However, there are sub-
stantial geometrical changes due to the conrotatory movement
of both CH2 terminal units. This SSD is the most costly
energetically (25.83 kcal/mol), and a polarization of the C1-
O6 bond is appreciated by the increment of 0.13 e of the
basins associated with the lone pairs of the O6 atom. The
second SSD (II) of reaction 1 starts by the transformation
of the degenerate disynaptic V1,2(Ci)2,4,Cj)3,5) into a unique
V(Ci)2,4,Cj)3,4) basin by means of a cusp-type turning point,
cusp2. The rotation of the CH2 units along the first SSD
leads to the merge of the two basins corresponding to the
terminal double bonds into a single one. Reaction 3 starts in
this SSD; the protonation of O6 creates a V(O6,H) basin of
1.77 e; besides, the population of the lone pair of O6 is 4.14
e, and theNh [V(C1,O6)] basin is decreased to 1.77 e. There

are also substantial changes on the C-C bond basins;
whereas V(Ci)1,1,Cj)2,5) and V(C1,C5) increase the population
to 2.38 e, V(Ci)2,3,Cj)3,4) is connected by one disynaptic basin
with a population of 3.23 e. Hence, the ELF topology of R3
is equivalent to the corresponding one at the second SSD of
reaction 1. Along the second step, there is a noticeable
charge-transfer process from the new basin V(Ci)2,4,Cj)3,5),
-0.23 e (reaction 1) and-0.55 e (reaction 3), to the
V(Ci)1,1,Cj)2,5) basins, 0.20 e (reaction 1) and 0.27 e (reaction
3), and V(O6), 0.14 e (reaction 1) and 0.20 e (reaction 3).
This electronic rearrangement is accompanied by an incre-
ment of the energy of 14.66 and 18.83 kcal/mol, for reactions
1 and 3, respectively.

The third SSD (III) begins shortly before the TS1 is
reached, at Rx) -0.30 amu1/2 bohr, and at the same point
as TS3. According to Thom’s catastrophe theory, it is a fold-
type turning point, fold1, where two monosynaptic basins
on the terminal carbons are created [V(C3) and V(C4)].
Hence, terminal carbons are now connected by two mono-
synaptic basins, and this type of interaction between atoms
has been termed as a “proto-covalent” bond, and it takes
place immediately before (or after) the formation (breaking)
of a covalent bond. It is interesting to remark that TS1 and
TS3 belong to different SSDs; thus, examination of the TS
instead of the progress along the reaction path could be
misleading. The only transference of electron density among
ELF basins occurs from V(Ci)2,4,Cj)3,5) to the newly created
V(Ci)3,4).

The last step starts at Rx) +0.20 (reaction 1) and+0.50
(reaction 3) amu1/2 bohr, and it corresponds to the creation
of a disynaptic basin V(C3,C4) from the monosynaptic basins
V(C3) and V(C4) by means of a cusp-type turning point; in
other words, the ring is closed by the formation of a covalent
bond between the terminal atoms. Along the fourth SSD (IV),
there is an energy stabilization of 15.03 and 6.28 kcal/mol
for reactions 1 and 3, respectively, and the new basin
commences with a low population (0.93 e), and it increases
until a population typical of a single C-C bond is reached,
1.83 e (reaction 1) and 1.84 e (reaction 3).

In summary, although the cyclization from the penta-1,3-
diene-4-one to the corresponding oxyallyl ring takes place
along one TS, the individual electronic rearrangements do
not take place simultaneously but along four well-defined
SSDs of the ELF separated by cusp1-fold1-cusp2 turning
points. The reaction starts by the formation of the oxyallyl
structure, while the ring closure takes place in the last part
of the reaction. The presence of a LA, cases 2 and 3,
stabilizes the negative partial charge of O6 and shifts electron
density from the terminal double bonds to the single bonds
and from the C1-O6 bond to O6 lone pairs. As a consequence
of these electronic rearrangements, the reaction path of 3,
H+ protonation, begins directly at the second SSD avoiding
the first (and energetically very costly) SSD of reaction 1.
In SSD II, there is an electronic transfer process from
terminal C-C bonds to C1-C2 and C1-C5. The third step
starts in the vicinities of the TS, and it is characterized by
the proto-covalent bond between terminal C atoms. Finally,
the ring-closure process takes place by the formation of the
covalent bond C3-C4.

Figure 1. B3LYP/6-31G(d) calculated energy profiles for the
Nazarov cyclizations 1 and 3 (energy values relative to the
respective reactive) calculated by means of the IRC method,
with a step size of 0.1 (amu1/2 bohr). Below the graph, a
schematic representation of the Lewis resonance forms for
each SSD is depicted from the perspective of the ELF analysis
(full lines and ellipses representing disynaptic and mono-
synaptic basins, respectively, while dotted lines indicate a
large basin population).
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3.3. ELF Analysis of -OCH3 Substituent Effects on
the Nazarov Cyclization.The ELF analysis of the reaction
path for reactions 4 and 7, with an-OCH3 in R and â
positions, respectively, shows the same sequence of SSDs
and turning points as the unsubstituted reaction (reaction 1).
The corresponding stationary points (R, TS, and P) of these
three reactions (1, 4, and 7) have the same ELF topology.
Therefore, a comparative analysis of their differences on the
basin populations, and their trends, can be carried out in order
to understand the-OCH3 effect on the electronic rearrange-
ments of Nazarov cyclization. The data of ELF populations
for R, TS, and P of reactions 1, 4, and 7 are gathered in
Table 4.

A comparative analysis of the progress of these reactions
(4 and 7) with respect to the parent model (reaction 1) points
out a similar behavior. However, there are two main
differences between reactions 4 and 1: first, there is a larger
increment ofNh [V(C1,C5)] for reaction 4 than in reaction 1;
second, there is a transfer of electron charge from the lone
pairs of O7 to the C2-O7 bond. Hence, V(O7) decreases its
population, R4 (4.59 e), TS4 (4.41 e), and P4 (4.03 e), while
Nh [V(C2,O7)] increases for R4 (1.50 e), TS4 (1.63 e), and P4
(1.89 e). Both differences may be interpreted in terms of
the resonance Lewis structures discussed in section 3.1.
Whether for P1 both Lewis structures, a and b, have equal
weight, for P4, the weight of the corresponding P4a is larger

Figure 2. Snapshots of ELF localization domains (η ) 0.8 isosurface, except 0.75 for c) for (a) reactive (SSD I), (b) Rx ) -0.40
(SSD II), (c) TS (SSD III), (d) Rx ) -0.20 (SSD IV), and (e) product (SSD IV). Basin color legend: purple for core, orange for
monosynaptic, and green for disynaptic. Hydrogenated basins are omitted for clarity.

Table 2. Rx (in amu1/2 bohr), Increments of Energy within Each SSD ∆Ea (in kcal/mol), rC3-C4 Distance (in Å), and
Integrated Electron Populations for Valence ELF Basins of Reaction 1 Calculated for the Initial and Final Points of Each
SSD Identified on the Energy Reaction Profile Using the ELF Analysis

I II III IVSSD

Rx R -2.0 -1.9 -0.4 -0.3 TS(0.0) 0.1 0.2 P
rC3-C4 3.229 2.319 2.302 2.035 2.018 1-949 1.916 1.898 1.541
∆E 25.83 14.66 1.74 -15.03
V(C1,C2) 2.21 2.29 2.31 2.51 2.53 2.56 2.61 2.64 2.74
V(C1,O6) 2.35 2.29 2.28 2.16 2.14 2.15 2.14 2.12 2.05
V(O6) 2.62/2.62 2.68/2.68 2.68/2.68 2.75/2.75 2.76/2.76 2.75/2.75 2.76/2.76 2.77/2.77 2.82/2.82
V(C3,C4) 0.93 1.83
V(C3) 0.22 0.36 0.44
V(C4) 0.22 0.36 0.44
V1,2(C2,4,C3,5) 1.63/1.78 1.63/1.65 3.27 3.04 2.82 2.65 2.55 2.51 2.12
V(H1,C3,4) 2.1 2.11 2.12 2.11 2.09 2.05 2.04 2.03 1.95
V(H6,C3,4) 2.09 2.11 2.11 2.1 2.1 2.1 2.1 2.09 1.97

a For each SSD, ∆E ) E(final) - E(initial).
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than P4b due to the electron donation of the-OCH3 group.
A transfer of electronic charge from the O7 lone pairs to the
C2-C7 bond around 0.40 e is sensed, stabilizing the cation
at the C2 atom. Hence, the analysis of ELF is in full
agreement with Denmark’s model, giving a quantitative
measure of the electron-donating effect.

The ELF basin population trends observed on the station-
ary points of reaction 7 are more similar to those of reaction
1 than in the case of reaction 4. However, analysis of the
behavior ofNh [V(C3,O7)] andNh [V(O7)] basins for R7-TS7-
P7 structures shows a transfer of electronic charge of 0.22 e
(approximately) from V(C3,O7) to V(O7) basins. Therefore,
the -OCH3 electron-donating effect at the C2 and C3
positions go in opposite directions. However, the magnitude
of the electron donation from the lone pairs of O7 to the
C3-O7 bond in reaction 7 is smaller than in reaction 4, and
the role of this electronic transfer into the basins participating
on the cyclization process cannot be clearly distinguished.
Therefore, the electron-donating effect of theâ -OCH3

group should stabilize R7 and TS7 (less) with respect to P7,

which also agrees with Denmark’s model predicting that
â-electron-donating groups should stabilize the pentadiene
cation, discouraging cyclization. Comparison between TS1
and TS7 reveals a largerNh [V(C1,C2)] for the latter, 0.23 e,
suggesting a more efficient electronic charge process from
V(C2,C3) to V(C1,C2) due to the presence of the-OCH3

group. Also, the populations of V(C3) and V(C4) basins at
TS7 are not identical, indicating that the bond formation is
not a pure homolytical process.

3.4. Does the Presence of Lewis Acid andR,â -OCH3

Substitution Yield a Cooperative or a Competitive Effect?
Once the changes on the electronic structure due to LAs
protonation (H+) and presence of BH3sand R,â metoxy
substitution have been analyzed using the ELF analysis, we
will relate these observations to the thermochemical data
calculated at the B3LYP/6-31G(d) level, namely, the activa-
tion free energy,∆Gact [∆Gact ) G(TS) - G(R)], and
reaction free energy,∆Greac [∆Greac ) G(P) - G(R)]
calculated at 298 K and 1 atm. In addition, the combined
effect of the LA andR or â -OCH3 substitution will be
considered. In Table 5,∆Gact and∆Greac for reactions 1-9
are collected.

As it was discussed previously, the Lewis acid, BH3 or
protonation (H+), interacts with one of the lone pairs of O6,
forming a dative bond or an O-H bond, respectively.32

Therefore, the effect of the Lewis acid can be viewed as a
relative stabilization of the transition structure and the product
with respect to the reactive. Therefore, both∆Gact and
∆Greac will be reduced to 32.60 and 13.55 kcal/mol in
reaction 2 and 19.02 and-2.95 kcal/mol in reaction 3,
respectively. The calculated∆Gact and∆Greac for reaction
4 are 36.77 and 8.82 kcal/mol, respectively. This result is in
agreement with both experimentally and computationally
acknowledged conclusions13 that the rate acceleration effect
is due toR -OCH3 substitution in the Nazarov cyclization.
Interestingly, the ELF analysis predicts a stabilization of the
transition structure and the product due toR -OCH3

substitution, similar to the effect of the LA. Hence, both
effects take place on different structures, and they can work
in a cooperative way as it is observed from the calculations
of ∆Gact and∆Greac for reactions 5, 26.80 and-2.68 kcal/
mol, and 6, 11.15 and-26.26 kcal/mol, respectively.

Table 3. Rx (in amu1/2 bohr), SSD Increment of Energy
∆Ea (in kcal/mol), rC3-C4 Distance, and Integrated
Electron Populations for Valence ELF Basins of Reaction 3
Calculated for the Initial and Final Points of Each SSD
Identified on the Energy Reaction Profile Using the ELF
Analysis

II III IVSSD

Rx R TS (0.0) 0.1 0.5 0.6 P
rC3-C4 3.183 2.108 2.074 2.003 1.985 1.536
∆E 18.83 6.28 6.28
V(C1,C2) 2.38 2.65 2.66 2.69 2.69 2.71
V(C1,O6) 1.77 1.65 1.65 1.64 1.65 1.61
V(O6) 4.14 4.34 4.35 4.38 4.38 2.16/2.31
V(O6,H) 1.77 1.71 1.7 1.69 1.68 1.64
V(C3,C4) 0.69 1.84
V(C3) 0.19 0.31
V(C4) 0.19 0.31
V1(C2,4,C3,5) 3.23 2.68 2.61 2.49 2.46 2.09
V(H1,C3,4) 2.1 2.13 2.13 2.14 2.15 2.16
V(H6,C3,4) 2.09 2.22 2.08 2.04 2.03 1.92

a For each SSD ∆E ) E(final) - E(initial).

Table 4. ELF Integrated Populations (in Electrons) for the Most Representative Basins of Reactive (R), Transition Structure
(TS), and Product (P) for Reactions 1, 4, and 7

R1 TS1 P1 R4 TS4 P4 R7 TS7 P7

V(C1,C2) 2.21 2.58 2.67 2.26 2.51 2.62 2.26 2.81 2.79
V(C2,C3) 1.63/1.78 2.64 2.12 1.77/1.87 2.72 2.17 1.76/1.84 2.51 2.18
V(C3,C4) 1.83 1.88 1.83
V(C3) 0.37 0.24 0.59
V(C4) 0.36 0.5 0.45
V(C4,C5) 1.63/1.78 2.65 2.12 1.68/1.78 2.66 2.04 1.79/1.67 2.55 2.12
V(C5,C1) 2.21 2.56 2.74 2.22 2.88 3.2 2.22 2.52 2.62
V(C1,O6) 2.35 2.15 2.05 2.34 2.14 1.95 2.25 2.14 2.07
V1,2(O6) 2.62/2.62 2.75/2.75 2.82/2.82 2.61/2.65 2.79/2.7 2.99/2.79 2.7/2.64 2.8/2.75 2.85/2.77
V(C2,O7) 1.5 1.63 1.89
V(C3,O7) 1.53 1.41 1.31
V(O7,C) 1.41 1.42 1.49 1.38 1.34 1.32
V(O7) 2.45/2.14 4.41 4.03 4.57 2.41/2.31 2.47/2.40
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Experimental and theoretical calculations have shown the
acceleration of the retro-Nazarov cyclization with electron-
donor substituents in carbonâ.21 The B3LYP calculated
∆Gact and∆Greac of reaction 7 are 43.41 and 38.11 kcal/
mol, respectively. The ELF analysis reveals that the electron-
donating effect ofâ -OCH3 substitution stabilizes the
reactive and the TS (less) while the LA also stabilizes the
TS and the product. Therefore, both effects are competitive
on the reactive structure yielding smaller∆Gact but similar
∆Greac values for reactions 8, and 28.27 kcal/mol, and 9,
27.76 and 24.70 kcal/mol, respectively.

4. Conclusions
The forming/breaking bond processes and electronic re-
arrangements along the reaction path associated with the
Nazarov cyclizations of penta-1,4-diene-3-one and deriva-
tives have been studied in the framework provided by the
topological analysis of the ELF together with CT. The
presence of a Lewis acid (protonation H+and BH3) as well
as an electron-donor substituent (-OCH3) at R and â
positions is taken into account using nine different reaction
models. The main conclusions can be summarized as follows:

(i) The weights of the Lewis resonance structures have
been calculated from ELF basin populations for penta-1,4-
diene-3-one (R1) and its corresponding oxyallyl ring (P1).

(ii) The cyclization of R1 takes place following four
different structural SSDs (I-IV) connected by three turning
points (cusp1-fold1-cusp2). The first and most energeti-
cally demanding step for R1, reaction 1, corresponds to a
polarization of the C-O bond, while the second step is
associated with the electronic rearrangement among carbon-
carbon bonds. The transition structure is located at the third
SSD where the terminal carbon-carbon bond is not yet
formed, and finally the ring closure process takes place.

(iii) The protonation of the ketone implies a modification
of the ELF topology of the reactive (R3). Hence, the ELF
topology of R3 corresponds to the second SSD of reaction
1, and the energetically expensive first SSD is avoided. The
protonation of O6 plays a decisive catalytic role, and it can
be associated with the relative stabilization of the TS and
product with respect to the reactive due to their larger
zwitterionic character.

(iv) The analysis of ELF basin populations of reactives,
transition structures, and products of reactions 1, 4, and 7

reveals the electron-donor capability of the-OCH3 sub-
stituent atR and â positions, C2 and C3 carbon atoms,
respectively. The basin corresponding to the lone pairs of
O7 can donate up to 0.58 e to the V(Ci)2,3-O7) bonding
basin, depending on the electronic demands of the rearrange-
ments taking place along the reaction path. The electron-
donating effect goes in opposite directions for reactions 4
and 7.

(v) The variation of activation and reaction free energies
observed for the combined effects of a Lewis acid (H+, BH3)
and theR or â -OCH3 substituents has been rationalized in
terms of stabilization of the stationary points for reactions
1-9 due to the previously described electronic effects. The
presence of Lewis acids and the presence of theR -OCH3

substituent is cooperative, reducing greatly the activation free
energy and yielding a clearly exergonic reaction. On the other
hand, LA andâ -OCH3 act in a competitive way, decreasing
the acceleration of the cyclization process.
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Abstract: Following recent refinements of the SIBFA intermolecular potential to the multipolar

electrostatic contribution by inclusion of an explicit ‘penetration’ component, the short-range

repulsion term is augmented with a S2/R2 component. The SIBFA potential, and the behaviors

of its individual contributions encompassing polarization and charge transfer, were evaluated in

a diversity of hydrogen-bonded complexes as well as in a model stacked complex by comparisons

with results from ab initio quantum-chemical (QC) computations with energy decomposition.

Close agreements between SIBFA and QC results are found on both the interaction energies

and their contributions. Extensions to computations at the DFT level are also presented.

Introduction
In Anisotropic Polarizable Molecular Mechanics (APMM)
procedures,1-8 representation of the electrostatic contribution
of the interaction energy with distributed multipoles consti-
tutes an essential asset. Following the developments pio-
neered by Stone (see ref 9 and references herein) and
Claverie,10 the multipoles are extracted from the quantum-
chemical (QC) wave function of the molecule considered
and stored in a library. The electrostatic interaction energy
between two interacting molecules is then computed as a
sum of multipole-multipole interactions. This enables to
faithfully reproduce the anisotropic features of the Coulomb
contribution of a corresponding ab initio supermolecule
computation.11,13-15 However, the Coulomb component em-
bodies, in addition to the multipolar component, attractive
effects due to charge penetration.16,17 The corresponding

energy term, denoted asEpen, is not explicitly represented in
virtually all APMM procedures. Instead, on account of its
overlap-dependent character, it is lumped together with the
short-range repulsion contribution. The first explicit intro-
duction ofEpen was done in the framework of the Effective
Fragment Potential (EFP) method.16 It was recently intro-
duced17 as well in the SIBFA (Sum of Interactions Between
Fragments Ab initio computed)1,2 procedure and in the GEM
(Gaussian Electrostatic Model) approach4 using different
formalisms. The use of energy-decomposition procedures in
the ab initio supermolecular approach unravels the weights
of the individual component of the Hartree-Fock (or DFT)
interaction energy,∆EHF (or ∆EDFT) between two, or several,
interacting molecules and their distance and angular depend-
encies.11,13,15,18

It was found using SIBFA that the multipolar contribution
EMTP augmented with byEpen, denoted asEMTP*, could closely
reproduce the numerical values of the ab initio Coulomb
contributionEc for diverse representative complexes, such
as neutral or ionic H-bonded, or stacking as well as cation-
ligand complexes.17 The Frozen Core term,EFC, from an ab
initio energy-decomposition procedure is the sum of the
Coulomb,Ec, and the short-range exchange,Eexch, contribu-
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tions. In this work and by analogy to perturbation theory
we will term it E1. The corresponding term in SIBFA isEMTP

+ Epen+ Erep. Since the first two terms should matchEc(HF),
Erep should now match as closely as possibleEexch, rather
than it be calibrated to match the actualEFC(HF)-
EMTP(SIBFA) difference. While this could on principle be
attained by simply rescaling the multiplicative factor ofErep,
we sought for further refinements in its formulation. Such
comparisons are carried out parallel to the corresponding
comparisons betweenEMTP* andEc. In ‘classical’ molecular
mechanics using point charges to compute electrostatics, the
repulsion contribution is generally computed as a sum of
‘isotropic’ 1/Rn terms. In the context of APMM, it would be
desirable to have a representation ofEexch that accounts as
closely as possible for both its distance and its angular
dependencies. Apart from SIBFA, only a few APMM
procedures endowErep with angular features3 and with
dependencies upon the electronic populations of the interact-
ing atoms:19,20 that is, the more electron-rich a given atom,
the larger its contribution to the repulsion. However to our
knowledge, there are scarce reports that do confront the
angular dependencies ofErep to those ofEexch. Examples of
such reports were published using the SIBFA procedure for
both hydrogen-bonded21 and cation-ligand complexes.22

Since the initial inception of this procedure, and following
the early proposals by Murrell et al.,23 a dependence ofErep

upon a functional,S2, of the square of the overlap between
the interacting molecules was sought for. ThusErep was
expressed under the form of a sum of bond-bond, bond-
lone pair, and lone pair-lone pair overlaps interactions.24

Denoting byR the distance between the centroids of the
simulated localized orbitals, further developments resorted
to a S2/R formula instead of anS2 one and explicitly
introduced the effects of the hybridization of the orbitals
localized on the bonds, not just those localized on the lone
pairs.22 In the present work, we will seek to confer more
flexibility to such a representation. Again following the work
by Murrell and Teixeira-Dias,23 we will include an additional
term, with an actualS2/R2 dependency.25 This introduction
occurs at the cost of only a minor calibration effort, since
the amplitude of each of theS2/R and theS2/R2 terms is
governed by only two parameters, namely a multiplicative
coefficient and the exponent of the exponential. As in our
preceding papers, the values of the effective radii of each
involved atom depend on its chemical nature and hybridiza-
tion, are identical for bothS2 components, and are transfer-
able. The present work constitutes a generalization25 of the
one recently published by us26 which bore on the refinements
of Zn(II) representation in this context. The formulation of
the two second-order contributions, polarization (Epol) and
charge-transfer (Ect), is the same as in our previous papers.26

The organization of the paper is the following.

A further refinement of the expression ofEpen is briefly
introduced, that now embodies the effects of penetration on
the charge-quadrupole component ofEMTP, in addition to
those exerted on the charge-charge and charge-dipole
components. The formulation ofErep* is then presented.
Calibration of bothEMTP* andErep* is subsequently done on
a training set constituted by the water dimer in the same

five configurations as investigated in our previous paper.17

This is followed by tests on water clusters. Water boxes in
an energy-minimized icelike arrangement are considered for
n ) 12, 16, and 20 molecules, and, forn ) 16, an
arrangement extracted from a Monte Carlo simulation on a
large box of 64 molecules is also considered. Three
nonstandard H-bonded chains (n ) 12) are next considered
to probe the behavior ofEpol in polarizable potentials against
their QC counterpart: these involve bifurcated and transverse
bifurcated arrangements as introduced by Giese and York27

as well as helical as some of us have suggested in a recent
paper (Piquemal et al., submitted for publication). We then
present several tests of the accuracy ofEMTP* and Erep in
first-order, andEpol andEct in second-order, by comparing
their distance and/or angular dependencies to those of their
respective counterpartsEc, Eexch, Epol, and Ect. These tests
bear on the following hydrogen-bonded complexes: a neutral
H-bond complex, the formamide dimer; an anionic H-bond
acceptor, formate, with a neutral H-bond donor, water; a
cationic H-bond donor, methylammonium, with a neutral
acceptor, water; and an ionic complex, formate-methyl-
ammonium. It was finally essential to assess if the refine-
ments in the representation of H-bonded complexes would
translate into an improved representation of stacked com-
plexes, such that as many polar atoms of one monomer would
‘overlap’ those of the other monomer. This was done on the
complex between two parallel formamide molecules upon
performing rotation of the second monomer around thez-axis.
To conclude, we present an extension of this work to
interaction energies computed at the correlated DFT level
for water using a large basis set. In this context, we also
investigate ten hydrogen-bonded complexes that were re-
cently studied in detail by van Duijneveldt et al. to
benchmark several molecular mechanics potentials against
high level QC computations.28

The present work builds up on several previous studies in
which SIBFA, ab initio HF, and MP2 as well as DFT
calculations were performed in parallel. Several of these were
done in close collaboration with Professor Salahub’s group
and were instrumental in the continued evolution and
refinements of this procedure: from bimolecular or small
complexes,21 to intramolecular interactions in di-and oligo-
peptides,29,30 and to critical assessment of the handling of
cooperativity effects in peptide H-bonded networks31 and
anisotropy in dimerization energies of protein-protein
recognition motives.32

Procedure
Ab Initio Calculations. At the Hartree-Fock level, the
energy decomposition calculations have been carried using
the RVS11 decomposition scheme at Hartree Fock level, as
implemented in GAMESS.33 The basis sets retained for these
computations are the CEP 4-31G(2d)34 and DZVP2.35 The
SIBFA DZVP2 results required for the SIBFA version
dedicated to open shell cation interactions36 will be discussed
if different from the CEP 4-31G(2d) version. The CEP
4-31G(2d) pseudopotential has been shown to provide∆E
values close to those computed with the 6-311G** in models
of zinc metalloprotein complexes with inhibitors.1 At the
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DFT level, the chosen functional was B3LYP37,38 coupled
to the aug-cc-PVTZ basis set.39 All energy decomposition
computations at this level have been carried out with a
modified version of the CSOV18 energy decomposition
scheme implemented in a modified version of HONDO
95.313 enabling the computations of the electrostatic interac-
tion energies in complexes with more than two molecules.
Distributed polarizabilities are extracted from a procedure
originally due to Garmer and Stevens40 and implemented at
the HF and DFT level in our “in house” version of HONDO
95.3. Jaguar 6.041 has also been used to calculate the DFT
total interaction energies in water oligomers.

Extended Formulation for EMTP*. EMTP* is calculated
using distributed multipoles, up to quadrupoles and derived
from the ab initio wave function of the molecule considered.
They are distributed on its atoms and the barycenters of its
chemical bonds following a procedure due to Vigne-Maeder
and Claverie.10

EMTP* was computed17 as a sum of six terms:

To take into account the short-range electrostatic penetra-
tion effect, we have in ref 17 modified two terms of the
classicalEMTP, which are both related to monopole interaction
(Emono-mono* andEmono-dip*). Even though these modifications
gave accurate results, we have extended here the correction
to the monopole-quadrupole term.

The expression is grounded on the ab initio formulation
of the Coulomb electrostatic interaction energy,Ec (see refs
13 and 14 and references herein for details)

whereµ andæi are the nuclei and the unperturbed molecular
orbitals of monomer A andν andæj, those of monomer B.

The monopole-monopole energy for two interacting
centersi and j is given by

whereZi andZj are the number of valence electrons of the
two atoms concerned. In the case of the monopoles located
on bondsZ is equal to zero.Ri and âi are parameters
depending on effective van der Waals radiirvdw and are given
by

whereγ and δ are parameters depending on the basis set/
methodology used for reference ab initio calculations. For

bond monopoles thervdw values are taken equal to the
arithmetic mean between those of the atoms forming the
bond.

The monopole-dipole energy term is given by

with

and

whereø is a parameter depending on the basis set/methodol-
ogy used for reference ab initio calculations. At this point,
this formulation includes a correction for terms varying like
R-1 (monopole-monopole correction), for terms varying like
R-2 (monopole-dipole correction) but does not include
correction for terms varying likeR-3 (dipole-dipole and
monopole-quadrupole).

The standard monopole-quadrupole interaction is given
by

with

whereEmono-quad1andEmono-quad2are respectively the interac-
tion energy of a monopole interacting with an axial quad-
rupole (the two axial quadrupoles representing the true
quadrupole are different forEmono-quad1 and Emono-quad2). a
defines the unit vector defining the axis,r is the vector along
r, directed from the monopole to axial quadrupole, andQa

is the corresponding quadrupole magnitude with direction
a.

The energy can be refined by modifying the monopoleq

with

and

where Ω is a parameter depending on the basis set/
methodology used for reference ab initio calculations.

ThusEMTP* is given by

whereγ, δ, ø, andæ were fit so thatEMTP* reproducesEc on
the linear and bifurcated water dimers reported in this study.

Formulation of the Short-Range Repulsion Inter-
molecular Interaction Energy. Initially, EMTP, lacking the
attractive penetration componentEpen, was systematically less

EMTP* ) Emono-mono* + Emono-dip* + Emono-quad+ Edip-dip +
Edip-quad+ Equad-quad (1)

Ec) -2 ∑
i

∑
υ

Zν ∫ (|æi(1)|2)/r1ν)dι1 -

2 ∑
j

∑
µ

Zµ ∫ (|æi(1)|2)/r2µ)dι2 +

4 ∑
i

∑
j
∫ (|æi(1)|2 |æj(2)|2)/r12)dι1dι2 + ∑

µ
∑

υ

Zµ.Zν/rµν

(2)

Emono-mono* ) [ZiZj - {Zi(Zj - qj)(1 - exp(-Rj‚r)) +
Zj(Zi - qi)(1 - exp(-Ri‚r))} +

(Zi - qi)(Zj - qj)(1 - exp(-âi‚r)) (1 - exp(-âj‚r))] *(1/ r)
(3)

Ri ) γ/rvdw i and âi ) δ/rvdw I (4)

Emono-dip* ) -µj‚ê* (5)

ê* ) {Zi - (Zi - qi)(1 - exp(-ηr))}‚r ij /rij
3 (6)

η ) ø/((rvdw i + rvdw j))/2 (7)

Emono-quad) Emono-quad1+ Emono-quad2 (8)

Emono-quad) q(Qa/2r3)[3(a‚r/ r)2 - 1] (9)

Emono-quad*) Emq1* + Emq2* (10)

Emq1* )

{Zi - (Zi - qi)(1 - exp(-ær))}(Qa/2r3)[3(a‚u)2 - 1] (11)

æ ) Ω/((rvdw i + rvdw j))/2 (12)

EMTP* ) Emono-mono* + Emono-dip* + Emono-quad* + Edip-dip +
Edip-quad+ Equad-quad (13)
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attractive thanEc. Thus we had chosen aS2/R formulation
of Erep in order to includeEpen in the repulsion since a similar
dependency upon inS2/R is observed for both exchange-
repulsion and penetration.16,42Erep was calibrated so that the
actual sum ofEMTP + Erep, namelyE1(SIBFA), matches the
corresponding sum ofEc + Eexch, namelyE1(RVS). Since
EMTP* should now matchEc, Erep should correspondingly
matchEexch. This has led us to accordingly search for an
improved reformulation ofErep, while still retaining a
molecular orbital (MO) overlaplike formulation.

Erep(SIBFA) is now formulated as a sum of bond-bond,
bond-lone pair, and lone pair-lone pair interactions under
the form of anS2/R + S2/R2 formulation. S denotes the
overlap between localized MOs of the interacting partners
expressed under the form of sums of Slater hybrid orbitals
around the pair of atoms making up the bonds and as hybrids
around the lone pair bearing-heteroatoms. The localized MOs
are represented by centers along the chemical bonds and the
lone pairs of heteratoms.

In the case of two interacting molecules A with bonds
AB and lone pairs LR and C with bonds CD and lone pairs
Lγ, Erep has the form

Each term of this equation depends upon a functional,S,
of the overlap as

where n ) 1 or 2, andNocc(AB) and Nocc(CD) are the
occupation numbers of bonds AB and CD.Nocc is equal to
2 for doubly occupied bonds and lone pairs and to 1 forπ
type orbitals. DAB,CD denotes the distance between the
barycenters of bonds AB and CD.

The expression for the overlap termS was detailed in a
preceding paper.22 The formulation ofS includes exponentials
of the distance between pair of atoms belonging to the
interacting bonds or lone pairs. Such distances are divided
by the geometric mean of the effective radii of these atoms.
As for EMTP* such radii are atom-type dependent. For any
given atom type such as O(sp2), O(sp), etc., they are also
determined on the basis of isodensity contour maps around
a representative isolated molecule to which they belong.
Dependencies of these radii upon the electronic populations
of the interacting atoms are considered following an expres-
sion described in ref 43.

Polarization and Charge-Transfer Terms
The formulation and calibration ofEpol andEct are identical
to those given in ref 26 for all computations done at the HF
level, while new parameters have been calibrated for the DFT
computations.E2 corresponds to the sum of polarization and
charge-transfer energies.

Note on Polarization Energies.In the tables, two values
of the ab initioEpol energies are given. The first corresponds

to the nonantisymmetrized but fully relaxed Kitaura-
Morokuma44 value and the second to antisymmetrized RVS
values. The fully relaxed SIBFAEpol can be compared to
the Epol(KM) as only the first iteration of the SIBFA
polarization contribution is compared toEpol(RVS). The
Epol(RVS) values are given in parentheses in the table as
well as the values ofEpol(SIBFA) prior to iterating (for
details, see Piquemal et al., submitted for publication).

Results and Discussion
Calibration and Tests on Five Model Water Dimers.We
have in ref 17 compared the evolutions ofEMTP* and ofEc

in the five water dimers represented in Figure 1a-e. We
have observed that when augmented withEpen, EMTP* could
closely matchEc in the range of relevant O-H, O-O, and
H-H distances, even in unphysical configurations, such as
complexes 1d and 1e. We now compare (Figure 1a-e) the
behaviors ofErep* to those ofEexch.

The calibration ofErep bore on the effective radii of O
and H and the exponentsR1 and R2 and multiplicative
constantsC1 andC2 of theS2/Rand of theS2/R2 terms. They
were given in ref 26. It was done in order forErep* to
reproduce the numerical values ofEexch in the linear and
bifurcated water dimers (complexes 1a and 1c) upon
performing variations of the H-O distance. Extension to
complexes other than 1a and 1c, such as 1b, 1d, and 1e,
have to our knowledge little or no precedents in the
development and evaluation of APMM procedures. Such
comparisons should be allowed for evaluation if bond-bond,
bond-lone pair, and lone pair-lone pair interactions are
correctly expressed and balanced withinErep. We note in
particular the predominance of lone pair-lone pair repulsion
in configuration d and that of bond-bond repulsion in
configuratione, while bond-lone pair repulsion should be
the dominant repulsive contribution ina andc. To what an
extent will these varying weights enable the reproduction of
the numerical values ofEexch and its radial behaviors?

Figure 1a-e shows close agreements throughout the range
of relevant H-O distances (>1.7 Å) as well as O-O and
H-H distances (>2.7 and>1.5 Å respectively). Thus, for
complexes 1a, 1b, and 1c, the errors amount to 0.17, 0.07,
and 0.11 kcal/mol, respectively, at equilibrium distance. For
complexes 1d and 1e, they amount to 0.08 and 0.10 kcal/
mol at the representative H-H and O-O distances of 2.3
and 2.8 Å, respectively.

The values of ∆E(SIBFA) and ∆E(RVS) and their
respective contributions at equilibrium distances for com-
plexes 1a-c and for complexes 1d and 1e are reported in
Table 1. It shows that the close agreements between
∆E(SIBFA) and∆E(RVS) are due to corresponding agree-
ments at the level of the individual contributions.

Water Clusters. An essential objective of APMM pro-
cedures is the simulation of very large complexes that are
not amenable to QC procedures. It is necessary to ensure
that the agreement found at the level of bimolecular
complexes will be preserved in multimolecular complexes.
A critical issue relates to whetherEpol andEct from SIBFA
can reproduce the nonadditive behaviors of their RVS
counterparts. We have previously addressed the issues of

Erep ) C1(∑
AB

∑
CD

rep(AB,CD) +∑
AB

∑
Lγ

rep(AB,Lγ) +

∑
LR

∑
CD

rep(LR,CD) + ∑
LR

∑
Lγ

rep(LR,Lγ)) (14)

rep(AB,CD) ) Nocc(AB)Nocc(CD)S**2 (AB,CD)/(DAB,CD)n

(15)
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cooperativity in water aggregates43,45and peptide H-bonded
networks31 and of anticooperativity in polyligated Zn(II)
complexes.46 We here present results on water aggregates
in three-dimensional cubic arrangements withn ) 12, 16,
and 20 water molecules (shown in Figure 2a forn ) 20)

which were previously investigated in the framework of the
density fitting based GEM force field.4 Single-point RVS
analyses were performed for each of the three energy-
minimized structures. We have also performed a similar
SIBFA vs RVS comparison in a small aggregate (n ) 16)

Figure 1. Distance variations of the exchange repulsion component (Eexch) (kcal/mol) versus modified SIBFA component (Erep*)
for five water dimers at the Hartree-Fock level.
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extracted from an ongoing Monte Carlo (MC) simulation
performed on a water box ofn ) 64 molecules (Figure 2b).
Thus we wished to evaluate not only the overall accuracy
of ∆E(SIBFA) as compared to∆E(RVS) but also the extent
of related agreements of the individual contributions. The
results are reported in Table 2. A striking feature of the three
cubic arrangements relates toEpol, whose numerical values
outweigh those of the summed first-order contributionE1.
This is because the large stabilizing values ofEMTP* are
opposed by those ofErep, a reflection of the shortening of

the O-O H-bonding distances (in the 2.72-2.90 Å range
for n ) 20) due to cooperativity. In fact, evenEct has larger
stabilizing values thanE1 in these three cubiclike structures.
The weights of the second-order terms increase with respect
to E1 upon increasingn. Epol also has a greater stabilizing
role thanE1 in the MC structure, whileEct is smaller in
magnitude than it, a reflection of the relative lengthening of
intermolecular O-O distances. For all four complexes,
∆E(SIBFA) reproduces very closely∆E(RVS), the relative
error being contained within 2%. The individual contribu-

Table 1. RVS and SIBFA Interaction Energies (kcal/mol) for the Water Dimers at the Equilibrium Point or Standard
Orientation

energy (kcal/mol) Ec Eexc E1 Epol Ect E2 ∆E

linear dimer (SIBFA) -5.98 3.42 -2.56 -0.70 -0.60 -1.30 -3.87
linear dimer (RVS) -5.81 3.26 -2.54 -0.67 -0.63 -1.30 -4.04
cyclic dimer (SIBFA) -5.42 2.87 -2.55 -0.34 -0.26 -0.60 -3.16
cyclic dimer (RVS) -4.79 2.19 -2.40 -0.31 -0.29 -0.60 -3.23
bifurcated dimer (SIBFA) -3.48 1.17 -2.31 -0.20 -0.15 -0.35 -2.67
bifurcated dimer (RVS) --3.17 1.00 -2.17 -0.21 -0.19 -0.40 -2.78
H-H dimer (SIBFA)(2.3) 1.84 0.17 2.03 -0.06 0.00 -0.06 1.96
H-H dimer (RVS) 2.11 0.13 2.24 -0.12 -0.12 -0.24 1.88
O-O dimer (SIBFA)(2.8) 1.91 2.41 4.32 -0.31 0.0 -0.31 4.02
O-O dimer (RVS) 2.83 1.96 4.79 -0.38 -0.12 -0.50 4.12

Figure 2. Representation of water aggregates [a), b)] and of sequentially H-bonded 12 water chains [c)-e)]: a), a water aggregate
in an energy-minimized ice box with n ) 20 water molecules; b), a water aggregate with n ) 16 waters, as extracted from a
Monte Carlo simulation on a water box with 64 molecules; c), a bifurcated arrangement; d), a transverse bifurcated; and e), a
helical arrangement.

Table 2. RVS and SIBFA Interaction Energies (kcal/mol) in Four 12-20 Water Clusters

12 16 16 (MC) 20

no. of waters SIBFA* RVS SIBFA* RVS SIBFA* RVS SIBFA* RVS

EMTP*/Ec -167.6 -168.5 -230.9 -231.4 -179.5 -179.8 -293.2 -294.3
Erep*/Eexch 151.9 151.4 207.9 207.5 149.8 149.9 263.6 263.2
E1 -15.8 -17.1 -23.1 --23.9 -29.7 -29.9 -30.6 -31.1
Epol*/Epol RVS -30.6 -34.7 -42.0 -47.8 -32.7 -35.5
Epol/Epol -41.3 -44.7 -56.5 -61.7 -44.1 -45.1 -71.3 -78.6
Ect -22.1 -23.1 -30.2 -31.3 -22.6 -23.1 -37.3 -39.4
∆E(SIBFA)/∆E(RVS) -79.2 -80.1 -109.8 -110.4 -96.4 -94.8 -139.2 -139.1
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tions, EMTP* andErep within E1 andEpol andEct in second-
order, match their RVS counterparts. As commented in
previous papers43,45,46there is a good correspondence, on the
one hand, betweenEpol*(SIBFA) which is computed with the
field due to the sole permanent multipoles andEpol(RVS)
and, on the other hand,Epol(SIBFA) embodying the effect
of induced dipoles on the field43 andEpol(KM) that results
from the Kitaura-Morokuma (KM) analysis44 (for details,
see Piquemal et al., submitted for publication).

Water Chains. Further tests on the ability of polarizable
potentials to account for nonadditive effects were put forth
by Giese and York27 and Chelli and Procacci.47,48They bore
on two kinds of H-bonded chains of water molecules, namely
bifurcated and transverse (Figure 2c,d). The possible issues
of overpolarization (due to the absence of exchange-
polarization in some potentials) as opposed to underpolar-
ization (due to the lack of an explicit charge-transfer

contribution) were addressed by these authors. In another
chain (Figure 2e), denoted as longitudinal helical, that was
recently considered by Chelli and Procacci (Piquemal et al.,
J. Phys. Chem. B, in press), each nonterminal water acts
simultaneously as a single H-bond donor and as a single
H-bond acceptor (Figure 3c). Such a complex was designed
in order to amplify the polarization response. We have
recently evaluated the ability of both SIBFA and two
Chemical Potential Equalization procedures designed by
these authors48 to give correctEpol values from QC calcula-
tions as well as for the average water dipole moment in these
chains (Piquemal et al., submitted for publication). As a
continuation of this work, we give in Table 3 the results of
SIBFA versus RVS analyses on these three dodecamer
chains. As in ref 27, O-O H-bond distances are set to 2.97
Å andn ) 12 water molecules. The analyses were also done
at O-O H-bond distances of 2.48 and 3.50 Å and with

Table 3. RVS and SIBFA Interaction Energies (kcal/mol) for Water Chains: Bifurcated Chain (BC), Transverse
Hydrogen-Bonded Chain (t-HBC), and Longitudinal Hydrogen-Bonded Chain (l-HBC)

energies
(kcal/mol) Ec Eexch E1 Epol Ect E2 ∆E

HBC SIBFA -81.6 54.0 -27.6 -18.2 (-14.0) -9.5 -27.7 -55.4
HBC RVS -81.2 54.3 -26.8 -17.3 (-14.5) -9.8 -24.3 -53.1
t-HBC SIBFA -58.8 29.9 -28.8 -9.0 (-7.2) -3.6 -12.6 -41.4
t-HBC RVS -53.5 27.3 -26.3 -9.8 (-8.2) -3.5 -39.2
l-HBC SIBFA -60.9 54.0 -6.9 -3.9 (-3.6) -7.5 -11.4 -18.3
l-HBC RVS -60.5 55.1 -5.4 -5.5 (-4.7) -7.7 -17.8

Figure 3. Formamide dimers. In-plane H-bonded. a) linear monodentate and b) bridged. Compared evolutions (in kcal/mol) of
Eexch(RVS) and Erep(SIBFA) as a function of the H-O distance. Stacked. Compared evolutions (in kcal/mol) of Eexch(RVS) and
Erep(SIBFA) as a function of c) interplanar separation and d) rotations around the z-axis at fixed interplanar separation of 3.3 Å.
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shorter chains (unpublished). The results from Table 3
confirm the ability of SIBFA to correctly reproduce∆E(RVS)
and its individual contributions in these three chains.

CEP 4-31G(2d) vs DZVP2: Pseudopotential versus All
Electrons Basis Set.The same agreement with ab initio is
obtained at both level of basis set. Nevertheless, a difference
can be noticed concerning the repartition of the penetration
correction. While its monopole-quadrupole component is
negligible with the CEP 4-31G(2d) basis set, this is no longer
true for the full electron calculation where the correction
monopole-quadrupole correction is required to obtain the
same level of agreement with RVS computations (not
shown).

Other H-Bonded Complexes. Formamide Dimer.The
study by ab initio SCF methods, of the formamide dimer as
a model for the H-bond between peptide units, was pioneered
by Dreyfus and Pullman.49 Such a complex had also lent
itself to a study by one of the very first energy-decomposition
approaches. Figure 3a,b bears on the linear and on the
bridged formamide dimers, respectively. They represent the
evolution of Erep(SIBFA) compared toEexch(RVS) as a
function of the N-O distance of approach. These two figures
illustrate that the parallelism between∆E(SIBFA) and
∆E(RVS) reflects that between their individual first-order
contributions as well as (not shown) second-order ones.

The results concerning the bridged formamide dimer are
given in Table 1 of the Supporting Information.

Formate-Water. In order to evaluate the extent to which
Erep can account for the anisotropy features ofEexch, we have
considered a complex between formate and a water molecule
acting as an H-bond donor. In this complex, the distance
between the donated H and one anionic O is fixed at 1.8 Å,
the O-H-O angle is fixed at 180°, and stepwise in-plane
variations of theθ ) C-O-H angle are done (see Figure
4). This figure shows bothErep(SIBFA) andEexch(RVS) to
have a marked angular behavior, with a maximum atθ at
approximately 120°, Erep(SIBFA) having a shape that paral-
lels that ofEexch. Such an angular behaVior can only obtain
thanks to the explicit introduction of localized lone pairs in

SIBFA.By contrast, a simplified representation ofErep under
the form of atom-atom terms with 1/R12 dependence gives
rise to a flat behavior (not shown). This is explained by the
fact in the whole zone of water variations away from the
other anionic O, the closest water-formate distance is that
between the donated water H and the acceptor anionic O.
Such a distance is constant, while, due to the 1/R12

dependence, the other atoms on both monomers affect only
negligibly the behavior ofErep with such a representation.

In Table 2 of the Supporting Information are reported the
RVS and SIBFA interaction energies concerning the bridged
formate-water complex at equilibrium distance (dO-H ) 1.9
Å), confirming again the agreement of SIBFA and RVS
results at the level of both the total energies and their
individual contributions.

Methylammonium-Water. The methylammonium-
water complex was previously investigated in three distinct
arrangements, the cation approaching water along the external
bisector of the HOH angle: (a) in the prolongation of one
NH bond; (b) through the external bisector of one HNH
angle; and (c) in the prolongation of the CN bond.21

Concerning the first-order contributions, however,E1(SIBFA)
was then identified toE1(RVS) without further identification
of EMTP* to Ec and ofErep to Eexch. The results with the present
refinements are reported as Supporting Information (Table
3) concerning complexesa-c at their optimized O-N
distances. Good agreements are noticed for the three
structures.

Formate-Methylammonium. The formate-methyl-
ammonium complex had, similarly, been investigated in ref
21 in two binding modes: (a) bidentate (denoted as ‘B’), in
which two ammonium protons interact each with one anionic
oxygen, the two H-O distances being equal and the HNH
plane being coplanar to the formate plane; and (b) mono-
dentate (denoted as ‘M’), in which one ammonium H binds
externally to one anionic O. The N-H-O angle is 180, one
HNH plane involving this H is coplanar with the formate
plane, and similar to the formate-water complex, stepwise
15 deg variations are done on theθ ) H-O-C angle.
Results for the bidentate complex are reported as Supporting
Information (see Table 4) at the optimized O-N distances
of ‘B’ and ‘M’ complexes. A close agreement is found
between SIBFA and RVS. Figure 5 confirms this point and
shows the importance of a good description of the anisotropy
of the exchange-repulsion in the rotations performed in the
monodentate mode.

Stacked Formamide Complex.An ubiquitous determi-
nant in molecular recognition concerns stacking interactions
with aromatic or conjugated groups. Numerous examples are
provided by structural biology, supramolecular chemistry,
and solid-state X-ray crystallography.50-52 An important issue
relates to the computation of the van der Waals contribution
to the total binding energy, since it is a major contributor to
stabilization, yet its accurate evaluation requests beyond-
HF calculations and the use of very extended basis sets. We
concentrate here on a model complex of two stacked
formamide molecules (see Figure 3c,d). This complex has
been previously investigated by Sponer and Hobza.53,54These

Figure 4. Compared in-plane angular evolutions (in kcal/mol)
of Eexch(RVS) and Erep(SIBFA) (dashed line) in a formate-
water complex, as a function of the θ ) C-O-H angle. The
H-O distance is fixed at 1.8 Å.
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authors have evaluated the effects on the binding energies
of correlation (at both MP2 and CCSD(T) levels) and of
different basis sets, up to the cc- and aug-cc-pVDZ/cc-pVDZ
ones. The two extreme arrangements, parallel as well as
antiparallel, were considered. These studies were undertaken
in view of subsequent detailed analyses of stacking interac-
tions in nucleic acid bases, which, similar to formamide,
encompass CdO, C-N, and-NH functional groups. This
was exemplified in a recent study of stacked cytosine
dimers.55 In the present study, and prior to similar subsequent
extensions, we wish to first evaluate the extent to which each
of the individual SIBFA contributions can reproduce the
distance and the orientation dependencies of its HF coun-
terpart. For that purpose, we start from a position where each
monomer overlaps maximally with the other. This is done
by giving to each atom of the second monomer the samex
and y coordinates as the corresponding atom of the first.
∆E(SIBFA) is then optimized by varying thez coordinate
of the second formamide kept parallel to the first. At the
optimized value ofz (3.3 Å), clockwise rotation of the second
formamide is done around thez-axis. Such arrangements are
chosen in order to once more critically evaluateErep(SIBFA).
Indeed, the onset of bond-bond, bond-lone pair, and lone

pair-lone pair interactions is maximized, so that this
contribution could only reproduce the behavior and numerical
values ofEexch(RVS) if all three components are properly
and consistently formulated and weighted. An additional
requisite is that theπ lone pairs on the C, N, and O atoms
be properly represented. For that purpose, we have proposed
in ref 26, a representation of theπ system as bent sp
hybrids.25 Their localizations with respect to the atom bearing
them as well as their partial occupation numbers were
determined by using a Zn(II) cation as a probe over the
formamide plane above the C, N, and O atoms and
performing parallel SIBFA and RVS computations to
optimize the fit of Erep(SIBFA) to Eexch(RVS). Here, we
justify this choice by drawing electron density maps (see
Figure 1 of the Supporting Information). In these figures,
the outermost contour corresponds to a density of 0.001 au
which has been shown to be a measure of the van der Waals
radius56 in a way that can be directly measured (in Å). As
can be seen, the density expansion is greater in the molecular
plane than in the plane perpendicular to it and containing
the π system. Figure 3c,d compares the evolutions of
Erep(SIBFA) andEexch(RVS) as a function of, respectively,
the interplanar distancez and of the rotation angle around
the z-axis.

Erep(SIBFA) shows the same directional features as
Eexch(RVS) but slightly underestimates (see Figure 3d). By
contrast, a 1/R12 expression gives rise to a flat behavior.

As can be seen in Figure 6, the agreement ofEMTP*(SIBFA),
here at the DZVP2 level, can be further improved upon
inclusion of Epen compared to previous calculations at the
same level.17 Again, the extra monopole-quadrupole cor-
rection is required to obtain such results.

To conclude on the stacked formamide dimers, a very good
agreement can be evidenced upon comparing the evolution
of ∆E(SIBFA) to that of∆E(RVS) for rotations around the
z-axis (see Figure 7). This demonstrates that the anisotropic
character of SIBFA can faithfully mirror that of the ab initio
computations for stacked complexes.

Table 4. CSOV/B3LYP and SIBFA* Energies for Selected Dimers and Water Cluster: aug-cc-pVTZ Basis Seta

energies (kcal/mol) Ec Eexch E1 Epol Ect E2 ∆E

linear dimer -7.68 6.21 -1.44 -1.37 -1.61 -2.98 -4.42
(CSOV) -7.78 6.30 -1.47 -1.31 -1.58 -2.90 -4.40
cyclic dimer -5.27 2.90 -2.37 -0.30 -0.45 -0.75 -3.12
(CSOV) -4.83 2.69 -2.15 -0.42 -0.56 -0.98 -3.13
bifurcated dimer -4.32 2.30 -2.02 -0.28 -0.44 -0.73 -2.75
(CSOV) -4.34 2.67 -1.67 -0.38 -0.41 -0.79 -2.46
H-H dimer (2.2) 2.06 0.26 2.32 -0.08 0.00 -0.08 2.25
(CSOV) 2.1 0.26 2.36 -0.23 -0.27 -0.50 1.87
H-H dimer (2.5) 1.48 0.10 1.58 -0.04 0.00 -0.04 1.38
(CSOV) 1.52 0.10 1.63 -0.12 -0.12 -0.24 1.39
O-O dimer (2.8) 1.86 2.23 4.10 -0.26 -0.15 -0.42 3.68
(CSOV) 1.53 2.57 4.10 -0.40 0.00 -0.40 3.68
cluster 16 H2O -184.0 149.2 (154.5) -34.8 (-29.5) -45.9 -41.0 -86.9 -121.7 (-116.3)
ab initio -186.4 166.5 -19.8 -45.1 NC NC -114.0
cluster 20 H2O -298.2 262.1 (272.3) -36.0 (-26.1) -72.3 -75.8 -148.1 -184.1 (-174.0)
ab initio -309.4 292.2 -17.2 -78.6 NC NC -168.1
a The values of the ab initio polarization energies are given at the HF/CEP 4-31G(2d) level. The ∆E (DFT) values are BSSE corrected. For

the exchange-repulsion contribution, results given in parentheses correspond to SIBFA calculations performed using lone pairs positions as
described in ref 4.

Figure 5. Compared in-plane angular evolutions (in kcal/mol)
of Eexch(RVS) and Erep(SIBFA) in a formate-monomethyl-
ammonium complex, as a function of the θ ) C-O-H angle.
The H-O distance is fixed at 1.7 Å.
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Inclusion of Electron Correlation. Our approach to
handling the effects of electron correlations in APMM
procedures is the following: (a) concerningEMTP* andEpol,
by deriving distributed multipoles and polarizabilities from
DFT computations, and (b) concerningErep and Ect, by
recalibrating the multiplicative constants so that these
contributions reproduce their counterparts from CSOV13,18

analyses of bimolecular complexes computed at the DFT
level. There remains the problem of dispersion since present
functionals cannot provide the energy gain due to dispersion
effects, namely the actual van der Waals term.57 Even
standard MP2 computations need to be augmented by
CCSD(T) computations.58,59 Initially regarding SIBFA, the
calibration of the dispersion contributionEdisp was performed
in a “HF + dispersion” approximation so that∆E+Edisp

matches in model bimolecular complexes high-level MP2,
CCSDT, or Symmetry-Adapted Perturbation Analyses
(SAPT)12 interaction energies. In this work, we propose to
use a “DFT+Edisp” approach.

DFT Computations. Toward reproduction of DFT cal-
culations, it is essential to first evaluate the extent to which
SIBFA can reproduce first the individual components of
CSOV not only in the five water dimers presented above
but also in more difficult configurations. Indeed, in 2002,
van Duijneveldt et al.28 have reinvestigated using molecular
mechanics ten water dimers originally due to Tschumper et
al.60 and occurring as stationary points on the water dimer
surface obtained at high level QC (CCSD(T)/large basis set
+ diffuse functions). Energy-decomposition analysis enabled
the evaluation of the relative merits of several polarizable

potentials concerning the representation of the individual QC
energy contributions. Recently, some of us proposed a new-
generation force field based on density fitting termed GEM
(Gaussian Electrostatic Model)4,65 able to address accurately
such a difficult issue. In the present study, these ten
complexes are reinvestigated in light of the refinements to
the SIBFA first-order contributions that now include cor-
related multipoles and polarizabilities. The choice of aug-
cc-pVTZ is consistent with both van Duijneveldt et al. and
the GEM studies. It also enables the evaluation of the SIBFA
potential as compared to reference calculations performed
using large basis sets with diffuse functions.

The results for the first five dimers (the linear configuration
being also included in Tschumper’s et al.60 training set) are
reported in Table 4 and appear in good agreement with the
CSOV results. Figures 8 and 9 show the behavior of the
energy components for scans of the intermolecular O-H
distance in the linear dimer configuration. A good agreement
of all the different SIBFA components is obtained with their
ab initio counterparts even below the equilibrium position
(dO‚‚‚H ) 1.95 Å). This also confirms the GEM-0 results4

that showed the capabilities of the charge-transfer expression
to account for the QC charge-transfer energy gain observed
upon going from HF to DFT.13

At such a difficult level including diffuse functions, more
configurations are needed to test the potential energy surface.
Therefore, we have performed calculations following van
Duijneveldt et al.28 recommendations. As can be seen in
Figure 10 which bears on all 14 dimer configurations tested
in this work a good correlation is obtained with ab initio
(0.989). Compared to CSOV, the mean error of the SIBFA
total interaction energy on the additional nine dimers28,60 is
0.22 kcal/mol. This error appears larger than the one observed
with the more sophisticated GEM-0 force field.4 Neverthe-
less, it demonstrated that SIBFA can meet the requirements
suggested by van Duijneveldt et al.28 concerning molecular
dynamics potentials, namely that they should be able to
reproduce ab initio total interaction energies with errors about
1 kJ in order to stay below kT at room temperature. It is
interesting to quote that most of the errors are, following
the numbering of ref 28, concentrated in dimers 6-10 (the
worst agreement being on dimer 9 with an error of 0.6 kcal/
mol) which are only weakly attractive and highly stabilized
by the introduction of diffuse functions at the ab initio level.60

We have also tested this correlated SIBFA potential on water
clusters (16 and 20 molecules, see Table 4) for which ab
initio data are available from ref 4. While the DFT-derived
EMTP* shows robustness compared to CSOV, a deviation is
observed forErep* with an error about 10% compared to
reference data. To understand the origin of these discrepan-
cies we have changed the positions of the water lone pairs
(initially derived at the HF level) according to the position
of the centroids of the Boys localized orbitals61 obtained at
the B3LYP/aug-cc-pVTZ that were retained in the GEM-0
approach.4 Indeed, the errors are decreasing (see Table 4)
when a consistent location is chosen. It is important to point
out that we had also recomputed the exchange-repulsion
energies of the 14 water dimers with this new location and
noticed no improvement. This underlines the difficulty of a

Figure 6. Stacked formamide dimer. DZVP2 computations.
Variations (in kcal/mol) of Ec(RVS) and EMTP*(SIBFA) as a
function of angle of rotation around the z-axis.

Figure 7. Stacked formamide dimer. Compared evolutions
(in kcal/mol) of ∆E(SIBFA) and ∆E(RVS) for rotations around
the z-axis.
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choice of a limited training set of geometries. To conclude
on the total energies, we have observed a good agreement
with ab initio in the two structures even if some error in
compensation between components occurs.

Inclusion of Dispersion: DFT+ disp Approximation
vs CCSD(T).We present here some preliminary results using
a “DFT+dispersion” approximation. We have modified by
a factor of 70% the multiplication coefficient of the disper-
sion energy contribution,Edisp, as formulated in ref 43 so
that it matches the values given in ref 28 for the ten water
dimers computed at the CCSD(T)/aug-cc-pVTZ level.
We observed an average error of 0.22 kcal/mol on the

total training set. Figure 11 reports, concerning the linear
water dimer, the evolution of the SIBFA(B3LYP/aug-cc-
pVTZ)+Edisp interaction energies along with those of
the CCSD(T)/aug-cc-pVTZ ones. Starting from an O-H
distance of 1.85-2.5 Å, we observed that SIBFA reproduces
CCSD(T) computations with an average error limited to 0.2
kcal (0.1 kcal at the equilibrium geometry,dOH ) 1.95 Å).
More detailed explorations of these approximations, supple-
mented by extensive CCSD(T) calculations, are currently
under investigation and will be reported subsequently.

Perspectives.The development of polarizable molecular
potentials is the object of intense efforts, as attested since

Figure 8. Linear water dimer. Variations (in kcal/mol), as a function of intermolecular distance, of Ec(RVS) and Eexch(RVS)
calculated at the B3LYP/aug-cc-pVTZ/CSOV level and corresponding variations from modified SIBFA contributions EMTP* and
Erep*.

Figure 9. Linear water dimer. Variations (in kcal/mol), as a function of intermolecular distance, of Epol(RVS) and Ect(RVS)
calculated at the B3LYP/aug-cc-pVTZ/CSOV level and corresponding variations from modified SIBFA contributions Epol and Ect.
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2001 by review papers published on a nearly yearly
basis.2,62,63We indicate here some ongoing developments and
enrichments of the SIBFA potential.

From APMM toward APMD. The analytical gradients
of most of the energy contributions have been coded and
checked, while the coding of the remaining gradients is
underway. This has enabled preliminary molecular dynamics
(MD) simulations to be done in the framework of the SIBFA
potential. Extension of this approach including Particle Mesh
Ewald6,67-70 procedures to handle long-range interactions is
underway. This should allow for a further advance, namely
from APMM toward APMD.

Toward Third-Generation Molecular Mechanics Po-
tentials. A GEM methodology (Gaussian Electrostatic
Model)4,66was recently developed and is able to provide total
intermolecular interactions energies4 and to handle long-range
electrostatic thanks to a generalized PME procedure.66 In
GEM, fitted Gaussian densities are derived from first-order
density matrices and used to compute in the framework of
quantum chemistry the intermolecular Coulomb and overlap
integrals, the latter then enabling an accurate evaluation of
the exchange-repulsion interactions. In a series of test cases
including water dimers and oligomers,Ec and Eexch from
CSOV analysis were reproduced by their GEM counterpart
with relative errors<1% and a considerable time gain
compared to ab initio. It was, furthermore, shown by
Piquemal et al.4 that Epol andEct could be computedin the
framework of the SIBFA procedureupon resorting to the

GEM potentials and screened fields as an alternative to those
derived from the distributed multipoles. Thus, a molecular
mechanics procedure initially formulated and calibrated on
the basis of QC can now resort concerning its electrostatic
and overlap-depending terms to analytical integrals formu-
lated in the context of ab initio QC. Such a methodology
can be considered as a representative of future third-
generation molecular mechanics potentials. The recent
integration of QM and GEM by Cisneros et al.70 constitutes
an incentive for the next level of integration, that is, toward
a QM/GEM/SIBFA procedure.

Conclusions
Along with the developments published in refs 17 and 26,
we have elaborated on further refinements of the two first-
order contributions,EMTP andErep, of the SIBFA procedure.
This enables term-to-term identifications of both first- and
second-order contributions to their counterparts from RVS/
KM/CSOV analyses of the HF/DFT intermolecular interac-
tion energy.∆E(SIBFA) has been validated by comparisons
with ∆E(RVS) in several bi- and multimolecular H-bonded
complexes, in arrangements significantly different from those
used in the calibration. These tests were carried out on each
of the four SIBFA contributions against their RVS counter-
parts. They bore on water clusters and water chains,
formamide dimers, and complexes involving one or two ionic
molecules. A striking result found in the water clusters related
to the predominant weight of the second-order contributions
Epol andEct, particularly for the cubiclike arrangements and
for the larger values ofn. This was fully supported by the
RVS analysis, and very close numerical agreements were
found for both the total interaction energies and each of its
four contributions. Close numerical agreements were also
found in three dodecameric water chains which had been
originally designed to probe the nonadditivity response of
Epol as a function of the H-bonding geometry. The anisotropic
behavior of∆E(SIBFA) and of its contributions were also
probed in two illustrative examples namely a formate-water
complex and a stacked formamide dimer. In the latter the
number of bond-bond, bond-lone pair, and lone pair-lone
pair interactions is maximized, and all three terms need to
be properly expressed and weighted. The correct reproduction
of Eexch by Erep throughout the angular rotations proved the
correctness of the formulation ofErep.

We showed that it was also possible to account for the
effects of correlation on∆E, by deriving the distributed
multipoles and polarizabilities obtained at the DFT level. This
approach was validated by several tests on 14 water dimers
as well as on two water aggregates. A final extension
consisted of the reintroduction of the ‘dispersion’ contribu-
tion. With correlated multipoles and polarizabilities, it was
possible to only refitEdisp so that it reproduces the difference
between CCSD(T) and DFT computations at equilibrium
distance. This procedure is being presently generalized and
adapted to the GEM4,66 procedure (Piquemal, et al., manu-
script in preparation).

As underlined in refs 2, 4, and 26 the present results
illustrate the necessity for APMM procedures to be separate,
anisotropic, nonadditive, and transferable. Each of these

Figure 10. Correlation line between SIBFA and CSOV total
interaction energies for fourteen water dimers.

Figure 11. Linear water dimer. Evolution of the SIBFA-
(B3LYP/aug-cc-pVTZ)+Edisp interaction energies along with
that of the CCSD(T)/aug-cc-pVTZ ones.
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facets was addressed here. With these refinements, the
SIBFA procedure was recently applied in studies of inhibitor
binding to the Zn-metalloenzyme phosphomannoisomerase71

and to the C-terminal Zn-finger of the HIV-1 nucleocapsid
(Miller-Jenkins et al., submitted for publication). Extensions
are underway to drug binding to kinases.
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Abstract: The electronic structure of five complexes [M(oXHpz)] [M ) Ni2+; oXHpz2- ) 2,3,7,8,-

12,13,17,18-octakis-substituted (X ) CH2, NH, O, S, Se)-5,10,15,20-tetraazaporphyrinate dianion]

has been investigated using a density functional approach. All the geometries have been obtained

minimizing the total intramolecular energy using a nonlocal hybrid functional (B3LYP) at the

6-31g* level. The electronic configuration of Ni2+ is (dx2-y2)0(dxy)2(dxz,dyz)4(dz2)2. Optimized

geometries exhibit a planar conformation and are all above the threshold for ruffling, which is

described by a Ni-Np bond distance of 1.85-1.87 Å for sterically unhindered porphyrazines.

Indeed, the smallest bond distance is 1.880 Å for Ni(oOHpz). Peripheral substituents yield

modifications to the “core” of the macrocycle and to the energy levels, changing σ and π
interactions. Furthermore, within a time-dependent density functional theory approach, excited

states of Ni(oXHpz) [X ) CH2, NH, O, S, Se,] complexes have been studied and compared

with available experimental UV-vis spectra.

Introduction
In the past few years, a new challenge for theoretical
chemistry has been the possibility to study big systems using
massive computational resources. Such large complexes
can be now analyzed with full quantum mechanical
approaches, like density functional theory, without big loss
of accuracy and wasting of time. Furthermore, the contem-
porary increasing in new techniques to synthesize porphyra-
zines1 has provided a new chance to improve the know-
ledge of these compounds. Indeed, a high growing interest
in studying these compounds has been developed be-

cause of their high flexibility; rich coordination chemis-
try; and excellent chemical, thermal, and photochemical
stability.2-21 These new molecules are characterized by a
highly delocalized electronic structure in which the four
pyrrole moieties are linked to each other by four aza
bridges.

Recently, a new branch of compounds has been developed,
in which tioether groups are covalently attached at theâ
positions of the pyrrole moieties.22-25 These alkyl(sulfanyl)-
porphyrazines have interesting spectroscopic and chemical
behavior. In particular, transition metal tioether porphyrazines
present new in- and out-of-plane peripheral coordination
chemistry and have the capability to form liquid crystals and
Langmuir-Blodgett films.26-32 In addition to this, the
synthesis of both asymmetric “free-base” and metal ion
porphyrazine has become of great interest owing to the
formation of a push-pull tetrapyrrolic system lacking a
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symmetry center, which allows these complexes to produce
the best performing nonlinear optical materials.33-35

One of the main characteristics of porphyrazines, central-
coordinated by a nickel ion, is the possibility to easily
interchange the peripheral zone of the molecule with different
substituents. For example, the syntheses of Ni(oEtpz), Ni-
(oNH2pz), and Ni(oSCH3pz) have been recently performed,
and the closeness on the periodic table of the atoms directly
connected to the pyrrole moieties has induced us to explore
in more detail the spectroscopic trend along the same row
(C, N, O) and the same group (O, S, Se).

The acronym we used to describe the M(oXHpz) porpyrazi-
nato complexes follows these rules: M stands for the metal
center in its 2+ oxidation state (Ni2+ in this case); o stands
for 2,3,7,8,12,13,17,18-octakis-substituted; XH indicates the
type of substituents linked to the peripheral pyrroles (X)
CH2, NH, O, S, Se); pz indicates the 5,10,15,20-tetraaza-
porphyrinate moiety. The whole oXHpz2- is described in
its dianionic form.

In this paper, we have studied the electronic structure of
Ni(oXHpz) (X ) CH2, NH, O, S, Se) complexes providing
deep investigation of the ground and excited states.

In section 2, we have given insights on the methodological
approach to compute the properties of the compounds of
interest. We elucidated all molecular and electronic properties
on the basis of density functional theory.

In section 3, we have analyzed the characteristics of the
geometrical structures using peripherally unhindered por-
phyrazines, in which the terminal atom is simply linked to
a hydrogen atom.

In section 4, we have performed an analysis of the soft
vibrational modes. We have based our approach on past
papers,36-39 in which it has been shown that possible
deformations out of the plane of porphyrin-like molecules
can be determined by the peripheral substituents or by the
dimension of the “core size”. These effects are very
interesting because they might provide the modification of
redox potential and UV-vis spectra.40,41Therefore, we have
investigated, analyzing the low vibrational modes, the same
characteristics on a peripherally unhindered porphyrazinato
complex.

Furthermore, as it can be seen in section 5, the effect of
introducing different atoms linked to the four pyrrole moieties
is also interesting in the modification of the electronic
structure and of the bonding properties. Therefore, we
performed calculation using the Ziegler-Rauk fragment
decomposition scheme42,43 to determine the characteristics
of the interaction between nickel ions and the porphyrazinato
framework. In this scheme, we separate the ionic contribu-
tion44-46 (electrostatic plus Pauli term) and the orbital
interactions contribution (σ and π interactions), which is
decomposed according to the irreducible representation of
the molecular point group.

In section 6, we have coped with the spectroscopic
behavior of these porphyrazinato complexes. The spectro-
scopic behavior of the Ni(oEtpz) complex has been recently
investigated in two works. The first explores the nature of
the UV-vis bands performing an assignment of the elec-
tronic transitions.47 The spectrum has been shown to be

composed by a Q band lying in the visible region and a Soret
band, which is characterized by a main band (N) and two
shoulders, in the near UV-vis region. It is possible to note
a rather small presence in the literature of theoretical works
which discuss the issue of the efficacy of different exchange-
correlation (xc) functionals on the description of large
molecules’ excited states such as porphyrazine-like com-
plexes.48 Furthermore, a deep analysis of the assignment of
the transition using different xc functionals (pure and hybrid)
has been taken out,49 in order to figure out how the choice
of the functional can produce modification in the nature of
the transitions and consequently a different assignment of
the electronic excitations.

In order to determine from a theoretical point of view the
excited states and the oscillator strengths of Ni(oXHpz) [X
) CH2, NH, O, S, Se] complexes, we carried out calculations
using time-dependent density functional theory (TD-DFT)
(vide infra). This recent method scales with aN3 factor;
therefore, it provides good results with a low computational
effort compared to the correlated post-Hartree-Fock pro-
cedures. As a first approach (section 6.1), we investigated
the effect on the excited states and oscillator strengths
induced by the distortion from the planarity of the nickel
porphyrazinato complexes. Indeed, the more computationally
intensive and the more distorted Ni(oSCH3pz) complex
should be taken in consideration because of its larger
resemblance with the experimental Ni(oSEtpz) (Et) ethyl)
data. In order to avoid too time-consuming calculations, we
have underlined the differences with the unhindered Ni-
(oSHpz) compound, taking the unhindered complex as a
reference throughout the paper. In the successive sections
(6.2 and 6.3), we analyzed the effect of the peripheral
substitution on the transitions and the assignment of these
highly delocalized complexes. Section 7 concludes the paper.

2. Computational Details
The electronic structure of Ni(oXHpz) (X) CH2, NH, O,
S, Se) complexes, sketched in Figure 1 together with the
reference frame orientation, has been investigated using the
Kohn-Sham density functional approach.50 Geometrical
parameters (bond angles and bond distances), low-frequency
modes, bonding energies, and excited states have been
computed performing a full optimization with strict conver-
gence criteria [4.5× 10-4 for the maximum force and 3.0

Figure 1. Atom labeling scheme for Ni(oXHpz) [X ) CH2,
NH, O, S, Se].
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× 10-4 for the root-mean square (RMS) of the force] and
using as the xc potential the Becke’s three-parameter nonlocal
hybrid functional (B3LYP)51 at the 6-31g* basis-set level
by the Gaussian 98 package.52

All extrema, detected evaluating the matrix of second-
derivative energy, have been successively analyzed with the
ADF2000 program53-55 to elucidate the bonding interactions
between the metal (Ni2+) and the macrocyclic fragment
(oXHpz2-) using a Ziegler and Rauk approach.42,43 In this
case, due to technical problems, the xc functional chosen is
the GGA Becke-Perdew (BP86).56 The basis set on metal
is an uncontracted triple-ú Slater-type orbital type augmented
by a single-ú polarization function. A double-ú plus a single-ú
polarization function has been used for C, N, H, O, S, and
Se. The cores of all atoms have been kept frozen.18

TD-DFT57,58based on the iterative Davidson procedure59

has been used to determine the excitation energies and
oscillator strengths. Transition to the Eu and A2u states are
dipole-allowed, and only the former has been analyzed
because the oscillator strengths of the latter are too small
and not important to the interpretation of the main charac-
teristics of the available experimental spectra (vide infra).
In order to evaluate the excitation energies, we have used
the Gaussian 98 package using again a B3LYP/6-31g*
approach.

3. Molecular Structure
Optimizations using B3LYP/6-31g* yield a good agreement
between theory and experiment for the Co(oSHpz) com-
plex;22 therefore, our studies on Ni(oXHpz) complexes are
based on the same approach. Besides, no comparison with
experimental geometry is possible lacking, until now, any
experimental crystal structure for nickel complexes. Geo-
metrical parameters are described in Table 1. Possible out-
of-plane deformations of the macrocycle can be due to two
factors: (1) a small ionic radii of the metal, which can
contract the “core” (i.e., the M-Np bond distance in this
case) and yield a distortion of the planarity and (2) the
presence of bulky peripheral substituents. In our study, we
consider porphyrazines without peripheral hindrance; that is,

only hydrogen atoms are linked to the chalcogen atoms (O,
S, and Se; Figure 1). Vibrational analysis on optimized
structures shows minima withD4h symmetry for all Ni-
(oXHpz) [X ) CH2, O, S, Se] molecules, whereas the Ni-
(oNH2pz) complex belongs to theD2d point group owing to
the rotation of the amine terminal groups to a most stable
position. In the latter case, theD2d symmetry is not given
by the modification from the planarity but only from the
position of the hydrogen atoms in the NH2 molecule;
therefore, the “core” stays planar and the periphery as well.
As observed previously, the nonplanar distortions of metal-
loporphyrins can be classified according to irreducible
representations of theD4h point group [D2d for the Ni(oNH2-
pz) molecule] of a square-planar porphyrin macrocycle.
Extending the same approach to porphyrazines, which have
the same porphyrin-like skeleton but with four aza bridges
between two adjacent pyrroles, we can classify the lowest-
frequency modes in four possible ways: ruf (b1u), sad (b2u),
dom (a2u), and wav (eg) (Figure 2)sas regards theD2d

symmetry, we have ruf (a1), sad (a2), dom (b2), and wav (e).
In Table 2, the lowest-frequency vibrations are described
using a B3LYP/6-31g* approach. No imaginary frequencies
are present in the case of planar structures; therefore, all
complexes are above the threshold of the ruffling mode,
which is described by a Ni-Np bond distance of 1.85-1.87
Å for sterically unhindered porphyrazines.40 Indeed, periph-
eral substitutions with different atoms modify the “core”
dimension inducing the shortest Ni-Np bond distance (1.873
Å) for the Ni(oOHpz) complex and the longest one (1.890
Å) for the Ni(oSeHpz) complex.

The different contraction of the “core” induces modifica-
tions on the geometrical parameters of the four pyrroles of
the macrocycle. In particular, the smallest “core” size for
the Ni(oOHpz) complex determines a lowering of the CR-
Nm-CR bond angle (119.9°) and a stretching of the CR-Nm

bond distance (1.324 Å) with respect to the other three
molecules [121.3-121.4° (CR-Nm-CR bond angle) and
1.319 Å (CR-Nm bond distance)], which have about the same
“core” size.

Table 1. Geometrical Parameters for Ni(oXHpz) [X )
CH2, NH, O, S, Se] Complexes Calculated at B3LYP/
6-31g* Level

bond distance (Å) X ) CH3 X ) NH X ) O X ) S X ) Se

Ni-Np 1.888 1.880 1.873 1.888 1.890
Np-CR 1.375 1.377 1.374 1.375 1.377
CR-Câ 1.455 1.450 1.450 1.455 1.452
Câ-Câ 1.368 1.370 1.366 1.368 1.364
CR-Nm 1.319 1.324 1.324 1.319 1.319
Câ-X 1.495 1.393 1.348 1.753 1.878

bond angle (deg) X ) CH3 X ) NH X ) O X ) S X ) Se

CR-Nm-CR 121.4 120.4 119.9 121.4 121.3
CR-Np-CR 105.5 105.1 104.9 105.5 105.6
Câ-CR-Np 110.9 111.1 111.3 110.9 110.6
Câ-Câ-CR 106.4 106.3 106.2 106.4 106.6
CR-Câ-X 125.7 124.4 124.1 125.7 127.0
Câ-Câ-X 127.9 129.2 129.6 127.9 126.4

Figure 2. Drawing of the low vibrational out-of-plane
modes of Ni(oXHpz) [X ) CH2, NH, O, S, Se] complexes.
Arrows’ lengths are proportional to the displacement of the
eigenvectors.
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4. Analysis of the Low-Frequency Modes
Peripheral unhindered porphyrazines show modes with very
low frequencies; thus, we can imagine that the presence of
terminal bulky substituents might induce several different
modifications from planarity owing to the steric effects
between adjacent peripheral tails. The decreasing trend of
the frequencies of sad, ruf, dom, and wav modes along the
series (O> S> Se) and the increasing trend along the series
(C < N < O) might be determined analyzing the force
constants and the reduced masses related to these modes
(Table 2). We remember that the vibrational frequencies
(harmonic approximation) are represented in the following
form: υ ) 1.3 × 10-3 xk/µ, where ν is expressed in
centimeters-1, k is in millidynes per angstrom, andµ is in
atomic mass units. From Figure 2, we can note that the sad,
ruf, and wav modes are mainly characterized by the vibration
of the peripheral atoms. In this way, for the Ni(oOHpz)
complex, we obtain the highest force constants (Table 2),
probably due to the less polarizable behavior of the oxygen
atoms with respect to the sulfur and selenium ones, and
intermediate reduced masses, due to the lower atomic weight
of the oxygen atoms. The combination of these two factors
determines the highest values for the frequencies of the low-
frequency modes for Ni(oOHpz). The vibrational gap
between the Ni(oSHpz) and the Ni(oSeHpz) complexes are
less pronounced, because, in particular for ruf and wav
modes, the force constants are smaller in Ni(oSHpz), while
the reduced masses are larger for Ni(oSeHpz). In these cases,
the reduced masses have a larger impact than the force
constants and the molecule with terminal selenium atoms
shows the lowest vibrational frequencies. On the contrary,
along the CH3, NH2, and OH series, the increasing trend can
be attributed to the increase of the force constants, because
of reduced masses of the same order for the C, N, and O
atoms (between 4 and 13 amu).

Different behavior is computed for the doming mode,
which is characterized by the out of plane displacement of
the “core” atoms (Ni and Np). Also in this case, the Ni-
(oSeHpz) complex has the lowest frequency (42 cm-1), but
this effect is given by a very low force constant and not by
the reduced mass (see Table 2 for further details).

5. Electronic Structure: Ground State
In this paragraph, we used the BP/TZ2P approach to analyze
energy levels (Figure 3).

In the previous paragraph, we have seen that the Ni(oNH2-
pz) complex belongs to theD2d point group. This modifica-
tion of the molecular symmetry is due to the position of the
terminal amine groups, which assume their most stable
position providing a hydrogen bond between two adjacent
NH2 groups maintaining theσh plane. In spite of this lowering
of symmetry fromD4h, we can observe that the complex is
planar and the internal Nipz skeleton (i.e., without the
hydrogen atoms linked to the terminal nitrogen atoms) is
virtually D4h. Thus, we can compare the molecular orbitals
(MOs) obtained for the Ni(oXHpz) [X) CH2, O, S, Se]
complexes with the Ni(oNH2pz) ones. In this way, we can
have the following most important correspondence: 3b1u-
(D4h) f 14a1(D2d); 9b1g f 11b1; 7eg f 23e; 6eg f 22e;
3b2u f 9a2; 5a2u f 13b2; 4a2u f 12b2; 2a1u f 10b1; 2b1u f
12a1; and so on.

Table 2. Low Vibrational Modes (cm-1), Force Constants (mdyn/Å), and Reduced Masses (amu) of Ni(oXHpz) [X ) CH2,

O, S, Se] (D4h) and Ni(oNH2pz) (D2d) Complexes Determined at the B3LYP/6-31g* Level

modes
irreducible

representation Ni(oCH3pz) Ni(oNH2pz) Ni(oOHpz) Ni(oSHpz) Ni(oSeHpz)

saddling b2u ν 27 29 (a2) 32 15 10
k 0.0019 0.0030 0.0061 0.0021 0.0020
µ 4.2614 5.9069 10.1932 16.4733 46.7589

ruffling b1u ν 32 46 (a1) 48 26 21
k 0.0024 0.0070 0.0101 0.0043 0.0101
µ 4.0267 5.6105 7.4574 10.4722 61.3682

doming a2u ν 58 59 (b2) 55 47 42
k 0.0092 0.0144 0.0237 0.0273 0.0082
µ 4.6309 7.0858 13.1603 21.0660 7.8892

waving eg ν 62 83 (e) 84 49 33
k 0.0024 0.0206 0.0344 0.0150 0.0197
µ 1.0410 5.0920 8.1184 10.6974 31.3409

Figure 3. Energy-level diagrams for Ni(oXHpz) [X ) CH2,
NH, O, S, Se] complexes at the BP/TZ2P level. All virtual MOs
are indicated by a (*) near the labels.
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As illustrated in Figure 3, peripheral substitution with
sulfur atoms yields the lowest highest occupied molecular
orbital (HOMO) and lowest unoccupied molecular orbital
(LUMO) energies. In all Ni(oXHpz) complexes, the HOMO
(6eg) and LUMO (7eg) belong to the same irreducible
representation and are characterized by an antibondingπ
interaction between the dxz (or dyz) atomic orbital and
the pz atomic orbital of nitrogen atoms (Figure 4; see also,
Table 3).

The charge rearrangement described by the Mulliken gross
population gives only a qualitative understanding of the
transfer of electrons between the metal and the ring. In order
to analyze from a quantitative point of view the bonding
energy, we used the Ziegler and Rauk decomposition scheme
described previously.42,43 The results are reported in Table
4. For a better description of the system, we chose the metal
fragment in the+2 oxidation state (Ni2+) with the following
electronic configuration of the valence orbitals: (dx2-y2)0(dxy)2-
(dπ)4(dz2)2; while the macrocycle fragment is chosen in the
ionic (-2) state (oXHpz2-).

5.1. Steric Interaction.The Pauli repulsion term,∆EPauli,
follows the trend of Ni-Np bond distances of Ni(oXHpz)
complexes, with the most destabilizing term for Ni(oOHpz)
being +10.20 eV (Ni-Np bond distance of 1.873 Å) and
with the smallest contribution for Ni(oSeHpz) being+9.51
eV (Ni-Np bond distance of 1.890 Å). This trend can be
explained on the basis of the increase of Pauli repulsion
between two closed-shell fragments along with the contrac-
tion of the core size.

Amine terminal groups give the most negative electrostatic
contribution,∆Eelstat, to nickel porphyrazines [-28.59 eV,
against-28.20 eV (X) CH3), -27.74 (X ) O), -25.73
eV (X ) S), and-25.03 eV (X) Se)].

In general, the steric interaction (∆EPauli + ∆Eelstat) is
stabilizing due to the large attractive term, and it follows
the trend Ni(oNH2pz) > Ni(oCH3pz) > Ni(oOHpz) > Ni-
(oSHpz)> Ni(oSeHpz).

5.2. Orbital Interaction. The orbital interaction term,
∆Eoi, can be decomposed in the irreducible representations
belonging to theD4h or D2d point group.

As regards theD4h complexes, the metal does not
participate to the a2g, a1u, b1u, and b2u MOs; therefore, their
contribution is based only on polarization effects due to the
mixing between occupied and unoccupied orbitals of the
macrocycle fragment. We aggregated these irreducible

representations in a single term denoted∆Enb, where the
subscript nb stands for “nonbonding”. The effect is not large
though not negligible:-1.54 eV (X) O), -1.56 eV (X)
S), -1.57 eV (X ) Se), and-1.62 eV (X ) CH2).

The ∆EA1g term is almost similar in all Ni(oXHpz)
complexes,-2.34 eV (X ) O, S), -2.35 eV (X ) CH2),
and-2.38 eV (X) Se), reflecting an analogousσ donation
from the ligand orbitals to the 4s atomic orbital (AO) of the
metal.

The∆EB1g term is the largest contribution to the orbitalσ
interaction with a transfer of about one electron to the empty
3dx2-y2 of the nickel atom. Terminal substitution with
selenium atoms gives the most stabilizing term [-8.88 eV
(X ) Se), against-8.81 eV (X ) CH2), -8.60 eV (X )
O), -8.63 eV (X ) S)].

The∆EA2u term gives a little contribution to theπ orbital
interaction, because the 4pz AO does not have a good match
with occupied ligand orbitals. The stabilization is between
-0.95 eV (X ) O, CH2) and-1.04 eV (X ) S, Se).

The ∆EEu term is characterized by a strongσ donation
from the macrocycle to the 4pσ AOs of the metal. In
particular, the Ni(oSeHpz) and Ni(oSHpz) complexes show
also a polarization effect on the ligand orbitals; therefore,
their stabilizations, of-3.78 and-3.57 eV, respectively,
are stronger than those of the Ni(oOHpz) and Ni(oCH3pz)
complexes where this polarization is absent.

The∆EB2g term gives substantially a nonbonding contribu-
tion with a small back-donation from the 3dxy AO to the
lowest empty ring orbital. The effect is small and similar
for all Ni(oXHpz) complexes (between 0.71 and 0.74 eV).

The ∆EEg term is by far the largest contribution to theπ
interaction. It is mainly characterized by aπ back-donation
of almost 0.2 electrons from the dπ AOs of the metal to the
ligand virtual orbitals. Previous calculations on the Co-
(OSMepz) complex,60 where the polarization prevails over
a marginalπ back-donation, show how the substitution of
the metal center can affect the charge rearrangement between
the metal and the tetrapyrrole moiety.

The total orbital contribution prevails over the ionic
contribution in all four Ni(oXHpz) complexes. The molecule
substituted peripherally with selenium atoms presents the
most negative energy:-20.41 eV, followed by Ni(oCH3-
pz) [-20.09 eV]= Ni(oNH2pz) [-20.04 eV]> Ni(oSHpz)
[-19.86 eV]> Ni(oOHpz) [-19.64 eV].

As concerns the Ni(oNH2pz) complex (D2d), the metal
contribution is present in all irreducible representations with
the exception of the a2 one. However, this nonbonding
contribution is small (1.28) even if not marginal.

Owing to the lowering of symmetry fromD4h to D2d, in
the∆EA1 (D2d) term, we can aggregate a bonding∆EA1g (D4h)
and a nonbonding∆EB1u (D4h) contribution. The Ni(oNH2-
pz) molecule yields a value (2.43 eV), which is on the same
order as those of the other complexes, which are in the range
of 2.39-2.51 eV.

The∆EB1 term can be compared with the sum of∆EB1g +
∆EA1u ones. Also, in this case, the value (8.91 eV) is
intermediate with respect to the contributions of the other
complexes (in the range between 8.85 and 9.12 eV).

Figure 4. HOMO and LUMO MOs have similar shape for all
Ni(oXHpz) complexes. Envelope surfaces at a Ψ value
corresponding to 0.02 (1/bohr3)1/2.
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The ∆EB2 term is related to the sum of∆EB2g + ∆EA2u

ones. The Ni(oNH2pz) complex provides an orbital interac-
tion (1.78 eV), which is similar to those obtained with the
other complexes (between 1.67 and 1.79 eV).

The ∆EE terms can be compared with the sum between
∆EEg and∆EEu terms of theD4h complexes. The total∆EE

contribution (5.65 eV) is on the same order as those of the
other porphyrazinato molecules (between 5.42 and 5.92 eV).

5.3. Total Bonding Energy. The total bonding energy
(∆Esi + ∆Eoi) indicates that the Ni(oNH2pz) complex has
the strongest Ni2+/oXpz2- interaction, and it is due to the
large stabilization energy given by the electrostatic term. In
conclusion, the∆Eoi terms are substantially similar for all
Ni(oXHpz) complexes. Within the whole set of substituents,
its change remains in the range of only 0.8 eV, with respect
to the 2.8 eV of the ionic term. Therefore, the total bonding
energy is controlled mainly by the steric term, which is the
largest for the Ni(oNH2pz) complex.

6. Electronic Structure: Excited States
The analysis of excitation energies has been performed using
the recent TD-DFT approach. This method provides similar
results with respect to the post-Hartree-Fock techniques but
with a lower computational effort. In particular, Stratmann
and co-workers60 have shown a good agreement between the
experimental data and the calculated ones obtained at the
B3LYP/6-31g* level on the free-base porphin. Furthermore,
we recently analyzed49 the effect of different xc potentials
(B3LYP, BP, BLYP, LB94, and SAOP) on the assignment
of the experimental spectrum of the Ni(oEtpz) complex. In
that case, the computed RMS, relative to the difference
between the calculated and the experimental data, indicates
a sufficiently good description provided by the B3LYP/6-
31g* approach. The choice of the B3LYP xc functional is
not based on a better performance compared to other
functionals but on consistency with the rest of the paper.
Indeed, despite the overall low RMS, B3LYP does not

Table 3. Atomic Orbital Contributions (%) for Each Irreducible Representation of Ni(oXHpz) [X ) CH3, O, S, Se] (D4h) and
Ni(oNH2pz) (D2d) Complexes at BP/TZ2P Level

Γ Ni L CH3 Ni L O Ni L S Ni L Se Γ Ni L NH2

Unoccupied Orbitals
4b2u 0 92 8 0 98 2 0 98 2 0 98 2 10a2 0 98 2
17eu 0 4 96 0 8 92 0 8 92 0 8 92 24e 0 8 92
3b1u 0 92 8 0 92 8 0 88 12 0 90 10 14a1 0 94 6
9b1g 55 41 4 55 44 1 54 44 2 54 42 4 11b1 55 44 1
7eg 4 93 3 4 90 6 4 85 11 4 86 10 23e 4 89 7

Occupied Orbitals
6eg 52 44 4 28 50 22 17 49 44 17 35 48 22e 24 61 15
3b2u 0 88 12 0 66 34 0 41 59 0 35 65 9a2 0 81 19
5a2u 0 86 14 1 60 39 1 35 64 1 29 70 13b2 1 55 44
2a1u 0 95 5 0 86 14 0 69 31 0 62 38 10b1 0 92 8
11a1g 97 3 0 97 3 0 97 3 0 97 3 0 13a1 97 3 0
5eg 35 54 11 57 25 18 57 15 28 50 13 37 21e 58 47 5
2b1u 0 80 20 0 30 70 0 18 82 0 16 84 10a1 2 31 67
4eg 5 91 4 7 74 19 6 24 70 12 20 68 20e 5 54 41
4a2u 0 99 1 2 98 0 2 98 0 2 98 0 12b2 1 98 1
1a1u 0 12 88 0 23 77 0 41 59 0 46 54 9b1 2 16 82
16eu 0 99 1 0 99 1 0 99 1 0 99 1 19e 0 99 1
2b2u 0 66 34 0 63 37 0 66 34 0 69 31 8a2 0 64 36
3a2u 0 30 70 0 50 50 1 67 32 0 72 28 11b2 0 32 68

Table 4. Bonding Decomposition Energy (eV) between Ni2+ (M) and oXpz2- (L) Fragments for Ni(oXHpz) [X ) CH2, NH, O,
S, Se] Complexes According to the Ziegler and Rauk Approach

Ni(oOHpz) Ni(oSHpz) Ni(oSeHpz) Ni(oCH3pz) Ni(oNH2pz)

Pauli +10.20 +9.61 +9.51 +9.89 Pauli +9.96
Elstat -28.50 -25.77 -25.54 -29.34 Elstat -28.59
total s.i. -17.54 -16.12 -15.52 -18.31 total s.i. -18.63
A1g -2.30 -2.30 -2.38 -2.35 A1 -2.43
B1g -8.60 -8.63 -8.88 -8.81 A2 -1.28
B2g -0.75 -0.72 -0.73 -0.75 B1 -8.91
Eg -2.13 -2.13 -2.13 -2.05 B2 -1.78
A2u -1.03 -0.95 -0.95 -1.04 E -5.65
Eu -3.29 -3.57 -3.78 -3.47 total o.i. -20.04
nb -1.54 -1.56 -1.57 -1.62 total o.i+s.i -38.67
total o.i. -19.64 -19.86 -20.41 -20.09
total o.i+s. i -37.18 -35.98 -35.93 -38.39
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describe well the Q region of the spectrum. As regards the
choice of the basis set, in a previous paper, it was pinpointed
that the excitation energies are substantially unchanged using
a basis set as large as 6-311+g**. 61 Therefore, in order to
examine the excited states of the Ni(oXHpz) complexes, the
B3LYP/6-31g*//B3LYP/6-31g* method has been chosen. All
Ni(oXHpz) molecules present aD4h symmetry, with the
exception of Ni(oNH2pz) (D2d); therefore, the dipole-allowed
transitions belong to the A2u and Eu irreducible representa-
tions [B2, E for the Ni(oNH2pz) complex]. The A2u (B2)
excitations have negligible intensity: the oscillator strengths
are on the average 103 times less intense than the Eu (E)
ones, therefore we will discuss only the Eu (E) transitions.
We have also compared our theoretical results with available
experimental data.47,62

6.1. The Planar Ni(oSHpz) and the Saddled Ni(oSHpz)
and Ni(oSCH3pz) Complexes.The first complex analyzed
is the Ni(oSHpz) molecule. Indeed, the excited states of the
Ni(oHpz) and Ni(oCH3pz) complexes have been recently
discussed,49 and we used their assignment for determining
those of the Ni(oXHpz) ones. The TD-DFT results on the
Ni(oSHpz) complex are compared with the experimental
spectrum collected for the nickel octa(ethyl)sulfanyl por-
phirazinato [Ni(oSEtpz)] complex in the CHCl3 solvent
(Figure 5).

In the visible region is present a main band, denoted as
the Q band,63 which lies at 1.84 eV (673 nm), and it is
characterized also by a less intense shoulder (sh1) at 2.01
eV (616 nm). The second band lies at 2.56 eV (484 nm),
and it is denoted as an “extra band”. The last band is the
Soret band, which lies in the UV region and can be split
into several components: the most intense one, that which
we denote as the N band, lies at 3.98 eV (311 nm).
Furthermore, the spectrum shows significant broadening due
to the presence of intermolecular interactions even at a low
concentration (1.09×10-6 M). As it will be seen soon, the
oscillator strengths calculated at theD4h molecular symmetry
are too low or too high in intensity with respect to the
experimental spectrum. Indeed, the Ni(oSHpz) molecular
structure, on which we performed our calculations, is planar,
whereas the experimental Ni(oSEtpz) complex might be
distorted. Hence, we carried out geometry optimizations on
two of the most probable modifications from the planarity
of the Ni(oSCH3pz) complex (this complex differs from the
unhindered one because we have added methyl groups on
the terminal sulfur atoms, and it resembles closely the
experimental complex)sthe saddled (C2V) and the ruffled
(C2V) conformationssand both are more stable than the planar
one. The choice of these two isomers is based on the results
of the section 4, in which we have pointed out that the two
lowest-frequency modes are the sad and the ruf vibrational
modes. The first one (sad) has been found more stable of
4.6 kcal/mol than the ruffled one. Therefore, we performed
TD-DFT calculations on the saddled Ni(oSHpz) complex
(in order to take account of the distortion effects on the
excitation energies and oscillator strengths) and on the
saddled Ni(oSCH3pz) complex (in order to analyze the
methyl substitution effect on the sulfur atoms) (Figure 6).
Symmetry lowering from the planarD4h to the distortedC2V

increases the number of dipole-allowed transitions, though
they show low intensities. In order to achieve a straightfor-
ward interpretation of the experimental spectrum, we have
chosen the most important excited states. Indeed, we selected
only those transitions which show an oscillator strength above
a chosen threshold (2.5× 10-2). We remember that within
the C2V symmetry the dipole-allowed transitions belong to
the A1, B1, and B2 irreducible representations. The A1

excitations have negligible intensity; therefore, we studied
only the B1 and B2 transitions. See Figure 5 and Table 5 for
further details.

Q Band. The calculated Q band of the planar Ni(oSHpz)
complex is characterized mainly by three ligand-to-ligand
charge transfer (LLCT) transitions: 2a1u f 7eg (0.2084), 5a2u

f 7eg (0.2037), and 3b2u f 7eg (0.0562). The numbers
between parentheses are the squared coefficients of the single
Slater determinants. These excitations have opposite transi-
tion dipole moments, and they tend to cancel out each other.
The weights of these two contributions are almost the same;
therefore, the total oscillator strength is small (f ) 0.0318).

Figure 5. Vertical bold lines indicating the most important
calculated singlet-singlet excited states with oscillator strengths
higher than 2.5 × 10-2. The experimental spectrum of the
Ni(oSEtpz) complex recorded in a CH3Cl solution is indicated
by a continuum line (s). All the calculations have been
performed at the B3LYP/6-31g* level for the Ni(oSHpz) (D4h,
C2v) and Ni(oSCH3pz) (C2v).
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The 1Eu excited states is downward-shifted toward lower
energies with respect to the Ni(oCH3pz) complex: from 2.48
eV (500 nm) to 2.13 eV (582 nm) at the B3LYP level (Figure
7). This effect is due to the decrease of both 5a2u/7eg and
3b2u/7eg gaps determined by the substitution of the peripheral
CH3 groups [Ni(oCH3pz)] of the complex with the sulfur
atoms [Ni(oSHpz)], as can be seen in Figure 3 [this figure
represents the MO’s energy levels calculated at the BP/TZ2P
level: even if the absolute energy values are different, the
trends between the Ni(oXHpz) complexes are similar to those
obtained with the B3LYP/6-31g* approach]. In spite of a
strong energy overestimation of the Q band for both the
complexes, the difference between the excitation energies
of the two peaks (82 nm) is in excellent agreement with the
experimental one (83 nm).

The intensities of the computed Q bands are rather low
with respect to the experiment (1.84 eV, 672 nm). Anyway,
we can observe that in the case of the Ni(oSHpz) molecular
distortion from the planar conformation to the saddled one
an increase is provided of the oscillator strengths of these
two bands, which lie closer to the experimental one. We
remember that the structural deformation lowers the sym-
metry fromD4h to C2V; therefore, the 11Eu excited state (Q
band) is split in two into the 11B1 and 11B2 excitations.
Indeed, also the composition of the Q band is slightly
changed due to the geometry modification, and the 11B1 and
11B2 excitations are mainly formed by the 18a2 f 23b2 (27a1

f 23b1) and 18a2 f 23b1 (27a1 f 23b2) transitions,
respectively, which correspond to the 3b2u f 7eg and 2a1u

f 7eg ones in the planarD4h. In the 11B1 excitation, the
weight of the 26a1 f 23b1 transition (which corresponds to
the 5a2u f 7eg) is substantially smaller than the 18a2 f 23b2

(f ) 0.2867); therefore, in spite of the opposite transition
dipole moments, the oscillator strengths remains quite large
(f ) 0.2186). An analogous behavior is valid also for the
11B2 excited state (f ) 0.1131), which is characterized mainly

by the 27a1 f 23b2 (f ) 0.4032) transition. As concerns the
excitation energies, the Q band is determined by a slight blue
shift: from 586 nm (11Eu) to 566 nm (11B1) and 535 nm
(11B2).

The further addition of methyl groups on the terminal
sulfur atoms provides similar excitation energies (561 and
548 nm, respectively) for the 11B1 and 11B2 excited states
and intense oscillator strengths (f ) 0.2627 and 0.2749) in
good agreement with the experimental Q band.

B Band. The extra band (2.45 eV; 506 nm) is composed
mainly of the 5a2u f 7eg (0.2371), 2a1u f 7eg (0.1421), and
4a2u f 7eg (0.0371) LLCT transitions. Previously,64 this extra
band was denoted as the W band because it was interpreted
as a new band stemming from the substitution of the
peripheral CH3 groups with the sulfur atoms. From our point
of view, on the basis of the composition of this excited state,
we suggest that this band correspond to the B band of the
[Ni(oCH3pz)] complex, which is shifted to lower energies
owing to the decrease of the 4a2u/7eg and 5a2u/7eg gaps. In
this way, the Soret band of the Ni(oCH3pz) molecule,
composed by the three B, N, and L bands, which are
enveloped in one wide band, is now decomposed and
separated in different bands.

Moreover, the intensity of the computed B band seems to
be too large for the experiment. In order to understand this
last behavior, we analyzed the saddled Ni(oSHpz) complex,
which provides an excitation energy of the B band similar
to that obtained with the planar one. Indeed, the 21Eu (D4h,
planar) excited state (506 nm) is split into the more intense
21B1 excitation (496 nm,f ) 0.1091) and the less intense
21B2 one (478 nm,f ) 0.0137). The reduction of the
oscillator strengths fromf ) 0.4329 (D4h) is mainly due to
the different contribution of the single Slater determinants
involved in the transition. For instance, the composition of
the 21B1 excited state corresponds to the planar 21Eu one,
but it is also mixed with a strong contribution from 25a1 f
23b1 (0.1098), which is present only in the saddled geometry.
This transition quenches the oscillator strengths, which passes
from 0.4329 (D4h) to 0.1091 (C2V). Furthermore, the 21B1

excited state is characterized by the 25a1 f 23b2 (0.4191)
transition and by marginal contributions from other transi-
tions. In this way, this excitation has a small intensity. The
distorted structure yields other allowed transition in the region
between 430 and 500 nm, which can give important
contributions to the experimental B band. In particular, two
of them lie at 479 nm (f ) 0.0562) and 443 nm (f ) 0.0810).

The addition of the methyl groups in the Ni(oSCH3pz)
complex does not influence both the excitation energy (21B1

502 nm and 21B2 468 nm) and the oscillator strength (21B1

0.1537 and 21B2 0.0244) of the B band with respect to the
saddled Ni(oSHpz) molecule. Furthermore, the two satellite
peaks in the 430-500 nm region have negligible intensity
and should be not crucial to the interpretation of the Ni-
(oSCH3pz) spectrum.

N Band. The N band is the most intense of the entire
spectrum. This characteristic is confirmed also by the strong
oscillator strength (f ) 0.5578). Besides, this 31Eu excited
state lies at the same energy (309 nm) with respect to that
obtained in the Ni(oCH3pz) complex (310 nm). This excited

Figure 6. Conformations of Ni(oSXpz) [X ) H, CH3] com-
plexes on which we performed TD-DFT calculations at the
B3LYP/6-31g* level.
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Table 5. Computed Vertical Excitation Energies (eV) and Oscillator Strengths of Different Ni(oSXpz) [X)H, CH3]
Complexes at B3LYP/6-31g* Level

composition exp.

excitation
energies
eV (nm)

oscillator
strength

SH 1 1Eu 0.2037(5a2uf7eg); 0.0562(3b2uf7eg);
0.2084(2a1uf7eg)

2.13 0.0318

planar (Q) (582)

SH 1 1B1 0.0580(27a1f23b1); 0.2867(18a2f23b2);
0.0209(24a1f23b1)

2.19 0.2186

saddle (566)

1 1B2 0.4032(27a1f23b2); 0.0161(18a2f23b1);
0.0236(24a1f23b2)

1.84 2.32 0.1131

(672) (534)

SCH3 1 1B1 0.0369(27a1f23b1); 0.3026(18a2f23b2);
0.0271(24a1f23b1)

2.21 0.2627

saddle (561)

1 1B2 0.2537(27a1f23b2); 0.1327(18a2f23b1);
0.0268(24a1f23b2)

2.26 0.2749

(548)

SH 2 1Eu 0.2371(5a2uf7eg); 0.1421(2a1uf7eg);
0.0371(4a2uf7eg)

2.45 0.4329

planar (B) (506)

SH 2 1B1 0.3128(26a1f23b1); 0.0157(18a2f23b2);
0.1098(25a1f23b1)

2.50 0.1091

saddle (496)

2 1B2 0.0289(26a1f23b2); 0.1327(18a2f23b1);
0.4191(25a1f23b2)

2.56 2.59 0.0137

(484) (478)

SCH3 2 1B1 0.3904(26a1f23b1); 0.0314(18a2f23b2);
0.0155(25a1f23b1)

2.47 0.1537

saddle (502)

2 1B2 0.4046(26a1f23b2); 0.0137(25a1f23b2) 2.65 0.0244

(468)

SH 3 1Eu 0.2475(4a2uf7eg); 0.1404(2b1uf7eg);
0.0119(6egf3b1u); 0.0361(1a1uf7eg)

4.01 0.5578

planar (N) (309)

SH 3 1B1 0.2170(24a1f23b1); 0.1227(22b1f28a1);
0.0288(16a2f23b2)

3.93 0.3569

saddle (315)

3 1B2 0.0711(24a1f23b2); 0.1660(22b1f28a1);
0.1056(23a1f23b2)

3.98 4.08 0.1555

(311) (304)

SCH3 3 1B1 0.1970(24a1f23b1); 0.1427(22b1f19a2);
0.0279(16a2f23b2)

3.97 0.4713

saddle (312)

3 1B2 0.0626(24a1f23b2); 0.1546(22b1f28a1);
0.1184(23a1f23b2)

4.12 0.2089

(301)

SH 4 1Eu 0.4478(6egf3b1u); 0.0160(4a2uf7eg) 3.69 0.0036

planar (L) (336)

SH 4 1B1 0.2922(24a1f23b1); 0.0614(22b1f19a2) 3.85 0.3325

saddle (322)

4 1B2 0.0644(24a1f23b2); 0.3015(22b1f28a1) 3.59 3.95 0.0111

(345) (314)

SCH3 4 1B1 0.2730(24a1f23b1); 0.0814(22b1f19a2) 3.82 0.3179

saddle (324)

4 1B2 0.0666(24a1f23b2); 0.3123(22b1f28a1) 3.92 0.0073

(316)

SH 5 1Eu 0.3465(2b1uf7eg); 0.0952(4a2uf7eg);
0.0177(1a1uf7eg)

4.07 0.0047

planar (C) (304)

SH 5 1B1 0.3211(23a1f23b1); 0.0812(22b1f19a2) 4.00 0.0699

saddle (310)

5 1B2 0.0994(23a1f23b2); 0.3041(22b1f28a1) 4.11 0.0085

(301)

SCH3 5 1B1 0.3228(23a1f23b1); 0.0915(22b1f19a2) 4.05 0.0752

saddle (306)

5 1B2 0.1004(23a1f23b2); 0.2996(22b1f28a1) 4.12 0.0112

(301)
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state is formed by the 4a2u f 7eg (0.2475) and 1a1u f 7eg

(0.0361) transitions mixed with the 2b1u f 7eg (0.1404) and
6eg f 3b1u (0.0119) ones. Also in this case, transitions are
mainly LLCTs with a small MLCT contribution provided
by the 6eg f 3b1u excitation. Indeed, the 6eg MO is partially
localized on the nickel ion (17%).

The saddled Ni(oSHpz) geometry induces a splitting of
the 31Eu excited state into the 31B1 and 31B2. The former
has a strong oscillator strength (f ) 0.3569) and lies at 313
nm, while the latter is less intense (f ) 0.1555) and is shifted
to lower wavelengths (304 nm). The composition of these

two bands is almost the same (only the weight of the single
transition is changed) and corresponds to the N band in the
case of the planar conformation (see Table 5).

The effect of the methyl groups on the sulfur atoms is not
relevant. Indeed, the 31B1 and 31B2 excited states are
determined by similar excitation energies (31B1 312 nm; 31B2

301 nm) and oscillator strengths (31B1 f ) 0.4713; 51B2 f )
0.2089).

L Band. In the Ni(oCH3pz) complex, the 41Eu excited state
relative to the sh3 shoulder is characterized mainly by the
6eg f 3b1u MLCT transition and lies at higher energy than
the N band. According to the labeling of Weiss at al.,65 the
sh3 peak can be indicated using the L letter because at the
B3LYP level this excited state is electronic in origin.
Peripheral substitution with sulfur atoms determines a
lowering of the 3b1u MO energy and leaves the 6eg MO
energy substantially unaltered. Therefore, there is a decrease
of the 6eg/3b1u gap, giving an excitation energy downward-
shifted to lower energy (3.69 eV, 336 nm).

As in the previously described bands, also the 41Eu excited
state is split into two transitions (41B1 and 41B2) owing to
the lowering of the molecular symmetry fromD4h to C2V.
The 41B1 excitation lies at 322 nm (f ) 0.3325) and is more
intense than the correspondent 41B2 one (325 nm,f )
0.0111). The composition of these two bands presents a
significant contribution from the 22b1 f 28a1 MLCT
transition, which is equivalent to the 6eg f 3b1u one of the
planar complex.

The effect of adding the methyl terminal does not yield
important variations with respect to the Ni(oSHpz) complex.
For instance, the 41B1 and 41B2 excited states show similar
excitation energies (41B1 324 nm; 41B2 316 nm) and oscillator
strengths (41B1 f ) 0.3179; 41B2 f ) 0.0073).

C Band. Another interesting feature is based on the
presence of one more transitions, denoted as the C band
according to Weiss et al. labeling.65 This excited state is
mainly due to the 2b1u f 7eg transition, and it falls to 4.07
eV (304 nm) with a low oscillator strength, that is, at a higher
energy than the N band. When we perform the distortion
from the planarity, the 51Eu excited state is split into the
51B1 (f ) 0.0699) and 51B2 (f ) 0.0085) transitions. In
particular, the 51B1 excitation has an oscillator strength
smaller, on an order of 10, than the B band; thus, it can give
a significant contribution to the widening of the Soret band.
It is characterized manily by the 23a1 f 23b1 excitation,
which corresponds to the 2b1u f 7eg transition in the planar
case.

Adding of the methyl groups on the sulfur atoms promotes
the formation of 51B1 and 51B2 excited states, which have
similar excitation energies (51B1 306 nm; 51B2 301 nm) and
oscillator strengths (51B1 f ) 0.0752; 51B2 f ) 0.0112).

6.2. The CH3, NH2, and OH Peripheral Substitution
Effect on the Trend of the Main Excited States.As we
have seen in the previous section, the excitation energies of
the main bands (Q, B, N, L, and C) calculated in the case of
the planar Ni(oSHpz) conformation lie at similar energies
to those obtained on the saddled Ni(oSCH3pz) complex.
Thus, in order to analyze the trend of the main excited states
induced by the peripheral substitution, we performed calcula-

Figure 7. Vertical bold lines indicating the most important
singlet-singlet excited states computed for the planar Ni-
(oXHpz) [X ) CH2, NH, O, S, Se] complexes at the B3LYP/
6-31g* level. The available experimental spectra of the
Ni(oEtpz),9 Ni(oNMe2pz),32 and Ni(oSEtpz) complexes are
indicated with continuum lines (s).
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Table 6. Computed Vertical Excitation Energies (eV) and Oscillator Strengths of Different Ni(oXHpz) [X ) CH2, O, S, Se]
(D4h) and Ni(oNH2pz) (D2d) Complexes at the B3LYP/6-31g* Level

state composition exp.

excitation
energies
eV (nm)

oscillator
strength

1 1Eu CH3 0.0676(5a2uf7eg); 0.0144(4a2uf7eg);
0.0369(1a1uf7eg)

2.11 2.48 0.1934

(Q) (587) (500)
NH2 0.1514(13b2f23e); 0.1939(9a2f23e);

0.1205(10b1f23e)
wide band 2.18 0.0013

(568)
OH 0.2362(5a2uf7eg); 0.0100(4a2uf7eg);

0.2201(2a1uf7eg); 0.0254(3b2uf7eg)
2.30 0.0096

(539)
SH 0.2037(5a2uf7eg); 0.0562(3b2uf7eg);

0.2084(2a1uf7eg);
1.84 2.13 0.0318

(672) (582)
SeH 0.0650(5a2uf7eg); 0.2012(3b2uf7eg);

0.2101(2a1uf7eg);
2.06 0.0357

(602)
2 1Eu CH3 0.2746(5a2uf7eg); 0.1745(4a2uf7eg) 3.66 3.60 0.2297
(B) (339) (344)

NH2 0.1492(13b2f23e); 0.1916(10b1f23e);
0.0510(12b2f23e)

2.53 2.63 0.4460

(489) (471)
OH 0.1880(5a2uf7eg); 0.1486(2a1uf7eg);

0.0564(4a2uf7eg)
2.77 0.3761

(447)
SH 0.2371(5a2uf7eg); 0.1421(2a1uf7eg);

0.0371(4a2uf7eg)
2.56 2.45 0.4329

(484) (506)
SeH 0.2433(5a2uf7eg); 0.1443(2a1uf7eg);

0.0264(4a2uf7eg)
2.36 0.4299

(525)
3 1Eu CH3 0.2209(4a2uf7eg); 0.0961(5a2uf7eg);

0.0576(6egf3b1u); 0.0144(1a1uf7eg)
3.92 4.09 0.3689

(N) (316) (303)
NH2 0.3418(12b2f23e); 0.0145(22ef3b1u) 3.91 4.22 0.4715

(317) (294)
OH 0.2209(4a2uf7eg);0.0576(6egf3b1u) 4.30 0.4420

(288)
SH 0.2475(4a2uf7eg); 0.1404(2b1uf7eg);

0.0119(6egf3b1u); 0.0361(1a1uf7eg)
3.98 4.01 0.5578

(311) (309)
SeH 0.1690(4a2uf7eg);0.0371(6egf3b1u);

0.2749(1a1uf7eg)
3.82 0.1391

(324)
4 1Eu CH3 0.4225(6egf3b1u); 0.0324(5a2uf7eg) 4.27 4.31 0.1933
(L) (290) (288)

NH2 0.4527(22ef3b1u); 0.0171(12b2f23e) 3.77 0.0020
(329)

OH 0.4319(6egf3b1u); 0.0200(4a2uf7eg) 3.93 0.0006
(315)

SH 0.4478(6egf3b1u); 0.0160(4a2uf7eg) 3.59 3.69 0.0036
(345) (336)

SeH 0.4320(6egf3b1u); 0.0330(4a2uf7eg) 3.64 0.0023
(340)

5 1Eu CH3 Over 4.30 eV
(C) NH2 Over 4.30 eV

OH Over 4.30 eV
SH 0.3465(2b1uf7eg); 0.0952(4a2uf7eg);

0.0177(1a1uf7eg)
4.07 0.0047

(304)
SeH 0.4844(2b1uf7eg) 3.51 0.1455

(353)
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tions on the less crowded planar complexes. We remember
that the Ni(oNH2pz) complex belongs to theD2d point group,
whereas the Ni(oOHpz) and Ni(oCH3pz) haveD4h symmetry.
Furthermore, we can perform a comparison between the
calculated data and the experimental ones owing to the
presence of spectra collected on the Ni(oEtpz)47 and Ni-
(oNH2pz)62 complexes. See Figure 7 and Table 6 for further
details.

Along the CH3 and NH2 series, the Q band is downward-
shifted to lower energies from 2.48 eV (500 nm) to 2.18 eV
(569 nm). This effect is mainly due to the strong contraction
of the 13b2/23e and 9a2/23e gaps induced by the peripheral
introduction of amine groups (see also Figure 3). We
remember that the 13b2, 9a2, and 23e (D2d) correlate
respectively to 5a2u, 3b2u, and 7eg (D4h). The shift of the Q
band is also visible in the experimental spectra, in which
the Q band is red-shifted by about 100 nm. As regards the
Ni(oOHpz) complex, the Q band is situated at lower energy
(2.30 eV, 539 nm) than the respective one of the Ni(oCH3-
pz) molecule but is slightly blue-shifted (∼20 nm) with
respect to the Ni(oNH2pz) complex.

The B band involves the same transitions of the Q band
but with a stronger contribution from the 4a2u f 7eg

excitation. Also in this case, the contraction of the 13b2/23e
gap provides a red shift of about 130 nm. This effect is
observable in the experimental spectra: the B band lies in
the visible region of the Ni(oNH2pz) spectrum, whereas it
represents a shoulder of the Soret band in the Ni(oCH3pz)
spectrum. The experimental displacement of these two bands
(∼150 nm) is therefore well-described by the calculations
(130 nm). Furthermore, the Ni(oOHpz) complex promotes
the B band at 2.77 eV (447 nm), that is, at lower energy
than the Ni(oCH3pz) but at higher energy than the Ni(oNH2-
pz) complex.

The N band is composed mainly of the 4a2u f 7eg (12b2

f 23e) transition, and its relative gap does not change
significantly along the CH3, NH2, and OH series (see Figure
3). Calculations suggest a small blue shift of the N band,
but this effect is not visible in the experimental spectra owing
to the presence of wide bands, which do not allow to pinpoint
the shift on the order of 10-20 nm.

As concerns the L band, we can observe a red shift of 41
nm along the C and N series owing to the contraction of the
22e/14a1 (6eg/3b1u) gap. This effect determines a displace-
ment of this band, which passes from the left (higher energy)
to the right (lower energy) of the N band. This characteristic
is also found for the complex with terminal oxygen atoms,
but the shifting is less intense (∼28 nm).

6.3. The OH, SH, and SeH Peripheral Substitution
Effect on the Trend of the Main Excited States. No
experimental UV-vis spectra are available for the Ni-
(oOHpz) and Ni(oSeHpz) molecules; hence, our analysis is
based on the possible changes in the energy and in the
oscillator strengths of the excited states owing to the
peripheral substitution with different chalcogen atoms
(Figure 7).

The 11Eu excited states, related to the Q band, show a
decrease of the excitation energy along the chalcogen
series: from 2.30 eV (539 nm) (X) O) to 2.06 eV (602

nm) (X ) Se). This stems from the monotonic contraction
of the 5a2u/7eg and 3b2u/7eg gaps (Figure 3). Also, the
oscillator strengths are similar, with the exception of the Q
transition of Ni(oOHpz), which is less intense than the
corresponding one of the Ni(oSHpz) and Ni(oSeHpz)
complexes. The other excited states show a similar trend for
the B, L, N, and C bands. In particular, the C band, which
lies at much higher energy than the N band along the CH3,
NH2, and OH series (over 4.30 eV; 288 nm), is significantly
shifted toward lower energy: 4.07 eV (304 nm) for Ni-
(oSHpz) and 3.51 eV (353 nm). This effect is due to the
different behavior of the 2b1u MO in the Ni(oXHpz) [x )
O, S, Se] complexes. Indeed, as can be seen in the ground-
state section and in Figure 3, the 2b1u MO is upward-shifted
to less negative energies, providing a strong decrease of the
2b1u/7eg gaps along the chalcogen series. This effect deter-
mines a lowering of the excitation energy. This characteristic
is particularly important for the interpretation of the differ-
ences between the experimental Soret bands of the Ni-
(oNMe2pz) and Ni(oSEtpz) compounds. Indeed, in Figure 7
we can observe a larger intensity for the complex with
terminal sulfur atoms. From our calculations, the N and the
L bands of the Ni(oNH2pz) and Ni(oSHpz) molecules lie at
almost the same excitation energies and oscillator strengths.
Therefore, the higher intensity of the Ni(oSHpz) Soret band
can be attributed to the presence of the C band, which adds
its contribution to the total intensity of the Soret band.

7. Conclusions
Density functional calculations allow characterization of the
molecular and electronic structure of the ground state of Ni-
(oXHpz) [X ) O, S, Se, CH2] complexes. The peripheral
substitution has an effect on the MO energy levels. In
particular, the molecules with a methyl terminal group
present the highest HOMO and LUMO energies and the most
negative bonding energy between the metal ion and the
macrocycle fragment, while the molecules with sulfur atoms
have the lowest HOMO and LUMO energies, and the
molecules with selenium atoms present the highest bonding
energy.

The peripheral substituents cause modifications to the
“core” properties of the macrocycle, changingσ and π
interactions between the metal ion and the dianion fragment.
Peripherally unhindered Ni(oXHpz) complexes are all planar
because Ni-Np distances are all above the threshold for
ruffling. The largest contribution to the bonding energy is
the total orbital interactions, which is larger than the ionic
contribution throughout the series of all the complexes. The
orbital interactions are based mainly on aσ donation from
the nitrogen lone pairs to the dx2-y2 orbital of the metal.
Furthermore, there is a consistent flow of charge fromσ
macrocyclic orbitals to Ni-4pσ (eu); the π interactions are
weaker but also important: a back-donation from Ni-3dπ (eg)
to the emptyπ “cage” orbitals is present.

TD-DFT calculations allow analysis of the excited states
of Ni(oXHpz), and we have compared theoretical results with
available experimental spectra [Ni(oEtpz), Ni(oSEtpz), and
Ni(N Me2pz)]. On the basis of the calculated and the
experimental data, we can conclude that the Ni(oCH3pz)
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spectrum shows two main bands: the Q band and the broad
Soret band, which is composed of three secondary peaks,
denoted as B, N, and L. The peripheral substitution with
chalcogen, carbon, and nitrogen atoms determines the
decomposition of the Soret band into separate peaks: for
example, the B band is shifted to lower energies, while the
N and L peaks yield one single band. Moreover, the C band,
which lies at energies over 4.30 eV (288 nm) along the C,
N, O series, is downward-shifted to lower energies due to
the terminal substitution with sulfur and selenium atoms. In
the Ni(oSHpz) complex, the C peak is close to the N and L
peaks to form the Soret band, as observed in the experi-
mental Ni(oSEtpz) spectrum. According to the calcula-
tions, in an eventual Ni(oSeHpz) UV-vis spectrum, the C
band should lie as a separate band between the Soret and B
bands.

Experimental and theoretical chemical “perturbation” of
the reference molecule Ni(oCH3pz) by peripheral substitution
allows one to track and follow the modification of the
computed and measured spectra giving a more firmly
grounded interpretation of the properties of this interesting
class of molecules.

The same approach we have seen before can be used to
analyze the properties determined of the metal substitution
with the first row of transition elements. These properties
can allow us then to point out the reactivity of these
compounds.
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Rémy Fortrie‡ and Henry Chermette*,§
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Abstract: In this paper, we investigate the vibronic shape of the lowest UV-visible absorption

band of biphenyl-like systems, using the bifluorene molecule as a workhorse. The molecule is

here regarded as a one-dimensional two-level system, whose ground and excited states are

simulated with time-dependent density functional theory and semiempirical methods. The

vibrational Schrödinger equation is then numerically solved along the torsional coordinate, and

the vibronic shape of the absorption band is modeled. Comparisons with the harmonic

approximation, with or without the Franck-Condon approximation, are performed. This study

confirms that a vibronic effect is most likely responsible for the strong dissymmetry of the lowest

UV-visible absorption band of biphenyl-like systems and that, for such systems, the experimental

data should be extracted using the whole absorption band, instead of a Gaussian fit on the first

part of the band, as it is often done when a superposition between several electronic transitions

is suspected.

1. Introduction
Biphenyl-like molecules belong to a class of systems that
are susceptible, if steric effects do not hinderπ-π couplings,
to easily undergo quasi-free rotation between fragments.1-3

They also have the particularity of exhibiting a quasi-planar
structure in their electronic ground state and a quasi-orthog-
onal structure in their first excited state.4 Additionally, they
often exhibit a significantly asymmetric lowest UV-vis ab-
sorption band, whose origin is questionable. This asymmetry
can indeed be interpreted as the result of the superposition of
a few electronic transitions, or as the result of a vibronic ef-
fect. This article focuses on the analysis of the origin of this
asymmetry, using the bifluorene molecule as a workhorse.

Fluorene-based molecules and oligomers have indeed
previously been shown to exhibit very promising nonlinear
optical properties.5-8 As a consequence, this family of
compounds is of great interest for new technologies, and
several experimental and theoretical investigations have
already been dedicated to them.9-13 A part of these studies
consists in comparing the information resulting from both
approaches. Such comparisons are however not obvious, and
even if some effort has already been done for rationalizing
them,14,15some assumptions and questions remain unjustified
or unanswered.

In this article, we focus our attention on the linear optical
properties of the smallest fluorene oligomer. The experi-
mental UV-visible absorption spectrum of one of its
derivatives, bi-9,9-dihexylfluorene, has already been mea-
sured12 and modeled on the basis of an electronic ap-
proach.8,12 Both of the previous papers focus on the lowest
absorption band of the bi-9,9-dihexylfluorene molecule. The
way this band is integrated is not detailed in the first paper,
and in the second paper, it has been assumed that it only
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consists of a single electronic transition, even if it is rather
large and asymmetric.

The present work completes these previous studies. First,
we show, on the basis of electronic excitation spectra
calculations, that the single excitation assumption is relevant.
Second, we confirm, on the basis of a vibronic analysis, that
the asymmetric shape of the absorption band is compatible
with a vibrational origin. At first glance, these results may
seem of weak importance. However, depending on the origin
of the asymmetry, the way the experimental transition
wavenumbers and oscillator strengths are extracted and
interpreted differ, which has of course some consequences
on the conclusions which might be drawn using these data.
For example, a trend in the oscillator strengths extracted from
the experimental absorption spectra of a series of molecules
could be observed, where in fact no particular trend exists,
but where the absorption bands were not integrated in a
proper way.

This article does neither aim to precisely reproduce the
experimental data through theoretical calculations nor pretend
to reproduce the complete vibronic absorption spectra of the
compound of interest. We are here only concerned with
getting arguments on the proper way of using experimental
absorption spectra for comparison to theoretical data.

2. Electronic Excitation Spectra
In this section, we investigate the electronic absorption
spectrum of the bifluorene molecule in the gas phase thanks
to several electronic excitation spectra calculation methods.
In each case, the molecular geometry is fully optimized, and
the existence of an energy minimum is confirmed thanks to
a vibrational analysis. The default thresholds and integration

grid of the software have been used and no particular
numerical difficulty has been encountered. Concerning
semiempirical methods, AM116-18 is used for optimizing the
geometry, while CNDO/s5,19,20 and ZINDO16,21,22 are used
for modeling the electronic absorption spectrum. Addition-
ally, time-dependent density functional theory (TD-DFT)
calculations are performed, first using a generalized gradient
approximation functional, PW91,16,23-25 and then a hybrid
functional, B3LYP,16,26 that has previously been shown
relevant for treating such problems.27,28 The basis set used
is 6-31G*. Results are gathered in Table 1.

As can be seen, whatever the method, the lowest absorp-
tion band remains isolated. No overlap with any other intense
electronic transition is expected. The closest transition whose
oscillator strength is larger than 0.5 is indeed at least 13 200
cm-1 (ZINDO//AM1 value) higher in energy than the lowest
absorption band, which is much larger than the width of the
experimentally observed absorption band (Figure 1).

This result confirms the idea of a vibronic origin for the
dissymmetry of the absorption band. Such a phenomenon is
not unusual. For example, Bre´das et al. recently investigated
the dissymmetric shape of the ionization band of the
bifluorene molecule on the basis of a harmonic approxima-
tion.29 The shape that they obtained is very similar to that
observed for the absorption band we are interested in. A
significant difference exists however: the tail theoretically
obtained for the ionization band is pretty short if compared
with that experimentally observed for the absorption band.

This difference suggests that at least one of the vibrational
modes of the bifluorene molecule which are affected by the
electronic transition is strongly anharmonic. A good candi-
date is the quasi-free rotation mode corresponding to the

Table 1. Electronic Excitation Spectra of the Bifluorene Molecule in the Gas Phase (A//B Indicates that the Geometry
Optimization has been Performed at Level B and the Excitation Spectrum Calculation at Level A)a

CNDO/s//AM15 ZINDO//AM1 TD-B3LYP TD-PW91

excited
state ∆E f ∆E f ∆E f ∆E f

1 33 822 1.59 29778 1.39 30 663 1.33 26 735 1.06
2 34 334 0.01 33 237 0.01 35 346 0.00 28 928 0.00
3 34 832 0.02 33 359 0.01 35 675 0.00 30 532 0.00
4 35 543 0.00 33 908 0.00 36 051 0.00 31 049 0.00
5 35 700 0.04 34 786 0.00 37 844 0.00 32 365 0.00
6 37 809 0.03 34 960 0.00 37 918 0.00 32 482 0.01
7 40 541 0.00 39 482 0.06 38 260 0.03 34 149 0.00
8 42 961 0.05 41 472 0.02 40 830 0.00 34 165 0.00
9 45 782 0.02 42 129 0.01 41 081 0.00 35 232 0.04
10 45 805 0.15 42 956 0.08 42 139 0.05 35 291 0.03
11 46 224 0.08 42 979 0.73 42 483 0.03 35 702 0.00
12 46 555 0.00 44 151 0.12 42 813 0.18 36 384 0.28
13 46 834 0.39 44 196 1.47 43 460 0.02 36 760 0.01
14 47 018 0.17 44 498 1.16 43 765 0.00 37 216 0.11
15 47 982 0.31 45 791 0.01 44 823 0.00 37 724 0.02
16 48 322 0.64 46 003 0.18 45 415 0.02 38 028 0.01
17 48 687 0.04 46 133 0.00 45 453 0.01 38 056 0.00
18 48 798 1.74 46 868 0.00 46 047 0.00 38 516 0.00
19 49 051 0.02 46 983 0.05 46 499 0.00 38 700 0.00
20 49 335 0.04 47 871 0.00 46 979 0.01 39 663 0.00

a ∆E represents the excitation wavenumber in cm-1 and f the oscillator strength. Oscillator strengths larger than 0.50 are underlined. The
basis set used at TD-B3LYP and TD-PW91 levels is 6-31G*.
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respective rotation of both fluorene units. In the following
sections, we investigate the consequences of the presence
of such a particular vibrational mode on the shape of the
lowest electronic absorption band of the bifluorene molecule.

At this point, it has to be emphasized that, from a certain
point of view, the problem has here been addressed in an
extreme way. Indeed, only two possibilities have been
considered: either an electronic or a vibrational origin.
Intermediate cases exist however. Some electronic transitions
that are forbidden at the optimized geometry of the electronic
ground state can indeed give rise to significant contributions
if they become allowed in the vicinity of this geometry.27

These effects are not investigated hereafter. However, since
they allow the expression of electronic transitions whose
transition electric dipole moments are orthogonal to the
fluorene-fluorene axis or which consist of antisymmetric
combinations of transitions occurring within theπ systems
of the fluorene units or the benzene rings, the consequences
on the UV-visible absorption spectrum are expected to be
either very small or located at much higher energies than
that of the absorption band of interest. This assessment would
of course require confirmation by calculations similar to those
performed by Dierkens and Grimme,27 which is not to be
performed within the framework of this article.

3. Vibronic Spectrum
As previously mentioned, the goal of this paper is not to
precisely reproduce the complete vibronic structure of the
absorption spectrum of interest, but to get arguments about
the way experimental data have to be extracted and used.
As a consequence, and since we are here investigating the
impact of the presence of the previously mentioned quasi-
free rotation mode on the shape of the absorption spectrum,
we will, in the next paragraphs, pay attention only to this
particular motion of the molecular system. In other words,
the bifluorene molecule is hereafter regarded as a one-
dimensional system whose coordinate corresponds to the
dihedral angle between both fluorene units (CaCbCcCd

dihedral angle as represented in Figure 2).

This assumption is particularly severe. First, because other
vibrational modes are coupled with this torsional coordinate.
This can be deduced from Figure 3, where the vibrational
modes of the biphenyle molecule have been orthogonally
projected with respect to its torsional coordinate. Second,
because these other vibrational modes, that we are here
neglecting, may also, at least partially, be responsible for
the dissymmetry of the absorption band. This contribution
is however expected, on the basis of previous studies29 and
on the basis of the following Franck-Condon modeling, to
be weaker than the one we are here investigating.

Checking the validity of this model might be achieved by
solving the vibrational Schro¨dinger equation of the molecular
system over its 126-dimensional potential energy surface.
Such a modeling is however heavily computationally de-
manding and then too far from the purpose of this article.

3.1. Ground State.The following levels of theory are here
used for characterizing the ground state of the bifluorene
molecule: AM1, B3LYP/6-31G*, B3LYP/6-311++G**, 30

and PW91/6-31G*. The previously defined torsional coor-
dinate is sampled every 5°, starting from the fully optimized
geometry. For each sample, the dihedral coordinate is frozen
and all other geometric parameters are fully optimized. The
corresponding energy curves are reported in Figure 4. It can
be seen that the shape of the curve is independent of the
level of theory and that only the sizes of the energy barriers
vary, which is consistent with previous results concerning
other biphenyl-like molecules.31 It can also be seen that using
additional polarization and diffuse functions does not drasti-
cally change the shape of the energy curve, and only the
6-31G* basis set is then used further in this article. Note
finally that, if all methods give a similar description of the
ground state potential energy curve around planar geometries
(0 and 180°), there is no clear agreement around orthogonal
geometries (90 and 270°), which has significant conse-
quences on the corresponding simulated vibronic absorption
spectra, as shown further in this article.

Figure 1. Experimental UV-visible absorption spectrum of
bi(9,9-dihexylfluorene) in chloroform at 298 K12 (solid line) and
Gaussian approximation of the lowest absorption band fitted
on the top of the band (dashed line). The parameters of the
Gaussian function (A × exp{-[(x-xC)/w]2}) are xC ) 30 303
cm-1, A ) 53 563 L mol-1 cm-1, and w ) 2277 cm-1.

Figure 2. Bifluorene molecule. Ca, Cb, Cc, and Cd define the
dihedral angle used as a coordinate for describing its internal
quasi-free rotation degree of freedom.

Figure 3. Wavenumbers of the softest orthogonally projected
vibrational modes of the biphenyle molecule along its torsional
coordinate at the B3LYP/6-31G* level of theory.
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3.2. Excitation Spectrum.The excitation spectrum of the
bifluorene molecule is computed vertically along the torsional
coordinate. The following levels of theory are used: ZINDO//
AM1, TD-B3LYP/6-31G*, and TD-PW91/6-31G*. The TD-
B3LYP/6-31G* excitation spectrum is plotted in Figure 5a.
Other excitation spectra are not plotted but are used further
in the article.

As a matter of fact, all vibrational modes are also coupled
in any excited state of the bifluorene molecule. The same
assumptions are however used here that have been used for
the ground state. Additionally, only the vertical excitation
spectrum is used. This implies that any relaxation of the
excited state is neglected. This assumption is acceptable with
respect to the vibronic structure of the absorption band if
the relaxation energy is quasi-uniform over the torsional
coordinate, which we will assume here.

The fact that, from the electronic ground state, among the
20 first possible electronic excitations, only that with the
lowest transition energy is probable (Table 1) remains valid
whatever the value of the torsional angle between fluorene
units. The orthogonal region exhibits however a particular-
ity: at 90 and 270°, the absorbent excited state crosses a
transparent state, and they simultaneously exchange their
roles. This implies that, over a very short range of angle
values, both states are absorbent. However, since, in this
region, both states are pseudo-degenerated, they can be
rotated into two new absorbent and transparent states, without
any major change of the electronic excitation spectrum. Only
the first excited state is then hereafter considered.

Both ground-state and excited-state energy curves have
been sampled over 72 angle values (every 5°). They are here
now fitted using a Fourier’s series decomposition, up to the
35th order (Figure 5b).

Vibrational eigenstates are then, for both electronic states
of interest, obtained by solving the one-dimensional vibra-
tional Schro¨dinger equation (eq 1), whereθ represents the
dihedral angle between both fluorene units, as previously
described,I is the quarter of the inertial momentum of the
whole molecular system with respect to the line defined by
the carbon atoms of both fluorene units that are bonded
together (Cb and Cc), V(θ) is the potential energy function,

φ(θ) and E are the wave function and the energy of the
system andp is the reduced Planck constant.

Since to each point of the ground-state energy curve
corresponds a relaxed geometry of the molecular system, the
value of I slightly depends onθ. The variation is however
only about 0.8%, and the average value of 1.804× 10-45

kg m2 is hereafter considered (B3LYP/6-31* value). The
solutions are developed on a plane waves basis set truncated
at the 600th harmonic (1201 basis functions), which corre-
sponds here to a cutoff of 55 863 cm-1. Vibrational eigen-
states are graphically represented on Figures 6 and 7, where
it can in particular be seen that the vibrational eigenstates
are well-converged.

3.3. Oscillator Strengths. The electronic part of the
transition electric dipole moment between the electronic
ground and excited states strongly varies along the torsional

Figure 4. Ground-state energy curves of the bifluorene
molecule along its torsional coordinate at the following levels
of theory: AM1, B3LYP/6-31G*, PW91/6-31G*, and B3LYP/
6-311++G**.30

Figure 5. (a) Excitation spectrum of the bifluorene molecule
along the fluorene-fluorene dihedral angle at the TD-B3LYP/
6-31G* level. Solid line: ground state. Points: existing
excitations, whatever the value of the corresponding transition
probability. (b) Potential-energy curves associated with the
ground state and with the first excited state of the bifluorene
molecule along the fluorene-fluorene dihedral angle at the
TD-B3LYP/6-31G* level. Empty points: sampling. Solid
lines: fits obtained by Fourier decomposition up to the 35th
harmonic. Dashed lines: harmonic approximations around
energy minima (min). Dotted line: harmonic approximation
of the first excited state vertically above the energy minimum
of the ground state (vert).
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coordinate (Figure 8). As a consequence, transition electric
dipole moments between vibronic states,〈ψ0,v|µb|ψ1,v′〉, where
0 and 1 refer to the electronic ground and excited states,
respectively, and v an v′ refer to the vibrational eigenstates,
are numerically calculated without further approximation.

3.4. Vibronic Spectrum.A weight is finally attributed to
each vibronic transition, depending on the population of the
initial vibronic state at the temperature T of interest. We here
assume that these populations follow a Boltzmann distribu-
tion and each weight is then equal to exp(-Ev /kBT), where
Ev is the energy of the initial vibronic state andkB is the
Boltzmann constant. The complete vibronic absorption
spectrum then consists of the sum of the contributions of all
weighted vibronic transitions.

4. Results
In Figure 9 are represented the resulting vibronic absorption
spectra. Individual vibronic transitions have been convoluted
with Gaussian functions (fwhm: 1000 cm-1). As can be seen
on this figure, the absorption band is dissymmetric and
becomes larger and weaker when the temperature increases.
This behavior is a typical vibronic effect and is also observed
within the framework of a more usual harmonic approach
(Figure 10).32 In this figure, for making comparison easier,
the spectra corresponding to the harmonic approximation

have been shifted and vertically scaled in such a way that
the maxima of all curves match up.

As can be seen looking at both scaling factors, using the
harmonic approximation leads to a slight overestimation of

Figure 6. Vibrational eigenstates associated with the elec-
tronic ground state. (a) Eigenvalues of the vibrational Hamil-
tonian operator. (b) Absolute values of the components of the
corresponding eigenvectors (continuous grayscale between
0:white and 1:black).

Figure 7. Vibrational eigenstates associated with the elec-
tronic excited state. (a) Eigenvalues of the vibrational Hamil-
tonian operator. (b) Absolute values of the components of the
corresponding eigenvectors (continuous grayscale between
0:white and 1:black).

Figure 8. (Top) Oscillator strength corresponding to the
electronic part of the transition electric dipole moment between
the electronic ground and excited states along the torsional
coordinate (B3LYP/6-31G*). (Bottom) Potential-energy curve
associated with the electronic ground state (B3LYP/6-31G*).
The variation of the oscillator strength over the Franck-
Condon zone associated with a limiting Boltzmann factor of
0.05 at 298 K is also represented.
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the maximum absorption coefficient. It can also be seen that
the harmonic approximation fails in correctly describing both
the low- and high-energy parts of the absorption band. The
low-energy part is too tight and the high-energy part is too
wide within the Franck-Condon approximation and falls too
short without. In other words, the harmonic approximations
are here inadequate for accurately describing the dissymmetry
and a long high-energy tail of the absorption band. There
are two reasons for this. First, the harmonic approximation
simply underestimates the molecular population around
orthogonal conformations, and molecules with such confor-
mations are precisely responsible for the existence of the
long high-energy tail. Second, as can be seen in Figure 5,
the harmonic approximation does not correctly reproduce the
potential energy curve of the excited state around planar

conformations, and transitions occurring in these regions are
precisely responsible for the low-energy part of the absorp-
tion band.

The reader would have noticed that the temperature
for which the vibronic spectra are compared is rather high
(1000 K) if compared with usual experimental temperatures
(300 K). However, this temperature strongly depends on the
quality of the description of the potential energy curves of
both electronic states, which strongly depends on the quality
of the theoretical method.

First, the electronic eigenstates have been calculated for
a gas-phase bifluorene, whereas experimental data have been
measured in chloroform. This has two consequences: (i)
Molecular polarizabilities should be multiplied by a local
field factor for any comparison with macroscopic experi-
mental data. (ii) Chloroform is known to generate solvato-
chromism effects, which are here not taken into account.33

Second, we are here modeling the bifluorene, but experi-
mental data concern the bi(9,9-dihexylfluorene). Whereas,
electronically, replacing hexyl groups by hydrogen atoms
almost has no consequence since the lowest electronic
transition mainly involves theπ system, it has dynamic
consequences which are known to strongly affect, at least,
the potential energy barriers of the electronic ground
state.30 In other words, because of the approximations con-
tained in the sterically simplified model, the theoretical
energy barrier is too high, which leads to too high temper-
atures necessary for modeling the dissymmetry of the spectra.
It is then not surprising that the temperature value which
corresponds to a particularly strong dissymmetry is experi-
mentally unrealistic.

In order to confirm the vibronic origin of the dissymmetry
of the absorption band, two other theoretical methods have
been used for modeling the vibronic absorption spectrum:
TD-PW91/6-31G* and ZINDO//AM1 (Figure 11). Since the
high-energy tail results from the molecules whose conforma-
tions are close to the orthogonal one, and since the energy
of this particular conformation strongly depends on the
theoretical method, the ZINDO//AM1 and TD-PW91/6-31G*
spectra have been calculated at 380 and 1180 K, respectively,

Figure 9. Vibronic absorption spectrum of the bifluorene
molecule (TD-B3LYP/6-31G*). Individual vibronic transitions
have been convoluted with Gaussian functions (fwhm: 1000
cm-1). No scaling or shifting factor has been applied.

Figure 10. TD-B3LYP/6-31G* vibronic absorption spectra of
the bifluorene molecule using different vibrational models:
periodic or harmonic, with or without the Franck-Condon
approximation.32 Harmonic frequencies, 41.6 cm-1 for the
ground state and 56.7 cm-1 for the excited state, have been
obtained by derivation of the electronic potentials, with respect
to the torsional angle, for the conformation corresponding to
the energy minimum of the ground state (Figure 5). Harmonic
and Franck-Condon approximations: shift ) 25 cm-1, vertical
scaling factor ) 89.9%. Harmonic approximation only: shift
) 125 cm-1, vertical scaling factor ) 83.8%.

Figure 11. Vibronic absorption band modeled at different
levels of theory: ZINDO//AM1 (380 K, shift ) 553 cm-1), and
TD-PW91/6-31G* (1180 K, shift ) 3833 cm-1), and TD-
B3LYP/6-31G* (1000 K, shift ) 178 cm-1).
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so that the Boltzmann factor corresponding to the orthogonal
conformation is identical for all methods and we can easily
compare the resulting spectra.

At first glance, it appears that both tails are much shorter
than with the TD-B3LYP/6-31G* method. This simply
comes from the fact that the energy difference between the
planar and orthogonal conformations in the excited state is
much smaller for ZINDO//AM1 (3357 cm-1) and TD-PW91/
6-31G* (3822 cm-1) than for TD-B3LYP/6-31G* (7449
cm-1). Deciding which value is correct is of weak importance
and beyond the scope of this article. What is important here
is that all three methods give rise to a strongly dissymmetric
absorption band with a relatively long high-energy tail. Of
course, each method gives rise to a slightly different shape.
On the one hand, the TD-PW91/6-31G* method leads to a
less dissymmetric and then less convincing shape, but on
the other hand, the ZINDO//AM1 method gives rise to a
high-energy shoulder, which is similar to that of the
experimental spectrum. Anyway, as previously mentioned,
it is here very difficult to decide which method gives the
best result, and the reality is most probably something in
between.

5. Conclusion
In conclusion, we have shown in this paper that the strong
dissymmetry and the high-energy tail of the lowest electronic
absorption band of the bifluorene molecule are most probably
related to a vibronic effect rather than to the overlap of
several electronic transitions. This can be generalized to
bigger molecular systems, so that by extension, and even if
no vibronic analysis has yet been performed, it is reasonable
to postulate that the dissymmetric shape of the lowest
electronic absorption band of other oligofluorenes is es-
sentially due to vibronic effects.

From the results obtained within this article, it can be
deduced that the electronic properties of the transitions
involved in the lowest electronic absorption band of oligof-
luorenes should be extracted using the whole absorption band
instead of a single Gaussian function fitted on the first part
of the band. This legitimizes, in particular, the way these
data have been extracted in a previous paper.8

The simple model presented in this article gave some
interesting and useful information for extracting electronic
data from experimental spectra. The next challenge is now
of course to completely model the vibronic absorption spectra
of the bifluorene molecule. However, as mentioned above,
achieving such a modeling is a difficult task since the
molecular system of interest contains 126 internal degrees
of freedom. Moreover, the intermediate level of theory used
in the present work is known to give a good physical
description of common molecular systems but to poorly
perform as far as numerical values concerning the electronic
transitions are concerned. A more adequate level of theory,
like TD-CAM-B3LYP/6-311++G**, for example, where
CAM stands for Coulomb-attenuated model,34,35 would be
necessary for such a more precise modeling, making this
task still more challenging.
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Abstract: A systematic study of a class of divalent transition-metal texaphyrin complexes (M-

Tex+, M ) Mn, Fe, Co, Ni, Cu, Zn), recently proposed as active photosensitizers in photodynamic

therapy (PDT), was undertaken for the ground and excited electronic states. Geometry

optimizations were performed by using the PBE0 exchange-correlation functional coupled with

the 6-31G(d) basis set, while electronic excitations energies were evaluated by means of time-

dependent density functional response theory (TD-DFT) at the PBE0/6-31+G(d) // PBE0/6-

31G(d) level of theory. Solvent effects on excitation energies were taken into account in two

ways: by considering solvent molecules explicitly coordinated to the metal center and as bulk

effects, within the conductor-like polarizable continuum model (C-PCM). The influence of the

metal cation on the so-called Q-band, localized in the near-red visible region of the spectrum,

was carefully examined since it plays a basic role in the drug design of new photodynamic

therapy photosensitizers. The differences between experimental and computed excitation

energies were found to be within 0.3 eV.

1. Introduction
Texaphyrins are a class of expanded porphyrin macrocycles
formed by three tripyrrolyldimethene units connected to a
phenylenediamine through two imine-type linkages (see
Chart 1).1-3 The main structural feature of texaphyrins is
the increased cavity size, about 20% larger than porphyrins,
that allows a better fit of the nearly coplanar nitrogen donors,
to the metal cation. Metallotexaphyrins (M-Tex) for nearly
the full series of lanthanide(III),4,5 Cd(II),1,6 Y(III) and In-
(III), 7 and for Mn(II) to Zn(II)8,9 as well as a metal free
aromatic form10 were synthesized during the past few years.
The synthesis was carried out by treating the “sp2-texaphy-
rin”, a nonaromatic form, with metal salt and air, through

an oxidation-metalation reaction mechanism. Gadolinium-
(III)-Tex2+ and lutetium(III)-Tex2+, in a water soluble form,
are in late-stage clinical trials for application as an adjuvant
in X-ray radiation therapy and photodynamic therapy (PDT),
respectively.11,12

Photodynamic therapy is a noninvasive medical technique
for the treatment of different types of diseases in oncology
and ophtalmology.13-15 The basic principle is the combination
of a photosensitizing drug capable of absorbing within the
body’s therapeutic window (620-850 nm), a light source
(e.g., laser) of appropriate wavelength and molecular oxygen.
The photosensitizer, which shows preferably high accumula-
tion in cancer cells and low dark toxicity, is injected into
human body tissue and then irradiated by visible light. After
irradiation the light-activated molecule undergoes different
reactions, and it can decay from singlet to triplet excited state,
through a radiationless transition (intersystem spin crossing).
The rate of the latter step is enhanced by the presence in the
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molecule of an atom with a high atomic number (heavy atom
effect). The key cytotoxic agent is represented by singlet
molecular oxygen1O2 (1∆g) generated by an energy transfer
reaction from the photosensitizer triplet state to the ground
state of molecular oxygen3O2 (3Σg).16,17Triplet state energy
should match, for a good efficiency, the first excitation
energy of molecular oxygen, that is 0.98 eV (1300 nm). The
interest in using metallotexaphyrins in PDT is due to the
their spectral absorbance features. In fact, they exhibit Q-type
electronic transitions between 650 and 810 nm and are thus
red-shifted by more than 100 nm with respect to porphyrins.
This property is related to the increased number ofπ
electrons (22π-electron system) that causes a greater electron
delocalization on the aromatic ring. It is desirable in PDT
to have Q-bands in the near-red region of the spectra, since
light transmittance into human body changes exponentially
with the increasing wavelength of the incident radiation. At
present, in literature exist few theoretical works regarding
metallotexaphyrins. To our knowledge, a B3LYP density
functional study using relativistic ab initio pseudopotentials,
was carried out by Cao and Dolg18 for lanthanide(III)
texaphyrins [Ln-Tex(3+), Ln ) La, Gd, Lu] and more
recently for actinide(III) motexafins [An-Tex(3+), An ) Ac,
Cm, Lr] by Cao et al.19 Moreover, a theoretical study for
the interpretation of the magnetic circular dichroism spectra
(MCD) of texaphyrins was performed by Waluk and Michl.20

The present work deals with a density functional investigation
of electronic properties of first-row transition-metal com-
plexes of texaphyrin in organic soluble form (see Chart 1)
as well as the evaluation of the electronic excitation energies
by means of time-dependent density functional theory (TD-
DFT).21 Our aim is to give new insights from theory in
interpreting spectroscopic properties of metallotexaphyrins

and to contribute to better characterize this novel class of
photosensitizers potentially useful in PDT. To account for
the interaction with the local environment solvent effects
were included both explicitly by considering two methanol
solvent molecules directly bound to the metal center and
implicitly by using a continuum solvation model.

2. Computational Details
All calculations were carried out at the density functional
level of theory with the GAUSSIAN03 program package.22

The hybrid functional approach PBE023,24was employed for
geometry optimization, vibrational frequency analysis, and
electronic excitation energy evaluation. The PBE0 exchange-
correlation functional is based on the generalized gradient
functional of Perdew-Burke-Ernzerhof (PBE)25 with an a
priori fixed amount of 25% of Hartree-Fock exchange
energy. Restricted formalism was applied for closed shell
systems (free base texaphyrin and zinc complex) and an
unrestricted one for open shell systems. In the latter case
spin contamination, monitored by the expectation value of
Ŝ2, was found to be negligible. All molecular structures were
fully optimized imposing aC2 symmetry axis, joining the
metal center with the pyrrolic nitrogen atom N1. For the
geometry optimization, a split valence plus polarization basis
set 6-31G(d)26,27 for H, C, N, and O atoms and a double-ú
quality LANL basis and corresponding pseudopotential for
metal atoms (Mn, Fe, Ni, Co, Cu, and Zn) were em-
ployed.28,29 Vibrational frequency analysis was used to
confirm the character of minima of optimized structures.
Electronic excitation energies and oscillator strengths were
computed within the adiabatic approximation of time-
dependent density functional theory (TD-DFT)30 as imple-
mented in Gaussian03. The 6-31+G(d) basis set, which adds

Chart 1
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a diffuse function to the 6-31G(d) one for all atoms except
hydrogen, was used along with the same pseudopotentials
and the corresponding valence basis sets for the metal centers.
The influence of scalar relativistic effects of first-row
transition metals on excitation energies was evaluated by
using the Zn-Tex+ complex as a test molecule. For this
purpose the Stuttgart relativistic small- and large-core
pseudopotentials ECP28SDF and ECP10MWB31,32were used
for the zinc atom. In order to characterize the electronic
spectra of the examined complexes, the same level of theory
used in previous works, which demonstrated as the influence
on optical transitions of the basis set choice is minimal and
the hybrid functional PBE0 gives usually an accuracy,
comparable to refined post-Hartree-Fock approaches at a
lower computational cost, of about 0.3 eV for the transition
energies.33-36 Bulk solvent effects (methanol,ε ) 32.6) were
taken into account within the conductor-like polarizable
continuum model (C-PCM).37-39 Single-point calculations on
the optimized geometries were carried out by the nonequi-
librium implementation of C-PCM.40-43 The electronic
spectra were simulated by means of the SWizard program
package.44 Here the absorption profile is calculated as a sum
of Gaussian functions using the formula

whereε is the molar absorbance in units of mol-1 cm-1 L,
the index sum runs over the number of computed excitation
energiesωI (expressed in cm-1) with corresponding oscillator
strengths×c4I, and∆1/2 is the half-weight bandwidth assumed
constant and equal to 3000 cm-1.

3. Results and Discussion
3.1. Ground-State Spin Multiplicity. Our first task was to
determine the ground and lowest excited electronic states
for M-Tex+ complexes, with and without methanol molecules
coordinated to the metal center. As pointed out above, an
efficient PDT drug should activate molecular oxygen (3O2)
through an energy transfer, so a preliminary condition to be
satisfied is that the electronic gap between ground and first
excited states must be greater than or equal to 0.98 eV. For
metalloporphyrins-like systems the electronic ground state
is influenced by several factors like the ligand size and
geometry. For each complex we have considered different
spin multiplicities on the basis of the electronic configuration
of the divalent metal cation (e.g.,6A, 4A, and2A electronic
states for Mn (d5) complex). The total and relative energies
of the two most stable electronic states of each complex are
reported in Table 1. As it can be noted, the electronic ground
state for every complex, both isolated and coordinated with
two solvent molecules, corresponds to a high-spin multiplic-
ity state. For the Mn-Tex+ complex doublet, quartet, and
sextet states were considered. In this case the ground state
for the isolated system was found to be a sextet state, whereas
the doublet and quartet states lie 4.01 and 4.38 eV higher in
energy than the ground state, respectively. On the other hand,
for Mn-Tex(CH3OH)2+ we found for the first excited state
an opposite situation: the4A electronic state is lower in

energy than the2A state (1.68 vs 2.74 eV) with respect to
the6A ground state. For the remaining M-Tex+ bare systems,
the lowest state lies in the range between 1.14 eV (Cu-Tex)
and 1.32 eV (Zn-Tex). For the explicitly solvated systems
the electronic gap is lower and ranges from 0.84 eV (Co-
Tex(CH3OH)2+) to 1.39 eV (Ni-Tex(CH3OH)2+). Overall,
for the isolated systems all M-Tex+ fulfill the ground-excited
energetic gap condition (i.e.,> 0.98 eV). For systems
coordinating two solvent molecules this condition holds for
Mn-, Fe-, Ni-, Cu-, and Zn-Tex complexes. These results
are in agreement with the experimental measurements of the
magnetic moments for each paramagnetic complex,9 which
gives rise to a high-spin configuration state as confirmed by
applying the so-called ‘spin-only formula’. The only excep-
tion is represented by the Fe-Tex+ complex that exists as a
dimer, with two Fe(III) atoms bridged by an oxygen (in a
formally trivalent oxidation state).

3.2. Ground-State Geometrical Structures.The geo-
metrical structures of metallotexaphyrins are formally char-
acterized by five possible coordination sites: three pyrrolic-
(N1 and N2 in Chart 1, structure1a) and two imine-nitrogen
atoms (N3 in the same chart). The position of the metal center
with respect to the mean plane (∆N5) formed by the five
nitrogen atoms is strongly influenced by the presence, in the
crystal structure, of counterions (like Cl-, NO3

-) and/or
solvent molecules (MeOH), directly bound to the metal.

ε(ω) ) 2.174 * 108∑
I

fI

∆1/2

exp(-2.773
(ω - ωI)

2

∆1/2
2 )

Table 1. Total (hartrees) and Relative Energies (eV) for
All Complexes for Bare Systems and with Two Methanol
Molecules Coordinated to the Metal Atom

molecule
molecular
symmetry

electronic
state

total energy
(hartrees)

∆E
(eV)

Isolated Systems
Mn-Tex+ C2

2A -1844.3437 4.01
Mn-Tex+ C2

4A -1844.3302 4.38
Mn-Tex+ C2

6A -1844.4912 0.00
Fe-Tex+ C2

3A -1863.9198 1.16
Fe-Tex+ C2

5A -1863.9626 0.00
Co-Tex+ C2

2A -1885.5405 0.99
Co-Tex+ C2

4A -1885.5770 0.00
Ni-Tex+ C2

1A -1909.7602 1.56
Ni-Tex+ C2

3A -1909.8184 0.00
Cu-Tex+ C2

4A -1936.5941 1.14
Cu-Tex+ C2

2A -1936.6022 0.00
Zn-Tex+ C2

3A -1805.9484 1.32
Zn-Tex+ C2

1A -1805.9970 0.00

Complexes Coordinating Two Methanol Molecules
Mn-Tex(MeOH)2

+ C2
2A -2075.6041 2.74

Mn-Tex(MeOH)2
+ C2

4A -2075.6432 1.68
Mn-Tex(MeOH)2

+ C2
6A -2075.7049 0.00

Fe-Tex(MeOH)2
+ C2

3A -2095.1434 0.99
Fe-Tex(MeOH)2

+ C2
5A -2095.1797 0.00

Co-Tex(MeOH)2
+ C2

2A -2116.7665 0.84
Co-Tex(MeOH)2

+ C2
4A -2116.7974 0.00

Ni-Tex(MeOH)2
+ C2

1A -2140.9590 1.39
Ni-Tex(MeOH)2

+ C2
3A -2141.0101 0.00

Cu-Tex(MeOH)2
+ C2

4A -2167.7654 1.16
Cu-Tex(MeOH)2

+ C2
2A -2167.8080 0.00

Zn-Tex(MeOH)2
+ C2

3A -2037.1671 1.32
Zn-Tex(MeOH)2

+ C2
1A -2037.2157 0.00
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Structural data, obtained from single-crystal X-ray analysis
are available for all M-Tex+, in organic soluble form, with
the exception of Ni- and Cu-Tex+ complexes,9 so a direct
comparison between experimental and computed geometrical
data is possible. Selected optimized metal-nitrogen (M-
N) and metal-oxygen (M-O) bond lengths are reported in
Table 2. Figure 1 shows the resulting optimized structure of
Zn-Tex+ and Zn-Tex-NO3. Owing to the symmetry constraint
C2 axis imposed to the nuclear framework, we can distinguish
three kinds of metal-nitrogen bonds (M-N1, M-N2,
M-N3); the experimental data, given in parentheses, are
referred to as the relative bond lengths averaged around the
ideal C2 axis. For the bare systems, the distance M-N1

(central pyrrolic nitrogen) ranges from 2.030 to 2.326 Å,
decreasing slightly on going from Mn- to Cu-Tex+ and
thereafter increases for Zn-Tex+. A similar trend is found
for the M-N2 distance, which changes from 2.049 to 2.225
Å. The metal-imine nitrogen bond length (M-N3) increases
from Fe- to Cu-Tex+, as a geometric consequence of the
reduced M-N(pyrrolic) distance. For the Mn-Tex+ complex
the difference between the experimental and the computed
metal-nitrogen distance is about 0.05 Å for both M-N1 and
M-N2 and 0.01 Å for M-N3. The experimental value of
the distance of the metal from the N5 mean plane is 0.37 Å.
This value is due to the presence of the counterion Cl-,
directly bound to the metal, that allows an out-of-plane
movement of the metal, giving rise to an increased M-N1

and M-N2 distances. In all calculated structures the metal
results are always coplanar with nitrogen atoms, also by
relaxing completely the geometry during optimization.

Similar considerations are valid for the Zn-Tex+ complex
where the presence in the experimental structure of a NO3

-

anion, coordinated to the metal, gives rise to a shift of 0.38
Å for the metal relative to the N5 mean plane. The major
discrepancy with experimental data concerns the M-N3 bond
length, whose difference was found to be 0.076 Å; by
reoptimizing the structure including the NO3

- anion, we
obtained a good agreement with the experimental counterpart
being the difference of 0.01 Å. As a general rule and by
excluding the presence of counterions, we found a pentaco-
ordinated geometry for Mn-Tex+ and a tricoordinated one
for the other complexes in agreement with experimental
findings.9

3.3. Gas-Phase Electronic Spectra.The electronic spectra
of metallotexaphyrins, like those of metalloporphyrins, are
composed of two main absorption bands: one at higher
wavelengths, in the visible region, called the Q-band, and
the other, at lower wavelengths and more intense, called the
B- or Soret band. The electronic spectra of porphyrin-like
chromophores were first theoretically rationalized by means
of the Gouterman four-orbital model.45-46 The electronic
bands were interpreted in terms of electronic transitions,
involving the two highest occupied molecular orbitals
(denoted HOMO and HOMO-1) and the two lowest unoc-
cupied orbitals (LUMO and LUMO+1). On the basis of the
proposed theoretical model the Q-band is mainly due to two
electronic transitions, named Qx and Qy. The Qx transition
arises from the HOMOf LUMO (in brief notation 0-0)
electronic excitation (around 60% on average) with a
contribution from the HOMO-1f LUMO+1 (1-1 notation)

Table 2. Selected Bond Lengths (Å) for M(II)-Texaphyrin Complexesa

complex M-N1 M-N2 M-N3 M-OMeOH

Mn-Tex+ 2.326 (2.383) 2.179 (2.230) 2.553 (2.539) /
Mn-Tex(MeOH)2

+ 2.348 (2.409) 2.225 (2.236) 2.554 (2.470) 2.265 (2.217)
Fe-Tex+ b 2.300 2.137 2.586 /
Fe-Tex(MeOH)2

+ b 2.280 (2.321) 2.206 (2.201) 2.580 (2.498) 2.169
Co-Tex+ 2.103 2.090 2.815 /
Co-Tex(MeOH)2

+ 2.247 (2.335) 2.177 (2.176) 2.635 (2.524) 2.146 (2.116)
Ni-Tex+ 2.046 2.073 2.896 /
Ni-Tex(MeOH)2

+ 2.119 2.129 2.805 2.111
Cu-Tex+ 2.032 2.049 2.923 /
Cu-Tex(MeOH)2

+ 2.032 2.057 3.049 2.174
Zn-Tex+ 2.165 (2.066) 2.113 (2.127) 2.758 (2.912) /
Zn-Tex(MeOH)2

+ 2.108 (2.139) 2.152 (2.138) 2.866 (2.790) 2.160 (2.137)
a In parentheses are reported averaged experimental values obtained from X-ray structures. b Experimental data are relative to µ-oxo Fe(III)

texaphyrin dimer

Figure 1. Optimized molecular structures for the Zn-Tex+ bare complex (a) and in the presence of the counterion NO3
- (b).
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of about 40%, whereas the Qy transition is composed of the
HOMO-1 f LUMO (1-0) and HOMOf LUMO+1 (0-
1) electronic excitations. In the following we will refer as
‘main configuration’ to the orbital composition of each
vertical excitation energy. Experimental spectroscopic data
in solution are available for Mn(II)-, Fe(II)- in monomer
form, Co(II)-, Ni(II)-, and Zn(II)-Tex+ complexes, so a direct
comparison with the computed values is possible. For these
compounds the absorption wavelengths of maximum inten-
sity relative to the Q-like band fall in the range between 1.71
eV (727 nm) and 1.76 eV (704 nm), decreasing as a function
of the identity of the metal center by 23 nm in going from
the Mn- to the Zn-Tex+ complex. In order to decouple the
effect of the metal and the solvent on the excitations energies,
we analyzed first the electronic spectra for bare systems in
comparison with the metal-free texaphyrin in monoproto-
nated form FB-Tex (Chart 1, compound1a). Computed
vertical excitation energies giving rise to the Q-like band
are collected in Table 3 together with the maximum
absorption excitation energies obtained from the convolution
of the theoretical data by the overlapping of Gaussian

functions. From this table we can infer that for each molecule
there are only two excitation energies that contribute to the
Q-band. For instance, for the closed-shell Zn-Tex+, the first
excitation energy is at 1.95 eV (f ) 0.0774) and arises
mainly from HOMO f LUMO (74%) and HOMO-1f
LUMO+1 (21%) electronic excitations. Therefore, on the
basis of the Gouterman scheme it can be assigned to the
Qx-type transition. The second excitation energy is at 2.07
eV ( f ) 0.0883), and its main configuration is composed
by HOMO-1 f LUMO (65%) and HOMOf LUMO+1
(37%) electronic transitions. This means that this is the Qy

transition. In both cases the transitions have aπ f π* type
character, as can be deduced from the plot of the frontier
molecular orbitals in Figure 2. Similar results are obtained
for the free-metal form of texaphyrin, which presents the
first excitation energy at 1.98 eV (Qx-transition) and the
second one at 2.07 eV (Qy-transition). On the other hand, to
describe the transitions for the open shell systems, we have
to consider theR- andâ-electron excitations. For instance,
for the Fe-Tex+ complex we found the first excitation energy
at 1.95 eV ( f ) 0.041), whose main configuration is

Table 3. Excitation Energies in eV (in Parentheses in nm), Oscillator Strengths f, Configurations, and Experimental Data for
M-Tex+ Bare Systems in vacuo and Solution

vacuum solution (C-PCM)

state ∆E ×c4 λmax main configurationa ∆E ×c4 λmax exptb∆E

FB-Tex
1 1B 1.98 (625.1) 0.0661 2.03 70%(0-0) + 28%(1-1) 1.96 (633.4) 0.1083 2.01 1.72
2 1A 2.07 (598.8) 0.0982 (609.8) 64%(1-0) + 37%(0-1) 2.05 (605.5) 0.1761 (617.3) (721)

Mn-Tex+

1 B 1.92 (646.0) 0.0766 2.00 20%(0-0) + 30%(1-1) R 1.93 (642.5) 0.1357 2.00 1.71
(621.1) 19%(0-0) + 31%(1-1) â (621.1) (727)

2 A 2.06 (601.9) 0.0826 28%(0-1) + 28%(1-0) R 2.06 (602.8) 0.1411
9%(0-1) + 35%(1-0) â

Fe-Tex+

1 B 1.95 (635.5) 0.0541 2.00 16%(0-0) + 30%(1-1) R 1.96 (631.6) 0.1188 2.01 1.73
(621.1) 34%(0-0) + 3%(1-1) â (617.3) (717)

2 A 2.05 (605.6) 0.0799 32%(0-1) + 30%(1-0) R 2.06 (601.7) 0.1298
5%(0-1) +32%(1-0) â

Co-Tex+

1 A 1.96 (632.3) 0.0584 2.01 22%(0-0) + 36%(1-1) R 1.96 (632.7) 0.1292 2.01 1.74
(617.3) 37%(0-0) â (617.3) (713)

2 B 2.05 (604.4) 0.0726 35%(0-1) + 27%(1-0) R 2.05 (604.1) 0.1473
8%(0-1) + 31%(1-0) â

Ni-Tex
1 B 1.97 (628.3) 0.0657 2.03 27%(0-0) + 25%(1-1) R 1.96 (631.5) 0.1142 2.02 1.76

609.8 22%(0-1) + 32%(1-2) â (613.5) (704)
2 A 2.07 (598.8) 0.0924 15%(1-0) +33%(0-1) R 2.07 (598.9) 0.1486

22%(0-2) +32%(1-1) â

Cu-Tex+

1 B 1.99 (622.2) 0.0593 2.03 27%(0-0) +19%(1-1) R 1.97 (630.1) 0.1013 2.02 /
(609.8) 35%(0-1) â (613.5)

2 A 2.07 (597.7) 0.0909 15%(0-1) +33%(1-0) R 2.06 (601.8) 0.1560
22%(0-2)+32%(1-1) â

Zn-Tex+

1 1B 1.95 (636.0) 0.0774 2.01 74%(0-0) + 21%(1-1) 1.96 (633.8) 0.1367 2.01 1.76
2 1A 2.07 (600.0) 0.0883 (617.3) 65%(1-0) + 37%(0-1) 2.07 (599.2) 0.1400 (617.3) (704)

a By convention, in parentheses the first number, n, is referred to as the occupied orbital contribution from HOMO-n, and the second, m, to
the virtual one LUMO+m. b See Table 4, footnote a.
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composed of the alpha HOMOf LUMO and HOMO-1
f LUMO+1 electronic transitions, contributing respectively
for 16% and 30%, and the beta HOMOf LUMO transition
for 34%. The second excitation energy is at 2.05 eV (f )
0.0799) and is composed of HOMO-1f LUMO and HOMO
f LUMO+1 for both alpha and beta electronic transitions.
For the other complexes the previously described Gouterman
scheme is obeyed with some exceptions that, in any case,

do not introduce significant changes. Since the experimental
data are relative to the maximum absorption wavelengths
λmax for the Q- and B-band, it seems more appropriate to
compare these data with those obtained from the simulation
of the spectra and in particular with the computed maximum
absorption wavelengths for the Q-band (Table 3). As can be
inferred, all values relative toEmax for the Q-band are
overestimated in energy with respect to the experimental

Figure 2. Molecular orbital plot of the four ‘Gouterman orbitals’ for Zn-Tex+ (on the left) and Mn-Tex+ (alpha orbitals).
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ones, and the difference ranges from 0.25 eV for Zn-Tex+

to 0.29 eV for Mn-Tex+. As found in previous works based
on the same level of theory (PBE0/6-31G*//PBE0/6-31+G*),
the theoretical error is not larger than 0.3 eV for transition
metals containing systems. The influence of the metal on
the Q-band relative to the free-metal texaphyrin is in general
slight, with the maximum difference of 11 nm for Mn-Tex+

and Fe-Tex+. As mentioned above, for the experimental
spectra the maximum absorption wavelengthλmax for the
Q-band is blue-shifted in going from the Mn- to the Zn-
Tex+ complex. In our case this trend is qualitatively followed
except for the zinc complex. It is also worth noting that for
Cu-Tex+ there are no spectroscopic data since the compound
was not well characterized by diffraction analysis. Therefore,
we cannot decide whether the breakdown of this trend, at
the theoretical level, occurs for the Cu-Tex+ or the Zn-Tex+

complex. Some hints for the theoretical analysis could come
also from the orbital energy diagram in Figure 3, which
reports the energetic behavior of the four Gouterman orbitals
across the series of the complexes. The first point to note is
the regular aspect of the diagram for the energetic gap
HOMO-LUMO, which does not show drastic changes along
the series. As a consequence, the influence of the metal is
confirmed to be small on the excitation energies. An
exception could be represented by theâ-gap for Cu-Tex+

that, however, does not contribute to the transition (see Table
2). The free-metal texaphyrin has the highest gap (2.51 eV),
whereas for the unique closed shell Zn-Tex+ system a value
of 2.45 eV is calculated corresponding to an increased
excitation energyEmax. The Zn-Tex+ complex has no metal
contribution to the frontier orbitals, as deduced from the
molecular orbitals plot in Figure 2. For the other systems
we have to consider theR andâ energetic levels: while the
R HOMO-LUMO gap changes little going from Mn- to Cu-
Tex+ (0.04 eV), theâ gap decreases by about 0.5 eV.

4. Solvent Effects
The basic interest in metallotexaphyrins lies in their use as
photosensitizers in photodynamic therapy (PDT), so they
should be thermodynamically stable in a biological environ-
ment in which water is the main component and preserve

their spectroscopic features in this medium. A theoretical
analysis accounting for solvent effects on the spectroscopic
properties of the photosensitizer can give more insights for
a better description of the overall mechanism. The class of
metallotexaphyrins under study is soluble in methanol
solvent, though water-soluble analogues have been synthe-
sized for Mn(II), Co(II), and Fe(III). The iron complex was
characterized by diffraction analysis as aµ-oxo dimer. The
water-soluble metal complexes bear an alcohol (R1 ) -CH2-
CH2OH) and a polyethylene glycol [R2 ) CH2CH2O)3CH3]
as side-chain substituents that increase their hydrophilic
properties. The experimental maximum absorption wave-
length in the Q-band region for the water-soluble Mn(II)-
Tex+ falls at 730 nm, and the wavelength difference with
the methanol-soluble form amounts only to 3 nm. For that
reason we can argue that the influence of the solubilizing
substituents is negligible on the Q-band spectral properties.
Therefore, the methanol-soluble complexes can represent an
appropriate theoretical model for the study of solvent effects
also for biological media. The influence of methanol
molecules can be considered implicitly by using a continuum
solvent model or explicitly by adding a few solvent molecules
to the complex. The latter approach seems reasonable since
the metal center tends to complete its coordination sphere
as also experimentally found. At the same time, the reaction
field generated by the interaction with the bulk solvent could
change the electronic distribution and therefore the photo-
chemical properties. In recent works, the coupling of
continuum solvent models with explicit treatment of solvent
molecules was used to well reproduced UV-vis electronic
spectra. As a first step we applied the conductor-like
polarizable continuum model (C-PCM) to the optimized
M(II)-Tex+ structures, as single-point TD-DFT calculations,
without adding solvent molecules. From the results reported
in Table 3, it is worth noting that the excitation energies are
only slightly affected by the reaction field for almost all of
the compounds, the difference being within 0.01 eV in the
absolute value for the M-Tex+’s. The oscillator strength for
every excitation energy results to be increased for all the
compounds with respect to the vacuum state. Regarding the
maximum absorption wavelengthsλmax, the FB-Tex, Ni-
Tex+, and Cu-Tex+ are red-shifted, improving the accordance
with the experimental data, whereas for the other complexes
the λmax result is unchanged.

4.1. Supramolecular Model.In the supramolecular ap-
proach two methanol molecules were added, directly bound
to the metal center, as suggested from the crystallographic
structures of Mn-, Co-, and Zn-Tex+, and the structures were
fully optimized in C2 symmetry. The determination of the
most stable electronic state and the gap between the ground
and first excited state was discussed previously in section
3.1. The distances between the metal and the oxygen atoms,
as listed in Table 2 (M-O), show a good agreement with
the experimental bond lengths, with a difference within 0.048
Å. For these structures we reported in Table 4 the vertical
excitation energies, the oscillator strengths, and the main
configuration computed in vacuo and including also the bulk
solvent effects (C-PCM). In both cases the behavior follows
again the four-orbitals Gouterman’s model. For Mn-, Co-,

Figure 3. Energy molecular diagram for the four ‘Gouterman
orbitals’ of M-Tex+.
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Ni-, and Zn-Tex+, in vacuo, only two excitations energies
contribute to the Q-band. On the basis of the main config-
uration for these compounds we can assign these two
excitations to a Qx-type transition for the lowest excitation
energy and to a Qy-type transition for the next excitation
energy, according to what was outlined for the electronic
spectra of M-Tex+ bare systems (section 3.2). For the Fe-
Tex+ complex, we found a different behavior regarding the
number of excitation energies and their main configuration.
Indeed, we found three excitation energies contributing to
the Q-like band, with the main configuration that includes
also orbital contributions to the electronic transitions other
than the four Gouterman’s orbitals. The introduction of the
bulk solvent effects, through the C-PCM method, in the case
of complexes coordinating to solvent molecules results in a
slight decrease of the excitation energies (maximum deviation
of 0.03 eV for Cu-Tex+) and an increase of the relative
oscillator strengths. An overall picture of the simulated
electronic spectra of Zn-Tex+, with and without explicit
solvent molecules, and of the theoretical trend for the
maximum intensity excitation energies (in eV) of all the
compounds are given in Figures 4 and 5, respectively. In

the latter case the mean deviation from the experimental data
is found to be+0.3 eV, both for the vacuum and implicit
solvation models.

Table 4. Excitation Energies in eV (in Parentheses in nm), Oscillator Strengths f, Configurations, and Experimental Data for
M-Tex+ Complexes with Two Methanol Molecules, in vacuo and Solution

vacuum solution (methanol C-PCM)

state ∆E ×c4 main configurationa ∆E ×c4 main configurationa exptb ∆E

Mn-Tex+

1 B 1.97 (630.9) 0.0780 28%(0-0) + 29%(1-1) R 1.96 (633.0) 0.1207 27%(0-0) + 28%(1-1) 1.71 (727)

38%(0-0) â 40%(0-0)

2 A 2.11 (586.8) 0.0575 29%(1-0) + 23%(0-1) R 2.09 (592.5) 0.1105 23%(0-1) + 32%(1-0)

35%(1-0) + 12%(0-1) â 37%(1-0) + 8%(0-1)

Fe-Tex+

1 B 1.97 (629.1) 0.0502 29%(0-0) + 5%(1-1) + 6%(3-0) R 1.96 (630.7) 0.0953 34%(0-0) + 3%(1-1) + 5%(3-0) 1.73 (717)

6%(0-0) + 8%(1-0) + â 5%(0-0) + 14%(1-0) +
5%(2-1) + 6%(5-0) 38% (2-1)

2 B 2.01 (616.3) 0.0372 7%(0-0) + 57%(1-1) R 2.00 (618.8) 0.0444 4%(0-0) + 58%(1-1)

8%(0-0) + 21%(1-0) + 10%(2-1) â 4%(0-0) +21%(1-0) + 16%(2-1)

3 A 2.13 (582.6) 0.0648 32%(1-0) + 14%(0-1) R 2.11 (588.6) 0.1219 35%(1-0) +10%(0-1)

4%(1-1) + 18%(0-1) + 32%(2-0) â 13%(0-1) + 8%(1-1) + 35%(2-0)

Co-Tex+

1 B 1.99 (621.9) 0.0812 37%(0-0) +8%(1-1) R 1.97 (628.4) 0.1312 40%(0-0) + 2%(1-1) 1.74 (713)

37%(0-0) + 13%(1-1) â 34%(0-0) + 18%(1-1)

2 A 2.09 (592.6) 0.0848 34%(1-0) +13%(0-1) R 2.09 (592.4) 0.1260 36%(1-0) + 11%(0-1)

33%(1-0) +21%(0-1) â 35%(1-0) + 19%(0-1)

Ni-Tex+

1 B 2.02 (615.0) 0.0822 35%(0-0) + 12%(1-1) R 2.00 (621.5) 0.1327 36%(0-0) + 11%(1-1) 1.76 (704)

39%(0-0) + 9%(1-1) â 41%(0-0) + 7%(1-1)

2 A 2.10 (589.6) 0.0708 34%(1-0) + 13%(0-1) R 2.10 (590.7) 0.1178 36%(0-1) + 11%(0-1)

32%(1-0) +22%(0-1) â 34%(0-1) + 20%(0-1)

Cu-Tex+

1 B 1.96 (633.2) 0.0726 19%(0-0) +28%(1-1) R 1.94 (638.6) 0.1068 39%(0-0) + 3%(1-1) /

21%(0-0) + 28%(1-2) â 36%(0-0) + 15%(1-1)

2 A 2.10 (589.5) 0.0745 34%(1-0) + 13%(0-1) R 2.07 (597.6) 0.1450 37%(1-0) +9%(0-1)

31%(1-0) + 22%(0-1) â 33%(1-0) + 21%(0-1)

Zn-Tex+

1 1B 1.97 (629.6) 0.0849 74%(0-0) + 21%(1-1) 1.96 (632.9) 0.1304 77%(0-0) + 18%(1-1) 1.76 (704)

2 1A 2.11 (587.2) 0.0582 65%(1-0) + 36%(0-1) 2.09 (594.4) 0.1176 70%(1-0) + 31%(0-1)
a By convention, in parentheses the first number, n, is referred to as the occupied orbital contribution from HOMO-n, and the second, m, to

the virtual ones LUMO+m. b See Table 3, footnote a.

Figure 4. Simulated electronic spectra for the Zn-Tex+

complex both in the gas phase and methanol solution (C-
PCM), with and without explicit solvent molecules.
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As suggested by one of the referees of this work we
verified whether the scalar relativistic contributions can
account for this error using relativistic pseudopotentials (see
Computational Details section) for test calculations on the
Zn-Tex+ complex. The results clearly show that no signifi-
cant change for the excitation energies occurs with respect
to the chosen pseudopotential (LANL2DZ). In fact, using
both relativistic ECP’s31,32 with 10 and 28 core electrons
excitation energies of the Q-band are at 1.95 eV (Qx) and
2.07 eV (Qy).

5. Conclusions and Remarks
In the present work we studied the ground-state geometries
and electronic absorption spectra of late first-row metal
texaphyrin at the density functional level of theory both in
vacuo and in methanol solution. Ground-state properties like
geometrical parameters and vertical electronic excitations,
were computed, analyzed, and compared with available
experimental data. Owing to the use of these compounds in
photodynamic therapy, particular attention was devoted to
two spectral aspects, important for the design of an ideal
photosensitizer: (a) determination of the energetic gap
between ground and first excited states and (b) computation
of the Q-band maximum absorption wavelengths and cor-
responding molecular orbital contribution to the electronic
transitions. The influence of the solvent on the excitation
energies was investigated by using polarizable dielectric
continuum model (C-PCM) and including explicit solvent
molecules as axial ligands to the metal center. In both cases
the excitation energies are overestimated by about 0.3 eV in
comparison with experimental data. About the energetic
behavior, all compounds with two solvent molecules, except
Co-Tex+, have an energetic gap between the ground and the
first excited state greater than 0.98 eV and fulfill one of the
requirements for their application as a photosensitizer in
PDT. Hopefully this theoretical investigation of the electronic
and spectroscopic properties of a class of metallotexaphyrins
could give some hints for the design of more efficient agents
in photodynamic therapy.
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Abstract: Phthalocyanines, naphthalocyanins, and their derivatives are frequently used as light

modulating materials. These compounds, with their stable planar square structure and highly

delocalized π-electron system, are being used in numerous technological applications, such as

pigments in chemical sensors, and more recently as photosensitizers for photodynamic therapy.

The nonlinear optical properties (NLO) of these compounds are of particular importance. Using

density functional method (DFT), we calculated the optical properties of phthalocyanine and

naphthalocyanine complexes with Si as a central atom. We examined the effect of hydrophilic

axial substituents and the size of polycyclic aromatic hydrocarbons surrounding the porphyrazine-

Si kernel on the optical properties of title molecules. Both UV-vis and RSA spectra are calculated

and are compared with available experimental results. The time-dependent DFT (TDDFT) with

the B3LYP functional predicts that the characteristic UV-vis absorption maxima are blue-shifted;

however, the relative error is almost constant for phthalocyanine and naphthalocyanine

compounds. The TDDFT triplet-triplet absorption spectra of Si-phthalocyanine and Si-

naphthalocyanine complexes reproduce experimental data well.

1. Introduction
Phthalocyanines (Pcs), naphthalocyanines (Ncs), and their
derivatives have been studied extensively since the beginning
of the previous century and have been utilized as dyes and
pigments because of their intense blue or green color.1 In
recent years, they have also been used in photocopiers and
printers,2 photovoltaic cells,3 gas sensors,4 nonlinear optical
limiting devices,5 photodynamic therapy agents,6 and many
other applications. These chromophores display interesting
properties, such as high thermal and chemical stability,
efficient light absorption in the red visible wavelengths, and
both semi- and photoconducting characteristics. These
properties are the result of the stable macrocyclic conjugated
network ofπ-electrons leading to high electrical polarizability

and rapid nonlinear response of the charge density to the
applied intense electromagnetic fields.7 The large nonlinear
absorption in the visible spectrum, together with the ultrafast
response time and easy processability,8 make the optical
modulation abilities of this class of chromophores of key
importance for many applications.

Optical modulation with Pcs was first reported in 1989
for chloroaluminumphthalocyanine,9 and since then many
other Pcs and Ncs with these properties have been identi-
fied.10 This variety of chromophores is attributable to the
versatility of the synthetic organic chemistry for such
molecules. Through synthetic means, one can alter the
physical properties (e.g., steric and electronic) of the system
by selecting specific coordinating central atoms, attaching
various moieties to the exterior ring system, and substituting
the ligands on the coordinating central atom.10-12

The optical modulation properties of chromophores can
be explained by a reverse saturable absorption (RSA)
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mechanism.11 RSA is essentially a sequential two-photon
absorption leading to population of excited triplet states of
a material by way of first reaching the excited singlet state.
The optimal RSA material would have an excited triplet-
triplet cross-section much larger than the cross-section of
the ground to first excited singlet-singlet transitions. The
intersystem crossing from the lowest singlet excited-state to
the lowest triplet excited-state must also be allowed, and the
excited-state must have a reasonably long lifetime.11 A
practical optical device would require a high concentration
of soluble RSA material in the optical beam potentially
leading to undesired intermolecular interactions (aggrega-
tion). This phenomenon may be alleviated through the use
of chromophores with axial substituents that disrupt the
favored crystal packing of the unsubstituted chromophore.
The use of water as a solvent leads to stacking Pcs, which
significantly affects the optical spectra and degrades their
optical modulating capabilities.13,14Various axial substituents
have been used to minimize the intermolecular stacking of
chromophores in water. Huang et al.15 have used long axial
poly(ethylene glycol) (PEG) chains, while Dominguez et al.16

have synthesized the polyethyleneoxide-capped Pcs.

In this paper we investigate optical absorption as a function
of axial substituents in Pcs and Ncs, with silicon as the central
atom. In the case of SiPc, hydrophilic substituents such as
poly(ethylene oxide) (PEG) oligomers are chosen because
they promote water solubility of the system.13,15 In the case
of SiNc, we select the SINC molecule12 and also propose
other substituents for Ncs. Both visible (UV-vis) and
nonlinear (RSA) absorption are studied using quantum
chemistry methods. The calculated spectra are compared with
the published experimental measurements of the ground-state
absorption spectra12,13,15-19 and the transient absorption
spectra due to the triplet-triplet excitations.20-23

Molecular systems under investigation, particularly in the
stacking conformation of the molecules, can involve more
than 200 atoms. This requires use of the computationally
efficient quantum techniques such as density functional
theory (DFT) or semiempirical methods that are computa-
tionally less demanding than traditional ab initio methods.
The need for efficient calculations of optical spectra is
paramount, as recently synthesized optically active com-
plexes may involve very large binuclear conjugated-Pc
structures,24 dendritic phthalocyanines,13 or conjugated caro-
tenoid pigments.25 Therefore, developing fast DFT methods
as pioneered by Dunlap,26 Baerends,27 and Salahub28 is of
critical importance for successful study of Pc and Nc
compounds. These methods approximate electron density and
therefore can be used only with the local or gradient corrected
Hamiltonian. Therefore, we also use the GGA DFT method
in addition to the B3LYP method that is commonly used in
calculations for chromophores.

Calculations of absorption spectra were accomplished in
the present work using the time-dependent density functional
theory (TDDFT)29,30 method. This method has been previ-
ously shown to provide reasonable predictions for phthalo-
cyanines and metallophthalocyanines structures and UV-
vis absorption.31-37 While the TD-DFT study of UV-vis
spectra requires calculation of singlet-singlet excitations (S-

S), predicting RSA requires calculation of triplet-triplet (T-
T) absorption and ultimately excited singlet-triplet cross-
section. In this paper we will refer to T-T absorption
spectrum as a RSA spectrum. A few investigations have
explored excited triplet states for zinc phthalocyanine32 and
zinc porphyrin23,38 as well as meso-diaryloctaalkyl porphy-
rins.39 The most relevant for this work is experimental study
of the T-T transitions in the SINC molecule12,20and also in
silicon phthalocyanines with axial siloxy ligands.21,22

Understanding the mechanism of UV-vis excitations is
facilitated by considering the two primary excitation peaks
of porphyrins: the Q band in visible range and the B (or
Soret) band in the UV region, as has been explained by the
“four-orbital model” first introduced in 1963 by Gouterman.40

According to this model, the Q band originates from electron
excitations out of the HOMO and into the LUMO and
LUMO+1, while the B band is from transitions from
HOMO-1 to LUMO and LUMO+1. Subsequent studies
proposed a more detailed explanation involving more than
“four orbitals” because the quasi-degeneracy of orbitals close
to the HOMO is removed.41 The character of UV-vis spectra
was studied in detail for porphyrin, porphyrazine,42 and
metalophthalocyanine32 complexes.

2. Computational Methods
The structures of all molecular systems were calculated using
the Dmol,43 GAMESS,44 and Gaussian0345 software. Initially,
structures were optimized using the PBE46 DFT functional
with the double numerical basis set, DNP,47 using DMol. In
order to validate the completeness of the basis set, several
structures were also investigated using the 6-31G(d), 6-311G-
(d), 6-311G(d,p), and 6-311+G(d) basis sets.48 The excited
states were calculated with the hybrid DFT functional
B3LYP49 within the TDDFT methodology as implemented
in the Gaussian03 program.50 The UV-vis spectrum was
predicted from singlet-singlet excitations, while the RSA
spectrum was calculated from the triplet-triplet transitions.
The open-shell DFT calculations for the triplets were carried
out using the unrestricted Kohn-Sham spin-density ap-
proach. The<S2> values for all triplet states are below 2.04,
indicating low spin contamination, a typical feature of the
open-shell DFT calculations.51 The B3LYP Hamiltonian was
proven to provide accurate structures and reasonable UV-
vis spectra for a variety of chromophores.23,31-37,52-54 We
have also used the gradient corrected functional PBE because
it allows for computationally efficient implementation that
is of key importance for this study of large chromophores.26-28

In order to improve the efficiency of calculations, we have
also imposed the symmetry of the chosen structures and
applied fitting functions in the case of gradient corrected DFT
functional. We have used the PBE functional to calculate
structures of molecular systems. The RSA spectrum was
calculated using the singlet ground state and the first triplet
excited-state geometries, and we will refer to these levels of
calculations as vertical and adiabatic spectra, respectively.
The UV-vis spectra were compared with results of the
configuration interaction method using single excitations
(CIS) within the semiempirical ZINDO/INDO2 method.55

It was recently reported for several metal-phthalocyanine
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complexes that the Q-band absorption peaks predicted by
ZINDO are in better agreement with the experimental results
as compared to the TDDFT calculations.56 The ZINDO
method was also successfully used to compare electronic
properties of zinc phthalocyanine and helicenocyanine.57

Considerations of atomic populations were performed using
the Hirshfeld population analysis (HPA)58 and the popular,
Mulliken population analysis (MPA).59 Conceptual advantage
of HPA over that of MPA was recently discussed by Roy et
al.60

3. Results
Structures and spectra of SiPc complexes with axially bonded
PEG polymers were studied first and compared with the
recent experimental measurements. Subsequently results for
the SiNc compound with various axial substituents on the
central Si atom were investigated. The complete sets of
Cartesian coordinates are available upon request.

3.1. Structures and Spectra of SiPc-PEG.The SiPc-PEG
complexes are of central interest in this paper because of
their solubility in water and their desirable UV-vis and RSA
properties. The axial site substitution prevents cofacial
aggregation: this was found by attaching PEG polymer15 or
the dendritic fragments to the silicon-containing Pc.16 This
axial modification did not affect the characteristic Q-
absorption maximum that was found to be at range of 676-
685 nm.13,15,16 We have confirmed that the DFT method
predicts the sharp Q band regardless of the length or
conformations of the PEG polymer attached to central atom
in the SiPc-PEG complex.61 No significant differences in the
SiPc ring structure were noted, and the UV-vis spectra show
quite similar location of the main Q and B excitation bands.61

In this paper, we studied the structure and excited states
of the SiPc-PEG compound using various levels of theory.
A simple SiPc-(PEG75)2 structure (Figure 1) was chosen
because other conformations exhibit similar optical proper-
ties. The structure was optimized for a singlet and a triplet
state assuming theC2h symmetry of the complex. Table 1
shows several structural parameters of the SiPc-(PEG75)2

complex as a function of methodology used. Across all
methods investigated, we note that the structural parameters
are within 0.01 Å and 3 deg for bonds and angles,

respectively. Choosing the DFT functional appears to affect
the results more than the choice of basis set. The hybrid
functional B3LYP predicts contraction of the Pc ring (i.e.,
shorter SiN, NC, and NdC bonds), while the most widely
used gradient-corrected functional, PBE, predicts expansion
of the PC ring. The axially inserted PEG appears to be closer
to the silicon atom using the hybrid functional than predicted
with the GGA functional, a feature predicted regardless of
the basis set used. The SiOC angle is 130 deg on average.
Improving the basis set causes only a small change (increase)
in the SiOC angle. Compared with experimental data62 we
find an exceptionally good performance of the B3LYP/6-
31G(d) approach for the N-C distances of the phthalocya-
nine planar ring. The discrepancy of 0.04 Å in SiO distances
can be attributed to a different ligand connected with oxygen
atoms used in our calculations, compared to the one used in
the experiment. Since the selected geometry parameters in
Table 1 do not include a hydrogen atom, it is sufficient to
use single polarization function located only on heavy atoms.
Using diffuse functions insignificantly affects the geometry
of the planar phthalocyanine ring for the singlet and triplet
excited states.

The excitation of one electron from HOMO (au) to LUMO
(ag) gives rise to a3Au excited-state within theC2h symmetry.
The most noticeable structural changes upon going from
ground-state singlet, So, to first triplet state, T1 (Table 1),
are the distortions of N-C bonds and enlargement of the
SiO bond distance. Energetically, T1 is located 0.94 eV above
So. This adiabatic transition calculated at the B3LYP/6-31G-
(d) level appears to be converged because the Sof T1

splitting at the B3LYP/6-311+G(d,p) level is 0.98 eV. The
vertical transition calculated at the B3LYP/6-31G(d) level
is 1.01 eV, indicating that the effect of structure optimization
is more pronounced than the improvements in basis set. The
calculated excitation energy of about 1.0 eV compares well
with the 1.13-1.14 eV determined from the phosphorescence
spectra in chloronaphthalene as reported by Ricciardi et al.32

Table 2 summarizes computational predictions of the UV-
vis and RSA spectra as a function of the methods employed.
The choice of structure and method appears to have a more
pronounced effect on spectra than in the case of geometry
prediction. The Q and RSA band are more sensitive than
the B band. We found that using the PBE- or B3LYP-
optimized structure affects the spectra slightly, at most by
10 nm. A similar effect can be seen with the increase of the
basis set. A better description of hydrogen atoms, through
the use of the p polarization function, seems unimportant,
confirming that the main absorption bands originate from
theπfπ transitions of the phthalocyanine core. The use of
singlet-optimized structures in calculating triplet excited
states can red-shift the RSA band by up to 20 nm.
Comparison with experimental data confirms the well-known
significant blue-shift of the UV-vis spectrum.15,53,54,56The
Q and B bands are shifted by about 70 and 20 nm,
respectively. The triplet-triplet absorption spectrum is
composed of three major excitations centered around 500
nm. This is very close to a maximum of broad absorption
centered at∼495 nm found from transient absorption spectra
attributed to the triplet absorption band.21,22

Figure 1. Structure of SiPc-(PEG75)2.

872 J. Chem. Theory Comput., Vol. 3, No. 3, 2007 Andzelm et al.



The character of the investigated singlet-singlet transitions
was found to follow approximately the Goutermann’s as-
signments, as observed by the data shown in Table 3. The
Q band arises fromπ transitions from occupied to unoc-
cupied orbitals. The largest contribution to Q excitations
comes from HOMO to LUMO and LUMO+1 excitations.
Theseπ orbitals are localized in the plane of a phthalocya-
nine ring. There is also a small contribution from lower
occupied orbitals HOMO-6 (bu). This orbital has a significant
contribution fromπ orbitals of PEG’s oxygen atom. The B
band excitations can be interpreted as excitations from several
levels below HOMO to LUMO and LUMO+1 levels. The
low lying levels such as HOMO-6 to HOMO-13, both of bu

symmetry, have significant contributions fromπ orbitals of
PEG’s oxygen atom. Level HOMO-8 (au) has only a small
ligand contribution, and the HOMO-11 (bg) is localized far
from the center of the Pc structure. It is interesting that none
of the major orbitals contributing to the Q or the B band are
significantly affected by the central silicon atom.

The character of transitions in the triplet-triplet spectrum
is also presented in Table 3. Theπ spin orbitals close to the

HOMO levels in both spin manifolds (R andâ) are localized
within the phthalocyanine plane. However the HOMO-7 and
HOMO-9 â spin orbitals have some contribution from the
oxygen atom of the PEG ligand. Apparently, the ligand effect
on the RSA spectrum is not significant, which was also
observed in studies of silicon phthalocyanines various axially
bonded siloxy ligands.21,22

3.2. Structures and Spectra of SiNc.Structures of SINC,
SiNc-(OSi(CH3)3)2, and SiNc-(OH)2 complexes have been
optimized using the PBE/DNP level of theory (Figure 2;

Table 1. Comparison of Structural Parameters of SiPc-(PEG75)2 for Various Levels of DFT Theory and Basis Setb

B3LYP/ B3LYP/

X-ray
dataa

singlet
PBE/
DNP 6-31G(d)

6-311+
G(d,p)

triplet
PBE/
DNP 6-31G(d)

6-311+
G(d,p)

SiN 1.92 1.944 1.943 1.943 1.940 1.939 1.939
NC1 1.375 1.383 1.378 1.377 1.372 1.363 1.361
NC2 1.375 1.383 1.378 1.377 1.404 1.404 1.402
NC3 1.321 1.324 1.321 1.319 1.331 1.329 1.327
NC4 1.321 1.324 1.321 1.319 1.321 1.318 1.315
SiO 1.68 1.729 1.724 1.723 1.736 1.731 1.730
CO 1.414 1.406 1.408 1.413 1.405 1.407
SiOC 128.4 130.0 130.9 127.7 129.5 130.4

a For SiPc(OSiMe3)2 from ref 62. b See Figure 1 for the definition of structural parameters. Distances are in Å, angles are in deg.

Table 2. Comparison of Main UV-Vis Excitation Energies
(in nm) and Oscillator Strengths ( f) for SiPc-(PEG75)2

e

Q B

Singlet-Singlet Transitions
experimenta 677 354
B3LYP/6-31G(d)b 604(0.37) 592(0.37) 335(0.32) 334(0.44)
B3LYP/6-31G(d) 613(0.37) 600(0.36) 338(0.50) 336(0.54)
B3LYP/6-31G(d,p) 612(0.37) 600(0.36) 337(0.64) 335(0.55)
B3LYP/6-311G(d) 618(0.38) 605(0.37) 338(0.58) 337(0.53)

Triplet-Triplet Transitions
experimentc 495
B3LYP/6-31G(d)b 595(0.10) 515(0.24) 492(0.30) 463(0.25)
B3LYP/6-311G(d)b 598(0.08) 517(0.22) 497(0.21) 469(0.32)
B3LYP/6-31G(d)d 619(0.12) 526(0.24) 509(0.21) 478(0.31)
B3LYP/6-311G(d)d 622(0.14) 526(0.24) 516(0.11) 488(0.20)
B3LYP/6-31G(d) 605(0.10) 522(0.18) 499(0.29) 468(0.26)
B3LYP/6-311G(d) 607(0.11) 522(0.25) 504(0.19)
B3LYP/6-31G(d,p) 605(0.10) 522(0.15) 499(0.27) 469(0.28)

a For SiPc-(PEG550)2 from ref 15. b Using B3LYP/6-311+G(d)
optimized structure. c A broad absorption centered at ∼495 nm is
assigned to the triplet absorption for SiPc-(X)2 where X are various
axially bonded siloxy ligands.21,22 d PBE/DNP singlet optimized
structure was used. e The PBE/DNP structure was used unless
specified otherwise.

Table 3. B3LYP/6-31G(d) Calculated Major Excitation
Energies (∆E in nm)a and Oscillator Strengths ( f) for the
SiPc-(PEG75)2 Complex at C2h Symmetry

∆E f transition weightb symmetry

SingletfSinglet
604 0.370 HfL 0.603 Au

H-6fL+1 0.232
592 0.367 HfL+1 0.606 Bu

H-6fL 0.240
335 0.318 H-6fL 0.503 Bu

H-13fL 0.292
H-11fL 0.216

334 0.371 H-11fL 0.587 Bu

H-8fL 0.227
H-6fL 0.176

333 0.436 H-6fL+1 0.463 Au

H-8fL+1 0.358
H-13fL+1 0.311

322 0.103 H-13fL 0.616 Bu

H-6fL 0.218
320 0.174 H-13fL+1 0.564 Au

H-6fL+1 0.277
313 0.145 HfL+4 0.655 Au

H-11fL+1 0.134

TripletfTriplet
595 0.096 HfL+1 (R) 0.687 Bu

H-9fL (â) 0.532
515 0.245 H-7fL (â) 0.820 Au

HfL+2 (R) 0.358
492 0.304 H-9fL (â) 0.662 Bu

HfL+5 (R) 0.570
463 0.254 HfL+5 (R) 0.790 Bu

H-9fL (â) 0.457
a Transitions with oscillator strength (f) of 0.1 or larger are shown.

b The absolute values of weights for major transitions are presented.
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geometry is available as Supporting Information). In the case
of SiNc-(OH)2, both theC1 andC2h symmetries were applied.
The main structural difference occurs in the dihedral angle
involving the position of the hydroxyl group above the SiNc
ring. The energy difference between the two structures is
about 0.6 kcal/mol, thus, quite insignificant. Table 4 lists
B3LYP/6-31G(d)//PBE/DNP primary excitation energies for
the SiNc system when various axial substituents are con-
sidered. Increasing the basis set to 6-311G(d) causes a minor
red shift in the spectra, the largest shift occurring for the Q
band at about 8 nm. The three spectra are almost identical,
indicating that the nearest environment of the SiNc ring
determines the optical properties. The primary geometrical
features of the complexes, such as Si-N, are all within 0.01
Å. The central Si-O distance for SINC and SiNc-(OSi-
(CH3)3)2 are within 0.01 Å, while the Si-O bond length in
the case of the SiNc-(OH)2 complex is slightly longer, at
0.02 Å.

According to the HPA (MPA), the net charge on the
central Si atom is 0.435 (2.068), 0.433 (1.792), and 0.412
(1.788) for SINC, SiNc-(OSi(CH3)3)2, and SiNc-(OH)2
complexes, respectively. Both population analysis schemes
indicate a similar electronic environment of the central Si
atom for all SiNc complexes considered in this paper.

Experimental data12 involving SINC dissolved in dimeth-
ylformamide (DMF) shows a Q band centered at 778 nm,
followed by a transparent region (500-600 nm) and a B
(Soret) band located near 335 nm. The characteristic UV-
vis absorption maxima of the Q band,Λmax, for SiNc-(OH)2

and SiNc[OSi(n-C6H13)3]2 compounds were reported at about
772 nm.63 Spectra calculated at the B3LYP/631G(d) level
confirm quite well the experimental position of the B band
and the extent of the transparent region (Table 4). However,
the Q band is significantly blue-shifted, compared to the
experimental data.

All results discussed to this point were obtained in the
gas phase and therefore cannot be directly compared with
the experimental data. The effect of the solvent, also being
systematically analyzed by this group,61 can be estimated
by including explicit water molecules in the calculations for
the SiPc-(PEG75)2 compound. In that case, one observes a
small red-shift in the Q band of about 13 nm. A similar effect
was recently reported in calculations on the aqueous environ-
ment of porphyrazine64 using the continuum C-PCM method
of solvation. Since the DMF solvent has a dielectric constant
of about half that of water, we can expect a much smaller
solvent effect in the case of SINC.

Calculations of spectra for the SINC molecule, consisting
of 207 atoms, require significant computational resources,
particularly if, in addition to UV-vis spectra, calculation of
RSA spectra arising from triplet-triplet excitations is
performed. It was already noticed that the semiempirical
method ZINDO55-57 provides a nonexpensive alternative to
the calculation of optical properties. Applying the ZINDO
method with INDO/2 parametrization we calculated two main
excitations at 772 and 768 nm that can be assigned to the Q
band. The calculated B band is composed of four major
excitations in the range of 353-329 nm. It is apparent that
the ZINDO-calculated Q and B bands coincide with experi-
mentally known spectra.

The character of transitions for the major excitation
energies of SiNc-(OSi(CH3)3)2 are presented in Table 5.
Similarly to the SiPc-(PEG75)2 transitions, (Table 3) the Q
band arises fromπ excitations, mainly from HOMO to
LUMO and LUMO+1. Theseπ orbitals are localized in the
plane of a naphthalocyanine ring. There is also a small
contribution from the lower occupied orbitals HOMO-8. This
orbital has significant contribution from theπ orbitals of the
ligand’s oxygen atom. The B band excitations can be
interpreted as excitations from several levels below HOMO
to LUMO and LUMO+1 levels. The low lying levels such
as HOMO-6 to HOMO-11 have significant contributions
from theπ orbitals of the ligand’s oxygen atom.

The character of transitions in the triplet-triplet spectrum

Figure 2. Structure of (a) SINC, (b) SiNc-(OSi(CH3)3)2, and (c) SiNc-(OH)2.

Table 4. Comparison of Main UV-Vis Excitation Energies
(∆E in nm) and Oscillator Strengths ( f) for SINC,
SiNc-(OSi(CH3)3)2, and SiNc-(OH)2 Obtained at the
B3LYP/6-31G(d)//PBE/DNP Level

band SINCa SiNc-(OSi(CH3)3)2 SiNc-(OH)2 SiNc-(OH)2
b

Q 717(0.51) 711(0.53) 713(0.56) 722(0.57)
715(0.50) 709(0.53) 708(0.55) 717(0.56)

B 431(0.20) 429(0.26) 430(0.20) 433(0.15)
429(0.17) 428(0.25) 429(0.25) 432(0.23)
348(0.35) 346(0.39) 348(0.44) 350(0.43)
347(0.36) 345(0.40) 347(0.36) 349(0.37)
327(0.51) 326(0.56) 329(0.49) 330(0.52)
326(0.53) 325(0.57) 328(0.55) 329(0.42)

a Experimental data for SINC molecule are 778 and 335 nm for
the Q and B excitation, respectively.12 b Spectra calculated at the
B3LYP/6-311G(d)//PBE/DNP level.
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is also analyzed in Table 5. Theπ spin orbitals close to the
HOMO levels in both spin manifolds are localized within
the naphthalocyanine ring. However the HOMO-4â spin
orbital has some contribution from the oxygen atom of the
ligand’s oxygen atom. The main RSA bands of the triplet-
triplet spectra calculated here at 573 and 587 nm are very
close to these found in laser-induced transient absorptions
in the SINC compound.20 It was reported that the triplet-
triplet absorption spectrum has a maximum between 590 and
595 nm.20

4. Concluding Remarks
In this paper we have calculated optical properties of
phthalocyanine and naphthalocyanine complexes with Si as
a central atom. The calculated singlet-singlet excitations
were compared with experimentally determined UV-vis
spectra.15-19,22The triplet-triplet excitations can be induced
by pulsed laser excitations, and they are known to decay
with time.20-22 A good RSA molecule should exhibit strong
T1fTN excitations in the transparent region of the spectrum
that is bracketed by the B band in the blue region and the Q
band in the red region of the UV-vis spectrum.11 By
comparing the relative positions of major excitations from
the UV-vis and RSA spectra, we can confirm that both
silicon- phthalocyanine and -naphthalocyanine compounds

studied in this paper are strong RSA molecules. They offer
a transparency in the preferable visual region while exhibiting
a strong triplet-triplet absorption band centered between the
major Q and B bands of the UV-vis spectrum.

The TDDFT with the B3LYP functional and the 6-31G-
(d) basis set predicts that the characteristic UV-vis absorp-
tion maxima of the Q band,Λmax, are blue-shifted by about
70 nm, compared to the experimental data.53,54,56The TDDFT
method better predicts the position of the B band, with the
major peaks appearing at about 330 nm, which is in good
agreement with the experiment. Also, the TDDFT-calculated
triplet-triplet absorption spectra of Si-phthalocyanine and
Si-naphthalocyanine complexes reproduces experimental data
very well.20-22 The main peaks of the B and RSA bands are
calculated within 20 nm of experimental data.

We found that using PBE-optimized geometry, followed
by absorption spectra calculations with B3LYP, may result
in a small blue-shift of the Q and RSA band by, at most, 10
nm. This is a useful finding because geometry calculations
at the GGA level can be performed more efficiently than
they can be with a hybrid functional.26-28,43 In agreement
with earlier reports,56,57we also found that using the ZINDO
approach at the DFT-optimized geometry results in the large
red-shift of the Q-band position and significant improvement
of calculated results as compared with experimental data.

The effect of using triplet-optimized structures in predict-
ing T1fTN excitations was also investigated. The vertical
SofT1 splitting was calculated at 1.01 and 0.81 eV for SiPc-
(PEG75)2 and SiNc-(OSi(CH3)3), respectively. The adiabatic
splitting was not much different at 0.98 and 0.77 eV,
respectively. The calculated values compare reasonably well
with reported experimental data of 1.13 and 0.93 eV for the
phthalocyanine32 and naphthalocyanine20 complexes, respec-
tively. The position of main peaks in the RSA spectrum
changed by about 20 nm by using the adiabatic vs vertical
approach.

In agreement with experimental reports, the TDDFT/
B3LYP approach confirms the small effect on spectra of axial
substituents for silicon-phthalocyanine and naphtahlocyanine
compounds.15,22 The major effect on spectra occurs with
increased linear benzoannelation of porphyrazine. It is well-
known that the Q and RSA bands become red-shifted in
going from the Pc to Nc compounds.17-19,23,63The HOMO
level is destabilized, and, consequently, the band gap
decreases.65 Present calculations clearly reproduce this effect,
with the band gap decreasing from about 1.4 to 1.1 eV,
respectively. The TDDFT/B3LYP calculations lead to an
almost constant error inΛmax of about 70 and 60 nm for the
silicon-phthalocyanine and naphthalocyanine coumpounds.

Results of this investigation improve our understanding
of the role of axial substituents for phthalocyanine and
naphthalocyanine compounds and provide validation for the
TDDFT approach that can be used for prediction of optical
properties of larger Nc compounds. Additional, such studies
can aid in synthetic possibilities for naphthalocyanine
complexes having desirable optical properties.
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Table 5. B3LYP/6-31G(d) Calculated Major Excitation
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∆E f transition weightb
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325 0.570 H-10fL+1 0.363
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a Transitions with oscillator strength ( f) of 0.1 or larger are shown.

b The absolute values of weights for major transitions are presented.
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Abstract: We report a density-functional study of some properties of the dissociative interaction

of hydrogen and oxygen molecules on small palladium clusters (n ) 5, 7, and 10). The calculated

physisorption and chemisorption energies are compared with those of the infinite (111) palladium

surface. First, adsorption of atomic hydrogen and oxygen is investigated on the Pd5, Pd7, and

Pd10 clusters. Second, the interaction between H2 (O2) and the small Pd5 cluster is examined

and compared to the process occurring on an infinite (111) surface. Finally, the simultaneous

adsorption of two hydrogen (oxygen) atoms is analyzed in detail. As shown in a previous work,

the binding energy of the first hydrogen (oxygen) atom does not depend significantly on the

cluster size, and small two-layer clusters (n e 10) can be used to determine with accuracy the

interaction of atomic adsorbates with an infinite (111) palladium surface. In this study, we show

that the dissociative chemisorption of H2 and more especially of O2 on a small palladium cluster

may lead to erroneous binding energy: the cluster’s size may prevent an accurate description

of the adsorbate-adsorbate interaction as a function of their distance. It is demonstrated that

a good choice of both the size and the shape of the cluster is preponderant for a good description

of the dissociative adsorption of H2 and O2 on an infinite (111) surface.

I. Introduction
Because of their importance in the field of catalysis, the
interaction of hydrogen and oxygen species with palladium
surfaces is of prime interest. In the past, the adsorption of
atomic and molecular hydrogen on the (111) palladium
surface was largely investigated by experimental approaches.1-7

These studies examined atomic hydrogen chemisorption, and
it was found that the most favorable adsorption site on the
Pd(111) surface is the threefold hollow surface site above

the third-layer metal atoms (fcc site).1,4,6 Mitsui et al.
determined an energetic barrier of 0.09 eV for the diffusion
of an individual H atom on the Pd(111) surface.6 The
adsorption of H2 was also investigated.1,3,5Christmann et al.
and Conrad et al. concluded to a dissociative adsorption of
H2 on Pd(111) with an initial adsorption energy of 0.90 eV.1,3

Resch et al. also predicted, at low initial beam energies, an
indirect dissociation pathway via a molecular precursor state,
and the activation energy for the dissociation was estimated
to be around 0.05 eV.5 At higher beam energies a direct
activated dissociative process was observed.5 More recently,
Mitsui et al. showed by tunneling microscopy observations
that aggregates of at least three hydrogen vacancies are
required for efficient H2 dissociation on Pd(111).7

The adsorption of atomic hydrogen on the (111) palladium
surface was also theoretically investigated using clusterlike
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approaches3,8-11 and slab approaches12-19 in the framework
of the density functional theory. All these studies pointed
out that the H atoms adsorb preferentially on threefold hollow
sites, and the fcc site was determined as the more stable
adsorption site.10,12-19 The adsorption of the H2 molecule on
small Pdn (n ) 1-6) clusters was also studied by DFT
calculations,20-22 and several local minima were found. They
correspond to H2 physisorption and other dissociative
adsorption modes on the Pdn clusters. Periodic calculations
showed the H2 molecule dissociation on the Pd(111)
surface.23,24Both activated and nonactivated pathways were
found.23 When the dissociation process is activated, the
activation energy remains small (∼0.05 eV), in agreement
with the experimental evidence.

Concerning oxygen species, experimental studies were first
carried out on the adsorption of atomic oxygen on the
Pd(111) surface.25-28 The threefold adsorption sites are found
to be the most stable ones (fcc or hcp sites favored,
depending on the authors),25,27,28 and the Pd(111) surface
relaxation upon O adsorption is found negligible.28 The
activation barrier for the diffusion of O atoms on the Pd(111)
surface is small.25 Experimental data are also available for
O2 adsorption/desorption and dissociation on Pd(111).25,26,29,30

Experiments predict a complex adsorption mechanism con-
sisting of a physisorbed and up to three molecular precursor
states. At temperatures below 200 K, several molecular O2

precursors adsorbed on the surface were characterized. Thus
the O2 adsorption process does not proceed in a single step
but through a sequence of several well-defined peroxo
molecular precursors followed by the dissociation to atomic
oxygen at around 200 K.26,29,30 Guo et al. measured the
desorption temperature and desorption energyEd of three
molecular precursors (T ) 125 K andEd ) 0.33 eV;T )
150 K andEd ) 0.40 eV;T ) 200 K andEd ) 0.53 eV).26

An activation energy of 2.38 eV was measured for the
associative desorption of the O atoms at 800 K.25,26 Nolan
et al. used EELS and molecular beam techniques to
investigate O2 adsorption on Pd(111) at high energy beam.29

They found a direct molecular chemisorption mechanism at
77 K. Sjövall et al. showed at low coverage that O2

dissociation is always precursor mediated.30 At low energies,
they characterized a physisorbed state prior to the molecular
chemisorption. At high beam energies, direct activated
adsorption into a chemisorbed molecular precursor state was
observed, in agreement with the study of Nolan et al. The
adsorption of atomic oxygen was also theoretically investi-
gated on small Pdn clusters10,31 and on the Pd(111) surface
using slab approaches.32,33The fcc adsorption site is predicted
to be the most stable site for O adsorption on Pd(111), with
an adsorption energy difference between the fcc and hcp sites
of 0.2 eV.32,33

In the case of O2 on Pd(111), several adsorption pathways
depending on the initial adsorption position of O2 on the
surface were explored.31,32,34-36 Honkala et al. and Eichler
et al. found three O2 molecular states adsorbed on the
surface32,35and related them to experimental evidence26,29,30

using their vibrational frequencies: the superoxo state was
attributed to the top-bridge-top (first O-position of the mass
center-second O) adsorption geometry and the peroxo-I to

the top-fcc(or hcp)-bridge adsorption geometries that pre-
sented degenerated O2 adsorption energies. None of the
calculated O2/Pd(111) configuration could be related to the
third precursor state (peroxo-II) which was experimentally
identified.

In the present paper, we first consider the adsorption and
diffusion of atomic hydrogen and atomic oxygen on Pdn (n
) 5, 7, 10) clusters (section III). The interaction of H2 and
O2 molecules with the small Pd5 clusters is therefore
investigated (section IV). It is followed by the study of
successive adsorption of two hydrogen or oxygen atoms to
examine the chemisorbed H-H and O-O interactions on
the (111) surface (section V). We compare our results with
results from periodic calculations or experimental investiga-
tions for the infinite (111) surface.

II. Method of Calculation
Our calculations are based on the density-functional theory
and performed in the framework of the LCGTO-MCP-LSD
method incorporated in the deMon program package release
3.3.37-38 The Vosko-Wilk-Nusair local potential39 is used,
and the nonlocal gradient-based corrections of Perdew40-42

are added for the exchange and correlation terms. We use a
16-electron relativistic model core potential43 for the pal-
ladium atoms. The valence 4p, 4d, and 5s electrons are
treated explicitly with a (2211/2111/121) orbital basis set.
A corresponding (3,4;3,4) auxiliary basis set is used for the
fits of the charge density and the exchange-correlation
potential. The H and O atoms are described by the (41/1*)
and (5211/411/1) orbital basis sets and the corresponding
(4,2;4,2) and (5,2;5,2) auxiliary basis sets, respectively.

Small Pdn clusters (n ) 5, 7, 10) are used in this study to
investigate the adsorption of H2 and O2 as well as the
chemisorbed H-H and O-O interactions on the (111)
surface. In order to compare our results with those of an
infinite (111) surface, the Pd-Pd interatomic distances are
frozen at the experimental bulk value,d(Pd-Pd)) 2.75 Å.
The calculations are done with spin polarized wave functions.
It is shown that the most stable spin states for each system
have a multiplicity ofm ) 1 for Pdn, H2, and PdnH2; m ) 2
for PdnH; andm ) 3 for O, O2, PdnO, and PdnO2. In order
to describe the electron transfer during the adsorption process,
a Mulliken population analysis is done for each system.

III. Atomic Adsorption on Small Two-Layer
Pdn Clusters
In a first step, we study the chemisorption process of atomic
hydrogen and oxygen on the surface of the clusters. The
effects of the size of the cluster and of the nature of the
adsorption site are reported together with the equilibrium
Pd-O bond lengths and the activation energies for the
diffusion on the surface.

The size effects are studied by using small two-layer Pdn

clusters (n ) 5, 7, 10). These clusters are shown in Figure
1. Three different adsorption sites are studied labeled “h”
and “f ” for the adsorption on threefold hollow hcp and fcc
sites, respectively, and “b” for the adsorption on bridge sites
(see Figure 1). In each case, the adsorbate-cluster surface
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distance is optimized. Adsorption energiesEadsare calculated
by using the equation

where X) H or O, andE(X), E(Pdn), andE(PdnX) are the
DFT total energies of X, Pdn, and PdnX systems. Adsorption
energies of atomic hydrogen on Pdn are given in Table 1;
the most favorable structures correspond to the H adsorption
on fcc or hcp sites without any significant energy gap
between both sites (∆Eads) 0.02-0.08 eV). The adsorption
on a bridge site is less favorable and corresponds to a
diffusion barrier between two adjacent threefold sites. The

activation energy is of the order of 0.25 eV showing that
one hydrogen atom can easily diffuse over an (111) pal-
ladium surface. All calculated adsorption energies depend
weakly on the size of the cluster showing that the H-surface
interaction is localized. Furthermore the cluster-H distances
remain almost constant for the same types of adsorption sites,
∼0.82 Å (fcc and hcp) and∼1.02 Å (bridge) as well as the
hydrogen net charge which is of 0.12-0.15 e- for adsorption
on fcc or hcp sites and 0.08 e- on bridge sites. In the case
of atomic oxygen adsorption (Table 2) the most favorable
structures correspond also to the adsorption on fcc and hcp
sites. The adsorption on a bridge site is about 0.2-0.5 eV
higher in energy. The cluster-O distances are almost un-
changed for the same types of adsorption sites,∼1.39 Å (fcc
and hcp) and∼1.50 Å (bridge). The electronic transfer from
the cluster to the adsorbate is significant. The oxygen net
charge is around 0.50-0.55 e- for adsorption on fcc or hcp
sites and 0.50 e- on bridge ones. The diffusion barrier
between two adjacent hollow sites is of the order 0.20-0.50
eV. As for hydrogen, various properties of O adsorption are
nearly size independent, showing that the O-Pd surface
interaction is localized.

IV. Molecular Adsorption on Small Two-Layer
Pdn Clusters
Here we turn our attention to the study of the molecular
interaction of H2 and O2 with a small two-layer Pd5 cluster,
and we discuss the meaning of differences between a cluster-
like approach and periodic calculations or experimental
investigations on the infinite Pd(111) surface. To do this,
we chose to investigate the adsorption process of H2 and O2

following the pathway corresponding to an initial fcc-hcp
orientation of the diatomic molecule over the cluster’s surface
(Figure 2). We restrain our study to a two-dimensional
potential where both variables are the X-X bond lengthr
and the Pd surface-X2 distancez. Thus the adsorption
energies are given by

Figure 1. Small palladium clusters used for the study of
adsorption of atomic and molecular species on threefold hcp
(h), threefold fcc (f), and bridge (b) sites.

Table 1. H Adsorption on hcp, fcc, and Bridge Sites of
the Pd5, Pd7, and Pd10 Clustersj

site Eads d(Pd-H) q(H)

Pd5H h1 -2.96 1.79 -0.12

Pd5H b1 -2.73 1.71 -0.07

Pd5H f 1 -2.94 1.79 -0.13

Pd7H h1 or h2 -2.91 1.80 -0.13

Pd7H b1 or b2 -2.68 1.72 -0.09

Pd7H f1 -2.83 1.79 -0.13

Pd10H h1 or h3 -2.87 1.80 -0.12

Pd10H h2 -2.86 1.79 -0.15

Pd10H b1 or b4 -2.70 1.71 -0.07

Pd10H b2 or b3 -2.73 1.71 -0.08

Pd10H f 1 or f 2 -2.84 1.79 -0.14

experimental -2.68a

other computa- hcp -3.8 to -3.4b

tions hcp -2.82c

fcc/hcp/bridge -2.65/-2.59/-2.45d

fcc/hcp/bridge -2.69/-2.60/-2.60e

fcc/hcp/bridge -2.73/-2.67/-2.55f

fcc/hcp/bridge -2.79/-2.74/-2.61g

fcc/hcp/bridge -2.73/-2.69/-2.58h

fcc/hcp/bridge -2.57/-2.49/-2.35i

a Reference 2. b Reference 9 (cluster approach). c Reference 11
(cluster approach). d Reference 12 (periodic computations). e Refer-
ence 13 (periodic computations). f Reference 14 (periodic computa-
tions). g Reference 15 (periodic computations). h Reference 18 (per-
iodic computations). i Reference 19 (periodic computations). j Eads is
the adsorption energy (in eV), d(Pd-H) is the distance between the
hydrogen atom and the nearest Pd neighbor (in Å), and q(H) is the
hydrogen Mulliken net charge.

Eads) E(PdnX) - [E(X) + E(Pdn)] (1)

Table 2. O Adsorption on hcp, fcc, and Bridge Sites of
the Pd5, Pd7, and Pd10 Clustersc

site Eads d(Pd-O) q(O)

Pd5O h1 -3.67 2.11 -0.53

Pd5O b1 -3.50 2.03 -0.50

Pd5O f 1 -3.96 2.11 -0.55

Pd7O h1 or h2 -3.77 2.11 -0.54

Pd7O b1 or b2 -3.38 2.04 -0.52

Pd7O f1 -3.79 2.11 -0.50

Pd10O h1 or h3 -3.79 2.11 -0.58

Pd10O h2 -3.74 2.12 -0.48

Pd10O b1 or b4 -3.36 2.03 -0.50

Pd10O b2 or b3 -3.29 2.05 -0.48

Pd10O f 1 or f 2 -3.66 2.10 -0.50

other computa- hollow/bridge -3.51/-3.34a

tions hcp/fcc/bridge -3.41/-3.60/-3.05b

a Reference 31 (periodic computations). b Reference 32 (periodic
computations). c Eads is the adsorption energy (in eV), d(Pd-O) is
the distance between the oxygen atom and the nearest Pd neighbor
(in Å), and q(O) is the oxygen Mulliken net charge.

Eads(r,z) ) E(PdnX2)(r,z) - [E(Pdn) + E(X2)] (3)
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where X2 is H2 or O2, and thenE(X2) is the total energy of
the X2 molecule in the gas phase. The diatomic molecule
center of mass is positioned over a bridge site, while both
adsorbate atoms are respectively over an fcc and hcp
adsorption site (Figure 2). Such an approach is chosen
because for example previous theoretical studies concerning
the dissociative adsorption of H2 on Pd(100) surfaces showed
that a rotation of the hydrogen molecule out of a plane
parallel to the surface increases the energy.45 Thus the
diatomic molecule axis is kept parallel to the cluster surface
and perpendicular to the Pd-Pd bond (Figure 2). The
molecule is moved toward the cluster’s surface following
the z-axis, and the H-H bond length is optimized for each
surface-adsorbate distance. The corresponding adsorption
pathways are displayed in Figures 3 and 4.

IV.1. H2 Adsorption on Pd5. Figure 3 shows the variation
of the H-H bond lengthr when H2 is moved toward the
cluster surface. All the properties associated with the
precursor state, transition state, and chemisorbed state are
summarized in Table 3. Whenz ) 3.42 Å, the H2 molecule
stabilizes in a precursor state. In this state, no electron transfer
between the cluster and the adsorbate is observed, andr
remains equal to 0.75 Å (Figure 3, Table 3). The H-H Mayer
bond order is equal to 1, and no chemical bond is formed
between the adsorbate and the substrate. Therefore, this

precursor state can be identified as the physisorption of H2

on the cluster surface. The physisorption energyEphysis small
and equal to-0.06 eV on Pd5 (see Table 3). When H2
continues to move toward the cluster surface, a transition
state is observed whose energy is equal to+0.15 eV on Pd5
(Table 3). It corresponds to an activation energy of 0.21 eV.
The (H-H) bond lengthr increases slightly to 0.90 Å, and
the bond order remains equal to 1. No charge transfer is
observed between the molecule and the cluster. AtzJ ) 1.59
Å a sharp transition is observed.zJ corresponds to the edge
of the jellium which would represent the metal in a simple
metal-like description; it is equal to the distance between
two (111) planes. Thus H2 is dissociated when placed in a
region of high electronic density. Each H atom is screened
by the electron density of the cluster. The electrostatic
repulsion leads to a H-H distance of 4.18 Å. Finally, when
zcontinues to decrease, the H-Pdn interaction increases, and
the H atoms locate on the hcp and fcc sites leading to a
decreasing ofr. At the chemisorption sites, the H atoms are
slightly bound (BO) 0.10), but the electrorepulsion is also
significant so that the H-H distance reaches 1.93 Å while
the hcp-fcc distance is only 1.59 Å.

Figure 2. Initial adsorption position of H2 and O2 on the Pd5

cluster.

Figure 3. H-H equilibrium distances (Å) as a function of the
surface-H2 distances (Å) for the adsorption pathway displayed
in Figure 2. Large circles are Pd atoms and small ones, H
atoms.

Figure 4. O-O equilibrium distances (Å) in function of the
surface-O2 distances (Å) for the adsorption pathway displayed
in Figure 2. Large circles are Pd atoms and small ones, O
atoms.

Table 3. Various Parameters of the Adsorption Process of
H2 and O2 on the Pd5 Cluster

H2 O2

phys. TS chem. phys. TS chem.

r (Å) 0.75 0.90 1.93 1.23 1.25 2.33
z (Å) 3.42 1.45 0.84 3.20 1.95 1.39
BO(X-X) 1.0 1.0 0.10 2.0 2.0 1.20
q(X) (au) 0.0 0.0 -0.13 0.0 0.0 -0.72
energy (eV) -0.06 0.15 -0.91 -0.42 0.31 -0.29
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IV.2. O2 Adsorption on Pd5. As in the case of H2
adsorption, from the unlike O2 adsorption pathways studied
by Honkala et al.,32 we chose to investigate the adsorption
pathway corresponding to an fcc-hcp O2 initial adsorption
position (results in Table 3). For the same reasons as H2

adsorption on Pd5, we have constrained the O2 dynamic
adsorption process to 2D cuts of the 6D PES. The molecular
axis is kept parallel to the cluster surface and perpendicular
to the Pd-Pd bond (Figure 2). The adsorbate is moved
toward the Pd5 surface following thez-axis, and the O-O
bond length is optimized for each value ofz. The adsorption
pathway is displayed in Figure 4. As it was the case for H2,
we first observed a physisorbed state located atz ) 3.2 Å,
with an energy of-0.42 eV. In this state, no electron transfer
is observed between the cluster and the molecule. The O2

molecule still has the same conformation as that in the gas
phase,d(O-O) ) 1.23 Å (Figure 4), the O-O bond order
is still equal to 2, and no chemical bond is observed between
the adsorbate and the substrate. On the other side, the
physisorption energy of O2 is much larger than that of H2
showing that the electronic cloud of O2 is strongly polarized
by the presence of the palladium surface. Atz ) 1.95 Å, a
transition state is determined with an energy of 0.31 eV
leading to an activation energy for the dissociated chemi-
sorption of 0.73 eV. At this point, the O2 species is still
molecular, the O-O length increasing very slightly to 1.25
Å. At zJ ) 1.59 Å a sharp transition is observed. Thus O2 is
dissociated, and the electrostatic repulsion leads to a O-O
distance of 3.6 Å. Finally, whenz continues to decrease, the
O-Pdn interaction increases, and the O atoms locate on the
hcp and fcc sites leading to a decreasing ofr. At the
chimisorption site, the O atoms are always relatively bounded
(BO ) 1.20), but the electrorepulsion is large (q(O) ) -0.72
au) so that the O-O distance reaches 2.33 Å (in place of
1.59 Å for the hcp-fcc distance). Finally, we can notice that,
for this pathway, no molecular chemisorbed precursor is
observed on the surface and that this reactional pathway is
activated. It is in good agreement with the periodic calcula-
tions of Honkala et al.32 Furthermore, comparison of phys-
isorption and chemisorption energies show that the O2

molecule may dissociate on Pd5. Honkala et al.32 found that
the adsorption of two oxygen atoms constrained on two
adjacent adsorption sites (fcc-hcp) is endothermic. Our results
show that the O2 adsorption process on the small Pd5 cluster
is different relatively to an infinite (111) surface for low
coverage.

V. Interaction between Chemisorbed Atoms
on Small Two-Layer Pd n Clusters
In this part, we study the interaction between two adsorbed
atoms (hydrogen or oxygen) on the Pd5, Pd7, and Pd10 clusters
(Figure 1). The first atom being adsorbed in the most stable
position, i.e., the hcp site, the second one is allowed to
migrate on other threefold sites (hcp or fcc). The range of
the atom-atom interaction is then discussed and compared
to the reference state where the two atoms are not in
interaction. The pathway of the hcp-fcc dissociative adsorp-
tion was analyzed more particularly. In fact, it is known that
the most stable end configuration of the dissociation is the

fcc-fcc one’s (see ref 23), but only the hcp-fcc configuration
is available on the three studied clusters.

V.1. Hydrogen-Hydrogen Interactions. Hydrogen-
hydrogen interactions when chemisorbed on Pd5, Pd7, and
Pd10 are summarized in Table 4. The first atom is chemi-
sorbed on the h1 site, while the second one is chemisorbed
on other three-hollow sites f1 (5, 7, 10), h2 (7, 10), and f2

and h3 (10). Chemisorption energies as well as charge transfer
and bond orders between the two atoms are reported. In each
case the adsorption energy is compared to that of two atoms
occupying the same sites without interaction (∆Eadsin Table
4) and to the more stable chemisorption configuration where
both atoms are chemisorbed on hcp sites, without interaction
(labeled Inf in Table 4). Concerning the nearest neighbor
adsorption sites, i.e., h1/f1 the adsorption energy decreases
smoothly with the size of the cluster showing that the size
effects are not negligible. Nevertheless, in each case, the
chemisorption is dissociative which is not the case for the
infinite surface.32 Chemisorption on these sites shows that a
significant electrostatic repulsion arises between both atoms
due to the electron transfer from the cluster to the H atoms
(q(H) ) -0.13 e). On the other hand, electrostatic repulsion
is partially compensated by a small chemical binding energy,
the bond order of the H-H bond being equal to 0.10. The
h1/h2 interaction (Pd7, Pd10) is not more stable than the h1/f1

configuration. In that case the net charges of the H atoms
are the same, but the electrostatic repulsion is smaller due
to a larger H-H distance. On the other hand, there is no
more attractive chemical binding between both atoms.
Finally, the h1/h3 configuration is the more stable on the Pd10

cluster, but there is always a repulsive energy of the order
of 0.17 eV.

V.2. Oxygen-Oxygen Interactions. Oxygen-oxygen
interactions when chemisorbed on Pd5, Pd7, and Pd10 are
summarized in Table 5. As for hydrogen adsorption, the first
atom is chemisorbed on the h1 site, while the second one is

Table 4. Chemisorption Energy of Two Hydrogen Atoms
Coadsorbed on Various (111) Sitesc

E q(H)

sites Eads ∆Eads H1 H2 BO(H-H)

Pd5H2 h1/f 1 -0.91 +0.09 -0.12 -0.13 0.10
Inf -1.02

Pd7H2 h1/f 1 -0.72 +0.12 -0.14 -0.12 0.10
Pd7H2 h1 / h2 -0.69 +0.23 -0.13 -0.13 0.00

Inf -0.92
Pd10H2 h1/f 1 -0.59 +0.22 -0.12 -0.13 0.10
Pd10H2 h1/h2 -0.54 +0.29 -0.13 -0.14 0.00
Pd10H2 h1/f 2 -0.56 +0.25 -0.12 -0.13 0.00
Pd10H2 h1/h3 -0.65 +0.19 -0.13 -0.13 0.00

Inf -0.82
other worka hcp/hcp -0.73
other workb hcp/fcc -0.69

hcp/hcp -0.89
fcc/fcc -0.99

a Reference 12 (periodic computations - coverage ) 1). b Refer-
ence 23 (periodic computations). c Eads(eV) is the H1 plus H2 adsorp-
tion energy, q(H) is the Mulliken net charge located on each H atom,
and BO is the H-H bond order. The different adsorption sites are
illustrated in Figure 1.
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chemisorbed on the other threefold sites: f1 (5, 7, 10), h2

(7, 10), f2, and h3 (10). Chemisorption energies as well as
charge transfer and bond orders between the two atoms are
also reported. Concerning the nearest neighbor adsorption
sites, i.e., h1/f1 the adsorption energy decreases significantly
with the size of the cluster showing that the size effects are
not negligible. In each case, the chemisorption is not
dissociative, the physisorption energy being lower in energy
(see Table 6). Chemisorption on these sites show that a strong
electrostatic repulsion arises between both atoms due to the
electron transfer from the cluster to the O atoms (q(O) )
-0.72 e). On the other hand, electrostatic repulsion is
significantly compensated by a non-negligible chemical
binding energy, the O-O bond order being equal to 1.20.
Nevertheless the chemisorption energy becomes six times
smaller compared to the case where the two O atoms
chemisorb without interaction. Contrarily to the case of
hydrogen adsorption, the h1/h2 configuration for oxygen
adsorption on Pd7 and Pd10 is much more stable that the h1/
f1. In that case the net charges of the O atoms are slightly
lower, and the electrostatic repulsion is smaller due to a larger
O-O distance. The chemical binding between both atoms
becomes very small. Finally, the h1/h3 configuration is the
more stable on the Pd10 cluster, with a repulsive energy
decreasing to 0.09 eV.

VI. Conclusion
We present first-principle calculations of some properties of
the dissociative interaction of hydrogen and oxygen mol-
ecules on Pd5, Pd7, and Pd10 palladium clusters.

In the first part of our work, we studied the adsorption of
a single hydrogen and oxygen atom. In both cases, we find
that there is no cluster size effect on the H (O) adsorption
energies which are equal on the three clusters when we
compare the same types of adsorption sites. The hcp and
fcc threefold hollow sites are found to be the most stable
without a significant energy gap. The calculation of the
energy barriers shows that both atoms can diffuse over a
(111) palladium surface.

In the second part, we investigated the adsorption of H2

and O2 on the small two-layer Pd5 cluster. Our results show
that H2 adsorbs dissociatively on the Pd5 cluster with an
electron transfer from the surface toward each hydrogen atom
of about 0.13 e-. Due to this small negative charge carried
by each hydrogen atom there is a weak electrostatic repulsive
effect between both hydrogen atoms. It induces a weak
destabilization of the adsorption energies relatively to a single
adsorption. For oxygen adsorption, our calculations show that
O2 cannot adsorb dissociatively on the Pd5 cluster because
the only two available threefold sites are too close. When
O2 adsorbs on the cluster’s surface, there is an electron
transfer toward each oxygen atom of about 0.75 e- which
induces a strong O-O repulsive effect due to the short
distance between them. Due to this electrostatic effect, the
physisorbed state on Pd5 is found to be more stable than the
chemisorbed one.

In the last part of this work we investigated the coadsorp-
tion H-H or O-O on various three-hollow sites. Due to
the adsorbate-adsorbate electrostatic repulsive interactions,
there is a size effect which depends on the number of
threefold hollow sites available on the cluster surface. This
effect is stronger for oxygen than for hydrogen because the
electron transfer toward oxygen atoms is greater than on
hydrogen atoms.

This study clearly shows that the dissociative chemisorp-
tion of H2 and more especially of O2 on a small palladium
cluster may lead to erroneous binding energies due to the
cluster shape: the close threefold hollow sites on the cluster’s
surface may prevent an accurate description of the adsorbate-
adsorbate interactions as a function of their distance.
However, a good choice of both the size and the shape of
the cluster can lead to a good description of the dissociative
adsorption process of H2 and O2 on an infinite (111)
palladium surface.
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Abstract: Although a number of studies have focused on the physical and chemical properties

of protein-protein interfaces of complexes to determine their unique features, the importance

of the backbone hydrogen bonds to protein-protein binding has been neglected due to the

difficulty of quantitatively measuring their contribution to the free binding energy. In this study

we are presenting a computational approach that allows the estimation of the contribution to

the free binding energy of the CO and NH groups of the backbone of various proteic complexes.

A correlation between the quantitative calculated free binding energy contribution of the CO

and NH backbone groups of the interfacial residues and the qualitative values expected for this

kind of interaction was achieved. The contribution of the backbone to the ∆∆Gbinding is significant.

The average ∆∆Gbinding contribution of the intermolecular hydrogen bonds of the backbone is

1.77 kcal/mol, which is very similar to the average contribution of the different side chains to

the ∆∆Gbinding, with a value of 1.75 kcal/mol. Therefore, the application of this computational

approach as well as an alanine scanning mutagenesis study is essential to a more detailed

comprehensive knowledge of proteic complex formation.

Introduction
Crystallographic structures of proteins cocrystallized with
various ligands, together with structural and thermodynamic
studies, made possible the identification of the structural
binding epitopes (amino acid residues which are in contact
with the other binding partner).1-3 These studies have been
completed with experimental and computational alanine-
scanning mutagenesis of protein-protein interfacial residues
that allowed the definition of the functional binding epitopes
(contact residues that make energetic contributions to
binding).4-7

Although a number of studies have focused on the physical
and chemical properties of protein-protein interfaces of
complexes to determine their unique features, the importance
of the backbone hydrogen bonds to protein-protein binding
has been neglected due to the difficulty of quantitatively
measuring their contribution to the free binding energy.8,9

Protein backbone is an important contributor to interfaces

because it represents in average of about one-fifth of the
interface area. These hydrogen bonds contribute significantly
to the stability of a protein structure, because they are the
major contributors to the electrostatic interactions between
proteins.10 However, hydrogen bonds are extremely important
not only for stability but also because they affect other
physicochemical properties of a molecule such as solubility,
partitioning, distribution, permeability, and specificity that
are crucial for drug development.11 Hydrogen bonds are
essential in determining binding specificity because they
contribute favorably to the free energy of binding, but
unfulfilled hydrogen bonds donor/acceptor could substantially
destabilize the binding. Such a contrast in energetics
contributes to a high selectivity in matching the hydrogen
bonds between proteins and confers binding specificity.

The hydrogen bond is viewed as an interaction that has
covalent, electrostatic, and van der Waals character and an
energy that ranges from 0.25 to roughly 40 kcal/mol. The
atoms involved in the hydrogen bond determine the strength
of this electrostatic interaction, with the hydrogen bonds that
contribute more to the binding normally made between atoms
buried in the interior of the protein.6 Intermolecular hydrogen
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bonds are generally weaker and have a larger diversity than
the intramolecular ones. The lower quality of the interface
hydrogen bond interactions can be attributed to the more
hydrophilic side chains buried in the binding protein-protein
interface than in the folded monomer interior.11

Besides being very important from a conceptual point of
view, understanding the role of the protein backbone is
fundamental to understand, control, and manipulate protein
complexes. As these complexes are involved in countless
biological processes it is important for rational drug design
to measure not only the contribution of the amino acid side
chains but also the contribution of the protein backbone.
Therefore, we have developed a computational method that
allows the measurement of the free binding energy contribu-
tion of the different NH and CO atoms. This method was
applied to seven protein-protein complexes that have a
diverse molecular profile possessing a variety of functions
and sizes.

Materials and Methods
1. Model Setup.The starting crystallographic structures for
the simulations were the complexes formed between the
hMDM2 and the P53 protein,12 between the xMDM2 and

the P53 protein,12 between the hMDM2 and an optimized
P53 protein,13 between a cell division protein ZipA and a
cell division protein FtsZ,14 between a human immunoglo-
bulin IgG complexed with the C2 fragment of streptococcal
protein G,15 between the lysozyme HEL and the antibody
FvD1.3,16 and between the hen egg-white lysozyme (HEL)
and the antibody HyHEL-1017 (all represented in Figure 1).
They were taken from the RCSB Protein Data Bank with
PDB entries 1YCR, 1YCQ, 1T4F, 1F47, 1FCC, 1VFB, and
1C08 and with resolutions of 2.60 Å, 2.30 Å, 1.90 Å, 1.95
Å, 3.50 Å, 1.80 Å, and 2.30 Å, respectively. The systems
comprised a total of 98, 99, 97, 159, 262, 352, and 350 amino
acid residues. All residues were included in their physiologi-
cal protonation states (charged Glu, Asp, Lys, and Arg, all
other residues neutral). In the molecular simulations the
solvent was modeled through a modified Generalized Born
solvation model18 being the structure first minimized with
1000 steps of steepest decent followed by 1000 steps of
conjugated gradient to release the bad contacts in the
crystallographic structure. Subsequently, molecular dynamics
(MD) simulations of 5, 4, 4, 4, 5, 3, and 3 ns, respectively,
were performed starting from the minimized structure. All
molecular mechanics simulations presented in this work were
carried out using the sander module, implemented in the
Amber819 simulations package, with theCornell force field.20

Bond lengths involving hydrogens were constrained using
the SHAKE algorithm,21 and the equations of motion were
integrated with a 2 fs time-step being the nonbonded
interactions truncated with a 16 Å cutoff. The temperature
of the system was regulated by the Langevin thermostat.22-24

Figure 1. Molecular representation of the complexes formed between (a) the hMDM2 and the P53 protein (1YCR); (b) the
xMDM2 and the P53 protein (1YCQ); (c) the hMDM2 and an optimized P53 protein (1T4F); (d) a cell division protein ZipA and
a cell division protein FtsZ (1F47); (e) a human immunoglobulin IgG complexed with the C2 fragment of streptococcal protein
G (1FCC); (f) the lysozyme HEL and the antibody FvD1.3 (1VFB); and (g) the hen egg-white lysozyme (HEL) and the antibody
HyHEL-10 (1C08).

Scheme 1. Thermodynamic Cycle Used To Calculate the
Complexation Free Energy
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In force field Hamiltonians hydrogen bonds are due
primarily to partial electrostatic charges, and therefore the
energetic is determined by the values of the partial charges.
To understand the importance of the backbone hydrogen
bonds we have measured the free binding differences
generated upon deletion of the charge of the amide (NH)
and carbonyl (CO) groups. To ensure electroneutrality we
have distributed the remaining partial charge proportionally
by the remaining atoms of the corresponding residue. This
procedure was made taking into account the proportions of
the different atoms to the final charge of the amino-acid
residue. For the binding free energy calculations, 25 snap-
shots of the complexes were extracted every 20 ps for the
last 500 ps of the run.

2. Hydrogen Bonds at the Backbone of the Interfacial
Residues.The complexation free energy can be calculated
using the thermodynamic cycle shown in Scheme 1 where
∆Ggas is the interaction free energy between the ligand and
the receptor in the gas phase.∆Gsolv

lig , ∆Gsolv
rec , and∆Gsolv

cpx are
the solvation free energies of the ligand, the receptor, and
the complex, respectively. The binding free energy difference
between the mutant (complex generated upon deletion of the
amide and carbonyl groups) and wild type complexes is
defined as

The binding free energy of two molecules is the difference
between the free energy of the complex and the respective
monomers (the receptor and the ligand).

The free energy of the complex and respective monomers
can be calculated by summing the internal energy (bond,
angle, and dihedral), the electrostatic and the van der Waals
interactions, the free energy of polar solvation, the free
energy of nonpolar solvation, and the entropic contribution
for the molecule free energy:

The first three terms were calculated using theCornell
force field20 with no cutoff. The electrostatic solvation free
energy was calculated by solving the Poisson-Boltzmann
equation with the software Delphi v.4,25,26 using the same
methodology of previous works which has been shown in
an earlier work to constitute a good compromise between
accuracy and computing time.27 Albeit the use of an internal
dielectric value of 2 or 4 did not influence the results
significantly, for the energy calculations we have used an
internal dielectric constant value of 3 due to the polar nature
of the groups in question. The nonpolar contribution to

Figure 2. rmsd plots for the protein backbone of the complex formed between (a) (in black) the hMDM2 and the P53 protein
(1YCR); (in blue) the xMDM2 and the P53 protein (1YCQ); and (in cyan) the hMDM2 and an optimized P53 protein (1T4F) and
(b) (in black) a cell division protein ZipA and a cell division protein FtsZ (1F47); (in blue) a human immunoglobulin IgG complexed
with the C2 fragment of streptococcal protein G (1FCC); (in cyan) the lysozyme HEL and the antibody FvD1.3 (1VFB); and (in
red) the antibody HyHEL-10 (1C08) relative to its initial structure.

∆∆Gbinding ) ∆Gbinding-mutant- ∆Gbinding-wild type (1)

∆Gbinding-molecule) Gcomplex- (Greceptor+ Gligand) (2)

Gmolecule) Einternal+ Eelectrostatic+ Evdw + Gpolar solvation+
Gnonpolar solvation- TS (3)
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Table 1. Results of the Study of the Free Binding Energy Contribution of the Different NH and CO Atomsa

PDB files protein residue ∆∆Gbinding PDB files protein residue ∆∆Gbinding

1YCR P53 Thr18 -0.27 1YCR P53 Trp23 -1.29
Phe19 -0.29 His24 -0.47
Ser20 0.26 Leu25 -0.84
Asp21 -0.05 Leu26 -0.16
Leu22 0.09

1YCR hMDM2 Leu54 1.27 1YCR hMDM2 Tyr67 0.08
Leu57 -0.01 Gln72 -1.12
Ile61 0.09 Val93 -0.31
Met62 0.10 Ile99 0.28

1YCQ P53 Thr18 -0.52 1YCQ P53 Trp23 -0.28
Phe19 -0.35 His24 -0.18
Ser20 -0.1 Leu25 0.20
Asp21 -0.15 Leu26 0.34
Leu22 -0.12

1YCQ xMDM2 Ile50 1.62 1YCQ xMDM2 Tyr63 0.15
Leu53 0.05 Gln68 -1.40
Ile57 0.36 Val89 -0.49
Met58 0.27 His90 0.16

1T4F P53 Phe19 -0.37 1T4F P53 Tyr22 -0.51
Met20 -0.11 Trp23 -1.50
Asp21 -0.27 Glu24 -0.44

1T4F xMDM2 Leu54 0.15 1T4F xMDM2 Tyr67 0.04
Leu57 0.15 Gln72 -0.72
Ile61 0.41 Val93 -0.48
Met62 0.30 Ile99 -0.05

1F47 FtsZ Asp370 -0.22 1F47 FtsZ Phe377 0.23
Tyr371 0.49 Leu378 -0.06
Leu372 -0.43 Arg379 0.21
Asp373 -1.66 Lys380 -0.14
Ile374 1.75

1F47 ZipA Val194 0.15 1F47 ZipA Lys250 -0.26
Ile196 0.06 Thr253 -0.05
Asp225 -0.09 Thr267 0.37
Met226 -0.14 Ile268 0.01
Ile228 0.12 Phe269 0.04
Asn247 -1.08 Met270 -0.01
Met248 -0.38 Gln271 0.01
Val249 -1.48

1FCC protein G (C2 fragment) Thr25 -0.28 1FCC protein G (C2 fragment) Asp40 0.85
Glu27 1.36 Glu42 0.07
Lys28 -0.18 Trp43 -0.44
Lys31 0.22 Thr44 0.29
Asn35 -0.51 Tyr45 -0.14

1FCC IgG1 Ile253 2.98 1FCC IgG1 Asn434 -1.48
Ser254 5.07 His435 -0.84
Glu380 0.28 Tyr436 -0.70
Ser426 0.07 Thr437 0.02
Met428 0.01 Gln438 -0.09
His433 -0.58

1VFB antibody FvD1.3 VL His30 -0.13 1VFB antibody FvD1.3 VL Thr53 -0.10
Tyr32 -0.25 Trp92 -1.20
Tyr49 -0.26 Ser93 -0.48
Tyr50 -0.65

1VFB antibody FvD1.3 VH Thr30 0.27 1VFB antibody FvD1.3 VH Glu98 0.59
Tyr32 -0.35 Arg99 -0.13
Trp52 0.09 Asp100 -0.73
Asn56 0.20 Tyr101 -0.49
Asp58 -0.05

1VFB HEL Asp18 0.82 1VFB HEL Asp119 0.02
Asn19 -0.1 Val120 0.8
Tyr23 0.66 Gln121 0.41
Ser24 3.69 Ile124 -0.15
Lys116 -1.42 Arg125 -0.54
Thr118 -0.81 Leu129 -0.13

1C08 HyHEL-10 VL Asn31Ala 0.13 1C08 HyHEL-10 VL Asp32Ala -0.57
Asn32ala -0.18 Tyr50Ala -0.41
Tyr50Ala -0.06 Tyr53Ala -0.32
Gln53Ala -0.34 Tyr58Ala -0.07
Tyr96Ala -0.45 Asp101Ala -0.01

1C08 HEL His15Ala 0.36 1C08 HEL Asn93Ala 0.12
Tyr20Ala -0.50 Lys96Ala -0.40
Arg21Ala 0.08 Lys97Ala -1.76
Trp63Ala 0.17 Ile98Ala 0.84
Arg73Ala -0.62 Ser100Ala -0.45
Leu75Ala 0.29 Asp101Ala 0.20
Thr89Ala -0.22

a All the energies are in kcal/mol.
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solvation free energy due to van der Waals interactions
between the solute and the solvent and cavity formation was
modeled as a term that is dependent on the solvent accessible
surface area of the molecule. It was estimated using an
empirical relation,∆Gnonpolar ) σA + â, where A is the
solvent-accessible surface area that was estimated using the
Molsurf program, which is based on the idea primarily
developed by Michael Connolly.28 σ and â are empirical
constants, and the values used were 0.00542 kcal Å-2 mol-1

and 0.92 kcal mol-1, respectively. The entropy term, obtained
as the sum of translational, rotational, and vibrational
components, was not calculated, because it was assumed that
its contribution to∆∆Gbinding is negligible.29

Results
To obtain reliable estimates of the relative binding energy it
was important to ensure that equilibration was achieved. In
Figure 2a,b we have plotted the root-mean-square deviations
(rmsd) for the backbone atoms of the seven complexes

(1YCR, 1YCQ, 1T4F, 1F47, 1FCC, 1VFB, and 1C08) for
the production MD simulation (the last 500 ps). As we can
see the MD simulations are very stable with rmsd values
lower than 2.0, 3.0, 2.0, 3.0, 4.0, 2.5, and 3.5 for the
complexes 1YCR, 1YCQ, 1T4F, 1F47, 1FCC, 1VFB, and
1C08, respectively.

Table 1 summarizes the results of the study of the free
binding energy contribution of the different NH and CO
atoms applied to the seven complexes mentioned in the
Methods section that have a diverse molecular profile
possessing a variety of functions and sizes.

Although experimental results play an indispensable role
in validating the simulation method as we have mentioned
before, the experimental determination of the contribution
of the backbone hydrogen interaction is extremely difficult.
Thus, the validation of the theoretical method against
experimental data can only be qualitative.

We have carefully analyzed all the seven MD simulations,
and we have observed 11 hydrogen bonds that were
extremely stable during the whole simulation. In the 1YCR
complex we observed the hydrogen bond established between
the HE1 atom of the Trp23 and the O atom of the Leu54
residue of the hMDM2 protein; in the 1YCQ complex the
hydrogen bond established between the HE1 atom of the
Trp23 and the O atom of the Ile50 residue of the hMDM2
protein; in the 1F47 the ionic hydrogen bond established
between the NH group of the Leu373 and the carboxylate
group of the Asp303 residue of the binding partner and the
ionic hydrogen bond between the carboxylate group of the
Met248 of the ZipA protein and Leu372 of the binding
partner; in the 1FCC complex the ionic hydrogen bond
established between the NH group of the Ile253 and Ser254
and the carboxylate group of the Glu27 residue of the binding

Figure 3. Molecular representation of the interactions es-
tablished between the Met248 of the ZipA protein and the
Leu372 of the binding partner in the 1F47 complex.

Figure 4. (a) Molecular representation of the hydrogen bond established between the HE1 atom of the Trp23 and the O atom
of the Leu54 residue of the hMDM2 protein (snapshot of the production MD simulation) and (b) distance between the HE1 atom
of the Trp23 and the O atom of the Leu54 residue of hMDM2 as a function of the production MD simulation time.

Figure 5. (a) Molecular representation of the hydrogen bond established between the HE1 atom of the Trp23 and the O atom
of the Ile50 residue of the xMDM2 protein (snapshot of the production MD simulation) and (b) distance between the HE1 atom
of the Trp23 and the O atom of the Ile50 residue of xMDM2 as a function of the production MD simulation time.
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partner; and in the 1VFB the ionic hydrogen bond between
the NH group of the Ser24 and the carboxylate group of the
Asp100 residue of the binding partner. We have also
observed stables NH-π hydrogen bonds established between
the phenyl ring of Phe19 and Ile57 and Met58 of the hMDM2
protein as well as between the phenyl ring of Phe19 and
Ile61 and Met62 of the xMDM2 protein.

By observation of Table 1 we can conclude that all the
stable hydrogen bonds were detected with our computational
approach with one exception only: the ionic hydrogen bond
between the carboxylate group of the Met248 of the ZipA
protein and Leu372 of the binding partner. In Figure 3 it is
illustrated in this interaction, and as we can observe both
the carboxylate and the amino group of Leu372 are close to
the carboxylate group of the Met248. This fact has probably
led to a repulsive interaction which justifies the nondetection
by the computational approach.

A structural justification was found for every relevant
energetic value obtained and shown in Table 1. An excellent

correlation between the quantitative calculated free binding
energy contribution of the CO and NH backbone groups of
the interfacial residues and the qualitative values expected
for the corresponding type of interaction was also encoun-
tered. The average∆∆Gbinding contribution of the intermo-
lecular hydrogen bonds of the backbone is 1.77 kcal/mol,
which is very similar to the average contribution of the side
chain to the∆∆Gbinding, with a value of 1.75 kcal/mol. If we
do not consider the NH-π hydrogen bonds, then this value
raises to 2.73 kcal/mol.

Complex hMDM2:P53. For the first complex we have
to emphasize the contribution of the NH and CO groups of
the residue Leu54, which upon charge deletion generates a
∆∆Gbinding of 1.27 kcal/mol. As it can be observed in Figure
4a the HE1 atom of the hot spot Trp23 establishes a hydrogen
bond with the O atom of the residue Leu54 of the hMDM2
protein. This is the only intermolecular bond established in
this complex, and in Figure 4b it is plotted as the distance

Figure 6. Molecular representation of the NH-π hydrogen bonds established between the phenyl ring of Phe19 and (a) Ile57
and Met58 of the hMDM2 protein and (b) Ile61 and Met62 of the xMDM2 protein. Figures were made from snapshots of the
production MD simulation.

Figure 7. (a) Molecular representation of the hydrogen bond established between the N atom of the Leu373 and the O atom
of the Asp303 residue of the binding partner (snapshot of the production MD simulation). (b) Distance between the N atom of
Leu373 and the OD1 atom of the O atom of Asp303. (c) Distance between the N atom of Leu373 and the OD2 atom of the O
atom of Asp303 as a function of the last 500 ps MD simulation time.
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between the two interacting atoms in function of time for
the last 500 ps of the MD simulation.

Complex xMDM2:P53 and Complex hMDM2:Opti-
mizedp53.For the complex between the P53 and xMDM2
protein (1YCQ), Ile50 is the residue that presents the highest
∆∆Gbinding value (1.62 kcal/mol), because it establishes a
hydrogen bond with the HE1 atom of the Trp23 residue
represented in Figure 5a. This interaction is very important
for complex binding with a value kept constant and under
2.0 Å during the MD simulation, as it can be perceived in
Figure 5b.

We can also notice that Ile57 and Met58 present a
∆∆Gbinding value of 0.36 and 0.27 kcal/mol. These values
can be explained by the presence of NH-π hydrogen bonds
established between those residues and the phenyl ring of
Phe19 and are represented in Figure 6a. In the third complex
the NH-π hydrogen bonds established between the Ile61 and

Met62 residues and Phe19 with energies of 0.41 and 0.30
kcal/mol were detected (Figure 6b). When the plane formed
by the amide group is roughly perpendicular to the aromatic
ring and the amino group points toward the aromatic cycle,
the interaction is called amino-π hydrogen bond. Even though
the energetic contribution of an amino-π hydrogen bond is
usually three times lower than the conventional hydrogen
bond, it still contributes significantly to complex binding. It
is especially important for a correct ligand orientation.33

Complex ZipA:FtsZ. In the fourth complex formed
between a cell division protein ZipA and a cell division
protein FtsZ (1F47) only a hydrogen bond was detected. It
is formed between the N atom of the Leu373 and the O atom
of the Asp303 residue of the binding partner and generates
energy of 1.75 kcal/mol (Figure 7a). In Figure 7b,c we have
plotted the distance between the N atom of Leu372 and the
OD1 and OD2 atoms of the Asp303, respectively, as a

Figure 8. (a) Molecular representation of the hydrogen bond established between the NH group of the Ile253 and Ser254 and
the carboxylate group of the Glu27 residue of the binding partner (snapshot of the production MD simulation). (b) Distance
between the NH atom of the Ile253 residue and the OD2 atom of the carboxylate group of Glu27. (c) Distance between the NH
atom of the Ser254 residue and the OD1 atom of the carboxylate group of Glu27 as a function of the last 500 ps MD simulation
time.

Figure 9. (a) Molecular representation of the hydrogen bond established between the N atom of the Ser24 and the carboxylate
atom of the Asp100 residue of the binding partner (snapshot of the production MD simulation). (b) Distance between the N atom
of Ser24 and the OD1 atom of the carboxylate group of Asp100. (c) Distance between the N atom of Ser 24 and the OD2 atom
of the carboxylate group of Asp100 as a function of the last 500 ps MD simulation time.
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function of the last 500 ps MD simulation time. We can see
by observation of Figure 7b,c that the OD1 atom has a higher
contribution to the formation of a hydrogen bond as it is
essentially at a 3.0 Å distance (in average 1.5 Å closer than
the OD2 atom).

Complex IgG:ProteinG. For the complex formed between
a human immunoglobulin IgG complexed with the C2
fragment of streptococcal protein G (1FCC) a superior
absolute value of the∆∆Gbinding for the two hydrogen bonds
was detected. These two bonds are formed between the OD2
group of the Glu27 residue and the NH group of the Ile253
residues and between the OD1 group of the Glu27 amino
acid and the NH group of Ser254 of the C2 fragment of
protein G. These bonds represented in Figure 8a generate
an energy of 2.98 and 5.07 kcal/mol, respectively. By
observation of Figure 8b,c we can notice that they are very
stable keeping constant over the MD simulation and with
an average length under 2.8 Å. The higher magnitude of the
hydrogen bonds in the 1FCC complex is related to the fact
that this is an ionic hydrogen bridge between two N backbone
atoms and the side chain of a hot spot. In a previous work4

we have demonstrated that alanine mutation of Glu27
generates a∆∆Gbinding of 10.27 kcal/mol. With this new
computational approach, as these two hydrogen bonds
produce a∆∆Gbinding of 8.05 kcal/mol we can understand
the relevant interactions that make these residues so funda-
mental to binding in the 1FCC complex.

Complex HEL:FvD1.3. For the sixth complex formed
between the lysozyme HEL and the antibody FvD1.3 (1VFB)
only a hydrogen bond was detected with an energy of 3.69
kcal/mol. This bond represented in Figure 9a is formed
between the N atom of Ser24 of the HEL lysozyme and the
carboxylate group of the Asp100 residue of the antibody
FvD1.3.

Once again the fact that the distance between the atoms
is constant and less than 3.0 Å value stresses that these bonds
are important for complex formation. For the complex
formed between hen egg-white lysozyme (HEL) and the
antibody HyHEL-10 (1C08) we have not found any hydrogen
bond formation.

Conclusion
Hydrogen bonds are due primarily to partial electrostatic
charges, and therefore the energetic is determined by the
values of the partial charges. To understand the importance
of the backbone hydrogen bonds we have measured the free
binding differences generated upon deletion of the charge
of the amide and carbonyl groups. To ensure electroneutrality
we have distributed the remaining partial charge by the
remaining atoms, which were made taking into account the
proportions of the different atoms to the final charge of the
amino-acid residue. This method was applied to seven
structures that have a diverse molecular profile possessing a
variety of functions and sizes, and a structural justification
was found for every relevant energetic value obtained. An
excellent correlation between the quantitative calculated free
binding energy contribution of the CO and NH backbone
groups of the interfacial residues and the qualitative values
expected for this kind of interaction was also demonstrated.

The average∆∆Gbinding of the backbone atoms was-0.05
kcal/mol, but the average contribution of the hydrogen bonds
was 1.77 kcal/mol. If we do not consider the NH-π hydrogen
bonds, the average value raises to 2.73 kcal/mol. Thus, the
contribution of the backbone to the∆∆Gbinding is significant.
The average∆∆Gbinding contribution of the intermolecular
hydrogen bonds of the backbone is very similar to the
average contribution of the side chain to the∆∆Gbinding, with
a value of 1.75 kcal/mol.

As the backbone seems to establish really important
interactions to the binding, it is not only advisable but also
essential to apply this computational approach when studying
a proteic complex because it clearly increases the compre-
hension of the protein-protein complex binding.
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Abstract: The molecular and electronic structures of a series of 2-[(R-phenyl)amine]-1,4-

naphthalenediones (R ) m-Me, p-Me, m-Et, p-CF3, p-Hex, p-Et, m-F, m-Cl, p-OMe, p-COMe,

p-Bu, m-COOH, p-Cl, p-COOH, p-Br, m-NO2, m-CN, and p-NO2) and their anions are investigated

in the framework of density functional theory. The calculations are of all-electron type using a

double zeta valence polarization basis set optimized for density functional theory methods. The

theoretical study shows that all compounds are nonplanar. The nonplanarity can be rationalized

in terms of occupied π orbitals. A linear correlation between the measured half-wave potentials

and the calculated gas-phase electron affinities is found. It holds for local as well as generalized

gradient corrected functionals. Structural parameters, harmonic vibrational frequencies, and

adiabatic and vertical electron affinities as well as orbital and spin density plots of the studied

compounds are presented.

I. Introduction
The quinone moiety appears in a wide range of natural
compounds including the electron transport chain of bacteria,
mitochondria, and chloroplasts.1 Interruption of the electron
transport chain is an attractive avenue toward green, i.e.,
ecological less disastrous, herbicides. Therefore, many studies
have focused on the chemistry and toxicology of quinone
compounds. The biological activity of quinones2 is based
on their redox system which permits the formation of anion
radicals (Q•-) and dianions (Q2-) under mild conditions.3

These species are capable of interaction with cellular
compounds such as oxygen, deoxyribo nucleic acid (DNA),

and proteins, modifying their biological activities.4 The
ability of quinones to accept electrons depends on their
chemical structure5 and the microenvironment of the reac-
tion.6 The biological activity of quinones can be modified
by substituting the quinone system.7,8 Such substitutions do
not alter the general characteristic of the quinone redox
system but change in a systematic way its electrochemical
behavior. In fact, the use of a heteroatom which allows a
gradual modulation between the quinone and a substituted
phenyl has been suggested in the literature.9,10 In this sense,
1,4-naphthoquinone compounds and their derivatives have
been widely studied due to their pharmacological use as
agents against tuberculosis,11 malaria,12 bacterial infections,13

and neoplasia growth,14 as larvicides,15 molluscicides,15

herbicides,16 and fungicides.17

Numerically the substituent effects can be described by
molecular properties that are sensitive to the substituent.18,19

Because a number of naturally occurring quinones play an
important role in electron transport the quinone-hydroxy
quinone redox couples are intensive studied. The measured
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half-wave potentials are sensitive to the substituent pattern
and are, therefore, well suited for a numerically description
of substituent effects. With this in mind a group of 2-[(R-
phenyl)amine]-1,4-naphthalenediones (PANs) have been
investigated in our laboratory,20 recently. The half-wave
potentials (HWPs) of these compounds were measured by
cyclic voltametry in acetonitrile at room temperature. As
supporting electrolyte 0.1 M tetraethylammonium tetrafluo-
roborate was used. Under these conditions ion pairing is
minor with anion radicals,21,22and, therefore, solvent effects
for the first electron-transfer reaction are negligible.23 As a
consequence, the measured HWPs for the first one-electron
transfer, corresponding to the formation of the radical anions,
can be directly compared with theoretical gas-phase studies.

Quantitative structure-activity relationship (QSAR) analy-
sis between the herbicide activity and various molecular
properties of the studied PAN compounds20 reveal that the
HWPs for the first one-electron transfer and detailed geo-
metrical structure data are main ingredients for the prediction
of the biological activity of PAN derivatives.24 Therefore,
the reliable theoretical prediction of these molecular proper-
ties enables the rational design of new herbicides based on
this compound class.

With this goal in mind, the results of a density functional
theory (DFT) study of a series of PAN derivatives (neutral
and anionic) are presented. Optimized structure parameters,
harmonic vibrational frequencies, and orbital and spin density
plots as well as calculated adiabatic and vertical electron
affinities are presented. The relation between the geometric
and electronic structure is discussed in details. It is shown
that Hückelsπ counting rule25 can be used to rationalize the
geometric structure of the neutral and anionic PAN deriva-
tives.

The article is organized as follows. In section II the
computational method is described. In section III the obtained
results are analyzed. Finally, in section IV, the conclusions
are summarized.

II. Computational Details
Full geometry optimizations, without symmetry constraints,
for the following 19 neutral and anionic compounds, H PAN,
m-Me PAN, p-Me PAN, m-Et PAN, p-CF3PAN, p-Hex
PAN, p-Et PAN, m-F PAN, m-Cl PAN, p-OMe PAN,
p-COMe PAN, p-Bu PAN, m-COOH PAN, p-Cl PAN,
p-COOH PAN, p-Br PAN, m-NO2 PAN, m-CN PAN. and
p-NO2 PAN, were performed. The structures of some selected
dianionic compounds such as H, p-Cl, m-Cl, p-Me, and
m-Me PAN, were optimized, too.

The optimizations were performed within the density
functional theory framework as implemented in the program
deMon2k.26 Local and gradient corrected exchange-correla-
tion functionals were used. For the local calculations the
Dirac exchange27 in combination with the correlation func-
tional proposed by Vosko, Wilk, and Nusair (VWN)28 was
employed. The gradient corrected calculations were per-
formed with the generalized gradient approximation (GGA)
for the exchange proposed by Becke29 and the correlation
approximation of Lee, Yang and Parr (BLYP).30 The
calculations were of all-electron type using a DFT optimized

doubleú split valence plus polarization basis set (DZVP),
and an A2 auxiliary function set31 for the variational fitting
of the Coulomb potential.32

A quasi-Newton Levenberg-Marquard method, employing
internal redundant coordinates with analytic energy gradients,
was used for the structure optimization.33 The convergence
was based on the Cartesian gradient and displacement vectors
with thresholds of 10-4 and 10-3 au, respectively. In order
to verify that the optimized structures are minima on the
potential energy surface (PES) harmonic frequencies were
calculated for selected compounds. The second derivatives
were obtained by numerical differentiation (two-points finite
difference) of the analytic energy gradients using a displace-
ment of 0.001 au from the optimized geometry for all 3N
coordinates. The harmonic frequencies were then obtained
by diagonalizing the mass-weighted Cartesian force constant
matrix.

III. Results and Discussion
III-A. Structural Analysis. The structures and atomic labels
of the studied PAN compounds are shown in Figure 1a,b.
R1 and R2 represent the substituents in themetaand para
positions, respectively. The optimized VWN geometries are
listed in Tables 1-3. Because the DZVP basis set is
parametrized for the local VWN functional the optimized
structure parameters are usually reliable within 1-2 pm and
1-2 degrees for organic compounds.34 Our DFT calculations
show that all neutral PANs are nonplanar independently from
the functional used in the optimization. This result is in
disagreement with a previous theoretical study35 in which
planarity was enforced by the optimization strategy. If this
restriction is released,36 then nonplanar structures are also
obtained with the theoretical approach in ref 35.

The C2-N-C1′-C6′ dihedral angle (Table 1) for the
neutral PANs is found in a range between 14 and 20 degrees.
These results were obtained from the optimization of several
different initial geometries with varying start values for the

Figure 1. Structure and atomic labels of meta- (a) and para-
(b) substituted PAN derivatives.
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Table 1. Structure Data of the Optimized Neutral PANsa

geometrical parameter p-Me p-CF3 p-Hex p-Et p-OMe p-COMe geometrical parameter p-Me p-CF3 p-Hex p-Et p-OMe p-COMe

C1-O1 1.238 1.238 1.238 1.238 1.239 1.238 O1-C1-C2 118.6 118.3 118.6 118.6 118.6 118.3

C1-C2 1.496 1.497 1.496 1.496 1.494 1.497 C1-C2-C3 120.6 120.5 120.6 120.6 120.6 120.5

C2-C3 1.374 1.370 1.374 1.373 1.375 1.370 C1-C2-N 109.6 109.3 109.7 109.6 109.6 109.4

C3-C4 1.439 1.443 1.439 1.439 1.437 1.443 C2-N-H 109.4 109.1 109.4 109.4 109.4 109.1

C4-O2 1.242 1.240 1.242 1.242 1.243 1.240 C2-N-C1′ 132.1 132.2 132.1 132.1 132.0 132.5

C4-C4a 1.488 1.487 1.488 1.488 1.488 1.486 C2-C3-C4 121.8 121.7 121.8 121.8 121.8 121.8

C4a-C5 1.390 1.390 1.390 1.390 1.391 1.390 H-N-C1′ 118.5 118.7 118.5 118.5 118.6 118.4

C5-C6 1.393 1.393 1.392 1.392 1.392 1.392 C1′-C2′-C3′ 120.8 120.8 120.7 120.7 121.1 120.7

C6-C7 1.398 1.398 1.398 1.398 1.398 1.398 C1′-C6′-C5′ 120.0 120.0 119.9 119.9 120.7 119.8

C7-C8 1.389 1.389 1.389 1.389 1.389 1.389 C8a-C1-C2 118.5 118.6 118.5 118.5 118.4 118.6

C8-C8a 1.397 1.397 1.397 1.397 1.397 1.396 C2-N-C1′-C2′ -163.4 -165.3 163.4 163.5 162.9 166.6

C4a-C8a 1.403 1.403 1.403 1.403 1.403 1.403 O1-C1-C2-N -0.6 -0.6 0.5 0.4 0.3 0.7

C2-N 1.349 1.353 1.349 1.349 1.349 1.353 H-N-C2-C1 3.2 3.4 -3.3 -3.2 -2.9 -3.5

N-H 1.041 1.042 1.040 1.041 1.041 1.042 C1-C2-C3-C4 1.5 1.8 -1.5 -1.6 -1.3 -1.9

N-C1′ 1.386 1.381 1.386 1.386 1.387 1.380 C2-C3-C4-C4a 0.4 0.3 -0.5 -0.4 -0.5 -0.2

C1′-C2′ 1.403 1.405 1.404 1.404 1.407 1.409 C2-C1-C8a-C8 -179.0 -178.8 178.9 178.9 179.0 178.8

C2′-C3′ 1.386 1.383 1.386 1.386 1.380 1.379 C8a-C1-C2-N 179.8 179.6 -179.6 -179.7 -179.8 -179.5

C3′-C4′ 1.400 1.395 1.400 1.400 1.402 1.402 C1-C2-N-C1′ -176.6 -175.6 176.4 176.5 176.5 175.5

C4′-R 1.494 1.490 1.495 1.496 1.352 1.480 O1-C2-C4-O2 -173.3 -176.5 176.4 176.2 176.6 176.6

C1′-C6′ 1.402 1.404 1.402 1.402 1.399 1.404 C2-N-C1′-C6′ 19.7 17.6 -19.9 -19.6 -19.8 -15.9

C6′-C5′ 1.390 1.388 1.390 1.390 1.392 1.387 O1-H(N) 1.926 1.910 1.927 1.927 1.925 1.912

C5′-C4′ 1.398 1.393 1.397 1.397 1.397 1.399

geometrical parameter p-Bu p-Cl p-COOH p-Br p-NO2 PAN geometrical parameter p-Bu p-Cl p-COOH p-Br p-NO2 PAN

C1-O1 1.238 1.238 1.238 1.238 1.238 1.238 O1-C1-C2 118.6 118.4 118.3 118.4 118.2 118.5

C1-C2 1.496 1.496 1.497 1.496 1.498 1.496 C1-C2-C3 120.6 120.6 120.5 120.6 120.6 120.5

C2-C3 1.374 1.372 1.370 1.372 1.368 1.373 C1-C2-N 109.6 109.5 109.3 109.5 109.2 109.5

C3-C4 1.439 1.441 1.443 1.441 1.446 1.440 C2-N-H 109.4 109.2 109.1 109.2 108.8 109.4

C4-O2 1.242 1.241 1.240 1.241 1.239 1.242 C2-N-C1′ 132.1 132.0 132.5 132.1 132.6 132.2

C4-C4a 1.488 1.487 1.486 1.487 1.485 1.488 C2-C3-C4 121.8 120.6 121.7 121.8 121.7 121.8

C4a-C5 1.390 1.390 1.390 1.390 1.390 1.390 H-N-C1′ 118.4 118.7 118.4 118.7 118.6 118.4

C5-C6 1.392 1.393 1.393 1.393 1.393 1.393 C1′-C2′-C3′ 120.7 121.1 120.6 121.2 120.8 120.8

C6-C7 1.398 1.398 1.398 1.398 1.398 1.398 C1′-C6′-C5′ 119.9 120.4 120.0 120.5 120.0 120.1

C7-C8 1.389 1.389 1.389 1.389 1.389 1.389 C8a-C1-C2 118.5 118.5 118.6 118.5 118.6 118.5

C8-C8a 1.397 1.397 1.397 1.397 1.397 1.397 C2-N-C1′-C2′ -162.9 163.9 166.3 164.7 167.5 163.4

C4a-C8a 1.403 1.403 1.403 1.403 1.403 1.403 O1-C1-C2-N -0.3 0.5 0.6 0.6 0.7 0.6

C2-N 1.349 1.351 1.353 1.351 1.356 1.350 H-N-C2-C1 3.0 -3.2 -3.5 -3.3 -3.6 -3.4

N-H 1.041 1.041 1.042 1.041 1.043 1.041 C1-C2-C3-C4 1.5 -1.6 -1.9 -1.7 -2.0 -1.7

N-C1′ 1.387 1.384 1.380 1.383 1.376 1.386 C2-C3-C4-C4a 0.3 -0.4 -0.2 -0.3 -0.2 -0.4

C1′-C2′ 1.404 1.404 1.408 1.404 1.409 1.404 C2-C1-C8a-C8 -179.2 178.9 178.7 178.8 178.7 178.8

C2′-C3′ 1.385 1.385 1.380 1.386 1.380 1.387 C8a-C1-C2-N 180.0 -179.6 -179.6 -179.5 -179.4 -179.5

C3′-C4′ 1.400 1.394 1.400 1.393 1.394 1.396 C1-C2-N-C1′ -176.8 175.9 175.4 175.6 174.6 176.5

C4′-R 1.495 1.732 1.468 1.887 1.447 1.098 O1-C2-C4-O2 -176.5 176.6 176.5 176.5 176.5 176.5

C1′-C6′ 1.401 1.402 1.405 1.403 1.406 1.402 C2-N-C1′-C6′ 19.1 -18.8 -16.5 -18.2 -14.8 -19.4

C6′-C5′ 1.390 1.389 1.386 1.390 1.385 1.391 O1-H(N) 1.926 1.917 1.911 1.916 1.900 1.923

C5′-C4′ 1.397 1.392 1.398 1.390 1.391 1.393

geometrical
parameter m-Me m-Et m-Cl m-COOH m-F m-NO2 m-CN

geometrical
parameter m-Me m-Et m-Cl m-COOH m-F m-NO2 m-CN

C1-O1 1.238 1.238 1.238 1.237 1.238 1.237 1.238 O1-C1-C2 118.5 118.5 118.4 118.4 118.4 118.2 118.2

C1-C2 1.496 1.496 1.497 1.497 1.497 1.498 1.498 C1-C2-C3 120.5 120.5 120.6 120.5 120.6 120.5 120.5

C2-C3 1.373 1.373 1.371 1.371 1.371 1.369 1.370 C1-C2-N 109.6 109.6 109.5 109.5 109.5 109.3 109.3

C3-C4 1.439 1.439 1.442 1.442 1.442 1.444 1.443 C2-N-H 109.4 109.4 109.3 109.5 109.3 109.2 109.1

C4-O2 1.242 1.242 1.241 1.241 1.241 1.240 1.240 C2-N-C1′ 132.2 132.3 132.0 132.0 131.9 131.9 132.0

C4-C4a 1.488 1.488 1.487 1.487 1.487 1.486 1.486 C2-C3-C4 121.8 121.8 121.8 121.8 121.8 121.7 121.7

C4a-C5 1.390 1.390 1.390 1.390 1.390 1.390 1.390 H-N-C1′ 118.4 118.3 118.7 118.5 118.8 118.9 118.8

C5-C6 1.393 1.393 1.393 1.393 1.393 1.393 1.393 C1′-C2′-C3′ 121.8 121.7 120.0 120.5 119.3 119.4 120.5

C6-C7 1.398 1.398 1.398 1.398 1.398 1.398 1.398 C1′-C6′-C5′ 119.3 119.4 119.7 120.4 120.0 120.6 120.4

C7-C8 1.390 1.389 1.390 1.390 1.389 1.390 1.389 C8a-C1-C2 118.5 118.5 118.5 118.5 118.5 118.6 118.6

C8-C8a 1.397 1.397 1.397 1.397 1.397 1.396 1.397 C2-N-C1′-C2′ -163.5 164.1 -163.5 -163.6 162.6 -164.0 164.3

C4a-C8a 1.403 1.403 1.403 1.403 1.403 1.403 1.403 O1-C1-C2-N -0.7 0.7 -0.7 -0.7 0.7 -0.7 0.7

C2-N 1.350 1.350 1.351 1.351 1.352 1.353 1.353 H-N-C2-C1 3.4 -3.3 3.5 3.7 -3.5 3.6 -3.4

N-H 1.040 1.040 1.041 1.041 1.041 1.041 1.041 C1-C2-C3-C4 1.7 -1.7 1.8 1.8 -1.8 1.8 -1.8

N-C1′ 1.386 1.386 1.384 1.385 1.385 1.382 1.382 C2-C3-C4-C4a 0.4 -0.4 0.3 0.3 -0.4 0.3 -0.3

C1′-C2′ 1.403 1.403 1.403 1.399 1.403 1.400 1.400 C2-C1-C8a-C8 -178.8 178.8 -178.8 -178.8 178.8 -178.8 178.8

C2′-C3′ 1.391 1.390 1.386 1.390 1.383 1.384 1.396 C8a-C1-C2-N 179.4 -179.4 179.5 179.5 -179.5 179.6 -179.5

C3′-C4′ 1.401 1.401 1.394 1.399 1.390 1.391 1.404 C1-C2-N-C1′ -176.6 176.3 -176.0 -175.8 176.3 -175.8 175.6

C3′-R 1.495 1.498 1.733 1.476 1.340 1.460 1.425 O1-C2-C4-O2 -176.4 176.4 -176.4 -176.5 176.3 -176.5 176.6

C1′-C6′ 1.401 1.401 1.402 1.404 1.403 1.405 1.404 C2-N-C1′-C6′ 19.1 -18.6 18.8 19.1 -20.1 18.5 -18.2

C6′-C5′ 1.391 1.391 1.390 1.391 1.391 1.391 1.391 O1-H(N) 1.926 1.926 1.918 1.924 1.920 1.911 1.910

C5′-C4′ 1.391 1.391 1.392 1.390 1.392 1.390 1.389

a Bond lengths are reported in Å and angles are given in degrees.
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Table 2. Structure Data of the Optimized Anionic PANsa

geometrical
parameter p-Me p-CF3 p-Hex p-Et p-OMe p-COMe

geometrical
parameter p-Me p-CF3 p-Hex p-Et p-OMe p-COMe

C1-O1 1.278 1.276 1.278 1.278 1.278 1.273 O1-C1-C2 118.9 118.9 118.9 118.9 118.8 119.1

C1-C2 1.457 1.456 1.457 1.457 1.457 1.458 C1-C2-C3 121.9 122.0 121.9 121.9 121.9 121.9

C2-C3 1.389 1.387 1.388 1.388 1.388 1.388 C1-C2-N 108.7 108.4 108.7 108.7 108.8 108.5

C3-C4 1.431 1.431 1.431 1.431 1.431 1.431 C2-N-H 105.5 105.0 105.5 105.4 105.6 105.3

C4-O2 1.265 1.264 1.265 1.265 1.266 1.263 C2-N-C1′ 133.8 134.2 133.8 133.8 133.3 134.5

C4-C4a 1.470 1.470 1.470 1.470 1.470 1.472 C2-C3-C4 121.9 122.1 122.2 122.2 122.3 122.1

C4a-C5 1.399 1.399 1.399 1.399 1.399 1.399 H-N-C1′ 120.3 120.4 120.4 120.4 120.5 119.9

C5-C6 1.387 1.387 1.387 1.387 1.387 1.387 C1′-C2′-C3′ 121.5 121.5 121.4 121.4 121.8 121.4

C6-C7 1.409 1.408 1.409 1.409 1.409 1.407 C1′-C6′-C5′ 120.6 120.6 120.5 120.5 121.2 120.4

C7-C8 1.384 1.384 1.384 1.384 1.384 1.385 C8a-C1-C2 117.2 117.2 117.2 117.2 117.1 117.2

C8-C8a 1.407 1.406 1.407 1.407 1.407 1.405 C2-N-C1′-C2′ -175.1 -177.1 175.2 175.2 -173.9 176.1

C4a-C8a 1.420 1.418 1.420 1.420 1.420 1.417 O1-C1-C2-N 0.4 0.4 -0.5 -0.5 0.5 -0.3

C2-N 1.374 1.377 1.375 1.374 1.373 1.375 H-N-C2-C1 2.2 2.3 -2.2 -2.1 2.0 -2.4

N-H 1.051 1.055 1.052 1.052 1.051 1.053 C1-C2-C3-C4 1.5 1.7 -1.6 -1.6 1.6 -1.6

N-C1′ 1.365 1.356 1.364 1.364 1.368 1.356 C2-C3-C4-C4a -0.1 -0.3 0.3 0.2 -0.2 0.3

C1′-C2′ 1.413 1.418 1.413 1.414 1.414 1.420 C2-C1-C8a-C8 -179.3 -179.3 179.5 179.3 -179.3 179.3

C2′-C3′ 1.385 1.379 1.385 1.385 1.382 1.374 C8a-C1-C2-N -179.3 -179.3 179.1 179.3 -179.2 179.5

C3′-C4′ 1.402 1.402 1.402 1.402 1.400 1.411 C1-C2-N-C1′ -170.5 -170.1 170.0 170.5 -169.6 172.0

C4′-R 1.496 1.474 1.497 1.498 1.371 1.457 O1-C2-C4-O2 -177.8 -177.8 177.6 177.6 -177.6 177.7

C1′-C6′ 1.410 1.415 1.411 1.410 1.406 1.415 C2-N-C1′-C6′ 7.0 4.6 -6.8 -6.9 7.9 -5.4

C6′-C5′ 1.390 1.384 1.390 1.390 1.395 1.383 O1-H(N) 1.822 1.800 1.821 1.820 1.824 1.816

C5′-C4′ 1.398 1.398 1.398 1.398 1.394 1.407

geometrical
parameter p-Bu p-Cl p-COOH p-Br p-NO2 PAN

geometrical
parameter p-Bu p-Cl p-COOH p-Br p-NO2 PAN

C1-O1 1.278 1.277 1.274 1.277 1.268 1.278 O1-C1-C2 118.9 118.8 119.1 118.8 119.2 118.9

C1-C2 1.457 1.456 1.458 1.456 1.462 1.457 C1-C2-C3 121.9 122.0 122.0 122.0 121.8 121.9

C2-C3 1.388 1.387 1.388 1.387 1.387 1.388 C1-C2-N 108.8 108.6 108.4 108.6 108.5 108.7

C3-C4 1.431 1.431 1.431 1.431 1.431 1.431 C2-N-H 105.5 105.2 105.2 105.2 105.7 105.4

C4-O2 1.265 1.264 1.263 1.264 1.260 1.265 C2-N-C1′ 133.7 133.7 134.6 133.6 134.6 134.0

C4-C4a 1.470 1.470 1.471 1.470 1.474 1.470 C2-C3-C4 122.2 122.1 122.1 122.1 122.0 122.2

C4a-C5 1.399 1.399 1.399 1.399 1.398 1.399 H-N-C1′ 120.3 120.6 120.0 120.6 119.5 120.2

C5-C6 1.388 1.387 1.387 1.387 1.388 1.387 C1′-C2′-C3′ 121.4 121.8 121.4 121.9 121.4 121.5

C6-C7 1.409 1.408 1.407 1.408 1.406 1.409 C1′-C6′-C5′ 120.5 120.9 120.5 121.1 120.5 120.6

C7-C8 1.384 1.384 1.384 1.384 1.385 1.384 C8a-C1-C2 117.2 117.2 117.2 117.1 117.3 117.2

C8-C8a 1.407 1.407 1.405 1.407 1.404 1.407 C2-N-C1′-C2′ 175.1 175.8 176.4 175.8 -175.3 -175.6

C4a-C8a 1.420 1.419 1.417 1.419 1.414 1.420 O1-C1-C2-N -0.4 -0.5 -0.2 -0.4 0.0 0.3

C2-N 1.375 1.376 1.376 1.376 1.371 1.375 H-N-C2-C1 -2.4 -2.2 -2.5 -2.3 2.5 2.3

N-H 1.051 1.053 1.054 1.053 1.052 1.051 C1-C2-C3-C4 -1.6 -1.7 -1.6 -1.8 1.5 1.7

N-C1′ 1.364 1.361 1.355 1.360 1.358 1.364 C2-C3-C4-C4a 0.2 0.3 0.2 0.3 -0.1 -0.2

C1′-C2′ 1.413 1.414 1.420 1.415 1.419 1.414 C2-C1-C8a-C8 179.2 179.3 179.3 179.3 -179.3 -179.3

C2′-C3′ 1.385 1.385 1.375 1.385 1.376 1.386 C8a-C1-C2-N 179.4 179.3 179.4 179.3 -179.6 -179.4

C3′-C4′ 1.402 1.395 1.408 1.394 1.403 1.399 C1-C2-N-C1′ 170.0 169.2 171.7 169.1 -172.9 -169.9

C4′-R 1.497 1.748 1.447 1.902 1.419 1.098 O1-C2-C4-O2 177.6 177.5 177.8 177.5 -177.7 -177.7

C1′-C6′ 1.411 1.412 1.416 1.412 1.416 1.411 C2-N-C1′-C6′ -7.2 -5.9 -5.1 -6.0 6.3 5.9

C6′-C5′ 1.390 1.390 1.382 1.390 1.381 1.390 O1-H(N) 1.823 1.810 1.809 1.810 1.824 1.821

C5′-C4′ 1.398 1.391 1.405 1.390 1.400 1.395

geometrical
parameter m-Me m-Et m-Cl m-COOH m-F m-NO2 m-CN

geometrical
parameter m-Me m-Et m-Cl m-COOH m-F m-NO2 m-CN

C1-O1 1.278 1.277 1.277 1.275 1.277 1.265 1.276 O1-C1-C2 118.9 118.9 118.9 118.9 118.9 118.9 118.8

C1-C2 1.457 1.457 1.456 1.458 1.456 1.466 1.456 C1-C2-C3 121.9 121.9 122.0 121.9 121.9 121.5 122.1

C2-C3 1.388 1.388 1.387 1.387 1.387 1.384 1.387 C1-C2-N 108.7 108.7 108.6 108.7 108.6 109.2 108.5

C3-C4 1.431 1.431 1.431 1.431 1.431 1.432 1.431 C2-N-H 105.4 105.5 105.2 105.6 105.2 107.1 105.2

C4-O2 1.265 1.265 1.264 1.264 1.265 1.259 1.264 C2-N-C1′ 134.0 133.9 133.6 133.4 133.8 132.7 133.3

C4-C4a 1.470 1.470 1.470 1.471 1.470 1.474 1.471 C2-C3-C4 122.3 122.2 122.1 122.2 122.2 122.2 122.1

C4a-C5 1.399 1.399 1.399 1.399 1.399 1.397 1.399 H-N-C1′ 120.2 120.2 120.6 120.4 120.5 119.8 120.7

C5-C6 1.387 1.387 1.387 1.387 1.387 1.388 1.387 C1′-C2′-C3′ 122.4 122.4 120.4 121.3 120.0 120.3 121.1

C6-C7 1.408 1.409 1.408 1.408 1.408 1.406 1.408 C1′-C6′-C5′ 120.0 120.1 120.4 120.8 120.6 120.4 121.0

C7-C8 1.384 1.384 1.384 1.384 1.384 1.385 1.384 C8a-C1-C2 117.2 117.1 117.1 117.2 117.2 117.5 117.2

C8-C8a 1.407 1.407 1.406 1.406 1.407 1.404 1.406 C2-N-C1′-C2′ 175.6 175.3 175.8 175.4 175.5 171.9 176.2

C4a-C8a 1.420 1.420 1.419 1.418 1.419 1.414 1.418 O1-C1-C2-N -0.3 -0.3 -0.3 -0.3 -0.3 -0.1 -0.4

C2-N 1.375 1.375 1.377 1.375 1.377 1.368 1.377 H-N-C2-C1 -2.3 -2.4 -2.5 -2.6 -2.5 -3.1 -2.7

N-H 1.051 1.051 1.053 1.051 1.052 1.046 1.053 C1-C2-C3-C4 -1.6 -1.7 -1.8 -2.0 -1.7 -2.3 -2.0

N-C1′ 1.364 1.364 1.360 1.363 1.361 1.371 1.359 C2-C3-C4-C4a 0.2 0.1 0.2 0.3 0.3 0.4 0.4

C1′-C2′ 1.413 1.414 1.415 1.408 1.414 1.404 1.410 C2-C1-C8a-C8 179.3 179.2 179.2 179.2 179.3 179.0 179.2

C2′-C3′ 1.388 1.388 1.382 1.392 1.379 1.388 1.395 C8a-C1-C2-N 179.5 179.5 179.4 179.3 179.4 179.6 179.3

C3′-C4′ 1.403 1.403 1.394 1.404 1.391 1.401 1.409 C1-C2-N-C1′ 170.0 170.1 168.7 168.1 169.5 169.1 167.2

C3′-R 1.499 1.501 1.750 1.465 1.354 1.439 1.424 O1-C2-C4-O2 177.6 177.7 177.6 177.5 177.6 177.0 177.5

C1′-C6′ 1.410 1.410 1.412 1.414 1.413 1.413 1.415 C2-N-C1′-C6′ -5.7 -6.5 -5.7 -6.3 -6.0 -10.1 -5.5

C6′-C5′ 1.390 1.391 1.388 1.392 1.389 1.393 1.389 O1-H(N) 1.821 1.823 1.811 1.824 1.813 1.868 1.808

C5′-C4′ 1.394 1.393 1.396 1.390 1.396 1.389 1.391

a Bond lengths are reported in Å and angles are given in degrees.
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C2-N-C1′-C6′ dihedral angle. Only the global minima are
reported in Table 1. Positive signs of the C2-N-C1′-C6′

dihedral angle indicate that the carbon atoms C2′ and C3′ are
located behind the paper plane in Figure 1. In all compounds
the energy differences between the minima with positive and
negative C2-N-C1′-C6′ dihedral angles are small. For the
PAN system we scanned the PES along the C2-N-C1′-C6′

dihedral angle. The rotation barrier is below 0.5 kcal/mol
which explains the floppy behavior of this coordinate in
structure optimizations.

The m-F PAN shows the largest deviation from planarity
(20.1 degrees), while the p-NO2 PAN shows the smallest

(14.8 degrees). The absolute value of the dihedral angle
increases with the electron donor capacity of thepara
substituent along the series p-NO2 < p-CF3 < p-Br < H <
p-Et < p-Me < p-MeO. This behavior can be straightfor-
wardly explained by the resonance structures depicted in
Figure 2 and discussed later on.

When an electron is added to the neutral PANs and the
corresponding radical anion is formed, the C2-N-C1′-C6′

dihedral angles decrease by 10 degrees or more as Table 2
shows. The m-NO2 anion possesses the largest C2-N-C1′-
C6′ dihedral angle (10.1 degrees), while the p-CF3 anion has
the smallest dihedral angle (4.6 degrees). If a second electron
is added to form the corresponding dianion, then the PANs
become practical planar with C2-N-C1′-C6′ dihedral angles
of around 1 degree or less. As examples the optimized
structure parameters of the H, p-Cl, m-Cl, p-Me, and m-Me
PAN dianions are listed in Table 3.

Another structural detail was observed in the naphtho-
quinone moiety. At first glance one might expect that this
moiety is perfectly planar. However, we found a small
rumpling in the neutral and anionic systems in the C1-C2-
C3-C4 dihedral angles (see Tables 1 and 2). Because these
values are in the range of 2 degrees and, thus, closed to the
numerical accuracy of deMon2k we first attributed them to
noise in the numerical integration of the exchange-correlation
potential. However, the rumpling remained even when

Table 3. Structure Data of the Optimized PAN Dianionsa

geometrical
parameter PAN p-Cl m-Cl p-Me m-Me

C1-O1 1.312 1.310 1.310 1.311 1.311
C1-C2 1.435 1.435 1.435 1.435 1.436
C2-C3 1.411 1.411 1.411 1.411 1.411
C3-C4 1.420 1.422 1.421 1.422 1.422
C4-O2 1.287 1.286 1.286 1.287 1.287
C4-C4a 1.464 1.465 1.465 1.464 1.464
C4a-C5 1.403 1.403 1.403 1.403 1.403
C5-C6 1.389 1.389 1.389 1.389 1.389
C6-C7 1.419 1.418 1.418 1.419 1.419
C7-C8 1.383 1.383 1.383 1.383 1.383
C8-C8a 1.415 1.415 1.414 1.415 1.415
C4a-C8a 1.444 1.442 1.441 1.444 1.443
C2-N 1.389 1.388 1.388 1.388 1.388
N-H 1.078 1.080 1.081 1.077 1.077
N-C1′ 1.345 1.344 1.342 1.346 1.345
C1′-C2′ 1.429 1.430 1.433 1.428 1.429
C2′-C3′ 1.384 1.383 1.377 1.384 1.385
C3′-C4′ 1.407 1.400 1.399 1.408 1.410
C4′-R 1.765 1.496
C3′-R 1.772 1.501
C1′-C6′ 1.426 1.427 1.427 1.425 1.425
C6′-C5′ 1.387 1.387 1.384 1.388 1.387
C5′-C4′ 1.405 1.399 1.408 1.406 1.404
O1-C1-C2 119.2 119.2 119.2 119.2 119.2
C1-C2-C3 123.5 123.5 123.5 123.5 123.4
C1-C2-N 107.1 107.0 106.9 107.1 107.1
C2-N-H 101.3 101.2 101.1 101.4 101.3
C2-N-C1′ 135.9 135.8 135.8 135.8 136.2
C2-C3-C4 122.8 122.6 122.7 122.7 122.8
H-N-C1′ 122.4 122.6 122.8 122.3 122.2
C1′-C2′-C3′ 122.1 122.3 120.5 122.0 122.9
C1′-C6′-C5′ 121.2 121.5 121.1 121.1 120.7
C8a-C1-C2 115.5 115.6 115.6 115.5 115.6
C2-N-C1′-C2′ -179.3 179.2 178.7 -179.8 178.8
O1-C1-C2-N 0.9 -0.9 -0.7 0.9 -0.6
H-N-C2-C1 1.3 -1.1 -1.2 1.1 -0.9
C1-C2-C3-C4 1.0 -1.0 -0.9 1.1 -0.8
C2-C3-C4-C4a -0.3 0.2 0.2 -0.2 0.2
C2-C1-C8a-C8 -179.9 179.9 179.9 -179.9 180.0
C8a-C1-C2-N -178.7 178.7 178.9 -178.7 178.9
C1-C2-N-C1′ -171.2 171.4 172.3 -170.7 173.6
O1-C2-C4-O2 -178.4 178.5 178.6 -178.5 178.8
C2-N-C1′-C6′ 1.5 -1.6 -2.0 1.4 -1.5
O1-H(N) 1.686 1.678 1.673 1.689 1.689

a Bond lengths are reported in Å and angles are given in degrees.

Figure 2. Resonance structures for para-substituted phenyl
substituents. In (a) R2 is the dominating electron acceptor,
whereas in (b) the quinone oxygen O2 dominates.
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improving the grid accuracy. A closer look at the experi-
mental available crystallographic data37,38 revealed that this
rumpling is in fact in agreement with experiments. Similar
deviations from planarity are found in crystallographic data
of other aromatic compounds, too.39 The aromaticity is
usually not substantially effected by these deviations from
planarity.40

Because the nitrogen atom modulates the charge transfer
between the quinone and thepara- or meta-substituted phenyl
ring it is interesting to analyze the bonding in the quinone
ring with respect to the phenyl substituent. Along the series
p-NO2 < p-CF3 < p-Br < H < p-Et < p-Me < p-OMe the
electron-donor capacity of the phenyl substituent increases.
As a result we observe elongation of the N-C1′ bond (from
1.376 Å to 1.387 Å), contraction of the C2-N bond (from
1.356 Å to 1.349 Å), elongation of the C2-C3 bond (from
1.368 Å to 1.375 Å), contraction of the C3-C4 bond (from
1.446 Å to 1.437 Å), and elongation of the C4-O2 bond
(from 1.239 Å to 1.243 Å) in the neutral PANs. These bond
length changes can be explained by the two possible
resonance structures for thepara-substituted PANs depicted
in Figure 2. If the R2 electron acceptor strength is larger
than that of the quinone oxygen, O2, then the weight of
resonance structure (a) in Figure 2 increases. As a result the
N-C1′ bond is contracted due to its double bond character
in the (a) resonance structure. On the other hand, if the
quinone oxygen O2 is the dominant electron acceptor in the
system, then the weight of resonance structure (b) in Figure
2 will be increased. In this situation the C2-N bond is

shortened due to its double bond character in resonance
structure (b).

The other bond length changes are direct consequences
of the preference of one or the other resonance structure in
Figure 2. Besides these changes in the covalent bonds a slight
elongation of the O1‚‚‚H(N) distance is also noticed (Table
1). In the correspondingmeta-substituted compounds a
similar trend can be found in the series m-NO2 > m-CN >
mF > m-Cl > m-Et > m-Me. However, the distortions are
smaller as in thepara-substituted systems because no
equivalent resonance structures can be formulated. In the
anionic systems the same general trend can be observed (see
Table 2). The only exception is in the C3-C4 bond which is
around 1.43 Å long independently from the substitution. In
all cases, going from the neutral to the radical anion to the
dianion (PANf PAN •- f PAN2-) a gradual contraction
of the O1‚‚‚H(N) distance occurs. This is due to the increased
density at the quinone oxygen O1 that strengthen the
hydrogen bridge.

III-B. Vibrational Analysis. In order to characterize the
optimized structures and to simulate the infrared (IR) spectra
a harmonic frequency analysis was performed for selected
molecules using the VWN optimized structures. The results
for the neutral and anionic H, p-CF3, and m-F PAN are listed
in Tables 4 and 5, respectively. Similar results were obtained
for other structures.

As can be seen from Tables 4 and 5 all calculated
frequencies are positive, and, therefore, the optimized
structures are minima on the PES. A closer inspection of

Table 4. Frequencies [cm-1] of Selected Neutral PANs

molecule frequencies (cm-1)

PAN 14.7 48.5 80.8 91.6 121.7 150.7 196.7 211.6 237.6 259.9
293.2 381.1 392.5 405.6 430.4 452.7 457.1 476.5 507.6 550.7
578.7 604.0 654.2 658.7 688.1 708.3 711.4 712.4 728.7 757.5
770.7 797.8 799.5 814.7 842.9 862.0 877.3 891.9 933.1 953.8
963.6 985.3 1006.7 1019.4 1034.1 1037.9 1085.2 1090.7 1121.4 1135.0

1136.4 1162.5 1205.1 1228.6 1247.3 1276.8 1313.4 1337.9 1363.4 1414.8
1430.7 1457.4 1470.5 1490.9 1496.9 1546.2 1616.3 1626.3 1640.5 1648.5
1658.5 1679.3 1710.7 3094.3 3102.4 3105.6 3109.1 3110.1 3117.4 3121.2
3122.6 3143.4 3153.4 3288.3

p-CF3 13.0 29.1 32.0 56.0 67.0 108.2 121.8 145.3 162.8 170.3
205.3 226.0 254.6 290.7 355.4 381.2 383.2 389.6 402.3 405.1
436.6 452.9 471.2 479.1 498.1 556.8 566.6 574.5 605.2 620.7
656.5 663.6 708.5 711.2 715.0 728.4 754.7 760.8 767.0 789.5
797.3 800.0 816.7 837.5 863.6 891.1 937.5 946.0 960.9 983.2

1006.1 1013.7 1037.2 1073.6 1087.9 1104.7 1113.2 1135.4 1139.9 1161.5
1182.6 1207.0 1223.2 1244.5 1278.5 1297.2 1323.5 1336.6 1367.7 1409.5
1431.3 1450.5 1470.8 1491.8 1508.3 1567.9 1616.8 1624.2 1639.2 1654.5
1670.7 1684.1 1712.1 3109.0 3111.6 3117.2 3123.8 3124.9 3130.2 3133.9
3153.2 3171.5 3277.4

m-F 23.5 34.5 81.5 83.9 123.4 152.6 197.0 200.2 211.0 240.3
258.2 279.9 381.8 392.8 409.2 431.3 442.7 452.6 464.1 489.2
512.4 551.7 577.2 596.1 655.6 656.8 664.0 708.7 712.9 716.5
720.3 759.2 763.1 767.5 792.8 797.8 823.8 835.8 849.9 890.5
909.7 949.9 959.9 981.8 1007.1 1018.6 1036.9 1069.6 1088.8 1111.8

1132.4 1143.8 1154.3 1205.8 1237.4 1266.3 1273.8 1309.3 1342.4 1363.8
1417.1 1431.4 1447.9 1472.5 1490.4 1511.8 1552.3 1618.2 1632.5 1639.6
1653.7 1665.5 1680.8 1712.5 3107.6 3113.6 3116.2 3125.2 3130.6 3133.0
3149.4 3156.5 3169.1 3294.6
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these tables reveals that the low frequencies of these systems
are small. The first two vibrational modes of the neutral PAN
(14.7 and 48.5 cm-1) are rotations around the C1-C2-N-
C1′ and C2-N-C1′-C6′ dihedral angles. The following two
frequencies (80.8 and 91.6 cm-1) are deformation modes in
the naphthoquinone moiety that couple with the above-
described two dihedral angles. In the substituted PANs the
situation is very similar. A main difference is the coupling
of the internal rotations of substituent groups, like the CF3,
to the low lying frequencies of the C1-C2-N-C1′ and C2-
N-C1′-C6′ dihedral angles. In the corresponding anionic
systems this coupling is usually reduced.

In Figure 3 the simulated infrared spectrum (IR) of the
PAN molecule is depicted. For the simulation the harmonic
frequencies were broadened by 5 cm-1. Five significant
groups of signals can be distinguished. The finger print bands
(modes 58 and 59 in Table 4; labeled withA in Figure 3)
appear at around 1350 cm-1. At 1546 cm-1 (mode 66 in
Table 4; labeled withB in Figure 3) the in-plane N-H‚‚‚O
deformation band appears. The CdC valence bands (modes
67, 69, 70, and 71 in Table 4; labeled withC in Figure 3)
dominate the IR spectrum of the PAN. The two shoulders
at higher wave numbers (modes 72 and 73 in Table 4; labeled
D in Figure 3) correspond to the two CdO valence bands
(CdO2 at 1680 cm-1 and CdO1 at 1710 cm-1). The N-H
stretch band (mode 84 in Table 4; labeledE in Figure 3)
appears in our simulation at 3288 cm-1. This is in fair

agreement with the experimental observation41 where a sharp
band at 3310 cm-1 was assigned to the N-H stretch
vibration.

III-C. Electronic Structure Analysis. At first glance the
nonplanarity of the neutral PAN derivatives might be
assigned to steric interactions. However, this is contradictory
to our finding that anionic systems are more planar and that
the dianions are almost perfectly planar. Therefore, the
electronic structure should be mainly responsible for these
structural changes. For this reason we investigated theπ
orbital occupation of the unsubstituted PAN. In order to

Table 5. Frequencies [cm-1] of Selected Anionic PANs

molecule frequencies (cm-1)

PAN 24.7 40.7 84.4 101.2 137.1 166.5 199.1 228.6 245.4 255.2
286.5 371.3 387.1 407.4 430.3 459.6 470.4 481.4 497.5 551.5
577.1 606.9 641.0 654.7 672.8 685.3 707.3 714.8 719.4 735.2
765.2 773.7 798.2 817.9 822.6 836.1 848.7 866.8 908.0 919.7
934.8 948.4 1003.1 1016.5 1025.6 1034.4 1074.3 1080.5 1104.2 1122.1

1128.4 1158.0 1190.0 1215.8 1230.7 1279.0 1290.8 1310.7 1381.5 1404.7
1417.8 1453.5 1460.6 1475.0 1491.3 1550.7 1554.2 1569.5 1584.4 1600.7
1634.0 1646.3 1664.6 3077.1 3087.2 3089.2 3090.8 3099.6 3104.0 3111.8
3115.4 3133.2 3139.7 3159.1

p-CF3 11.2 20.8 30.7 59.8 72.9 114.4 135.8 142.4 169.0 173.1
206.6 224.2 252.0 287.9 364.1 373.1 382.9 391.6 398.0 414.4
431.7 459.5 471.6 482.8 495.1 560.6 565.3 568.1 594.0 619.1
640.3 662.7 686.8 708.0 717.0 717.8 739.3 745.8 762.8 770.1
776.1 799.3 834.3 848.3 855.9 883.9 917.3 929.6 938.6 954.4

1007.1 1020.0 1026.6 1050.8 1078.0 1089.4 1095.3 1107.7 1130.1 1147.7
1154.9 1191.8 1211.7 1230.1 1278.6 1288.3 1301.1 1353.1 1392.0 1395.9
1420.6 1456.0 1467.6 1481.7 1501.4 1555.0 1562.4 1571.9 1594.6 1598.1
1639.4 1646.2 1668.5 3081.7 3091.8 3095.0 3102.4 3106.3 3113.8 3116.8
3123.4 3143.7 3174.1

m-F 24.2 33.6 76.8 96.6 141.8 165.6 198.2 207.3 220.9 237.0
260.6 277.2 371.3 394.0 406.8 434.0 442.6 458.7 472.4 497.3
510.5 550.5 581.3 589.3 642.8 652.5 662.3 686.7 690.8 708.9
716.7 740.4 753.2 766.1 768.6 793.8 805.5 836.0 850.6 866.1
894.3 934.9 936.5 949.5 995.6 1015.4 1023.9 1058.7 1078.1 1102.3

1115.3 1136.8 1148.8 1191.8 1230.0 1243.8 1263.8 1288.9 1313.6 1375.2
1406.6 1418.2 1446.7 1461.0 1482.9 1500.5 1553.4 1556.1 1571.3 1589.0
1605.7 1637.5 1645.9 1669.5 3078.9 3090.6 3095.9 3100.6 3107.8 3117.7
3122.9 3134.0 3143.1 3168.6

Figure 3. Simulated IR spectrum for the PAN molecule. A
broadening of 5 cm-1 was applied. See the text for the
discussion of the marked bands.
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simplify the analysis we enforced planarity of the PAN
molecule in these calculations. The occupiedπ orbitals and
the lowest unoccupied molecular orbital (LUMO) are graphi-
cally displayed in Figure 4. This figure shows that the PAN
molecule has ten double occupiedπ orbitals. The highest
occupiedπ orbital represents the second highest occupied
molecular orbital. The LUMO is aπ orbital, too. In the PAN
systems the planar structure distorts and breaks the conjuga-
tion over the whole system. Subsystems with 6 and 14π
electrons are generated, each of them aromatic by itself

according to Hu¨ckel’s rule. The formation of these sub-
systems manifests itself in the C2-N and N-C1′ bond
lengths. In the neutral PAN systems the C2-N bond is always
shorter than the N-C1′ bond. As a consequence resonance
structure (b) in Figure 2 is dominant in all neutral PAN
systems. Formal counting of the electron pairs in this
resonance structure reveals immediately the 6 and 14π
electron subsystems. Such forming of aromatic subsystems
has been observed in polycyclic hydrocarbons, too.42 If the
PAN compound is reduced to form the corresponding

Figure 4. The occupied π orbitals of the PAN molecule in ascending ordering. The LUMO is depicted, too.
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dianionic system, then the two additional electrons occupy
the LUMO π orbital. As can be seen from Figure 4 the
LUMO is mainly located in the naphthoquinone moiety.
Therefore, the two extra electrons are added to this sub-
system. In order to keep it aromatic an electron pair must
be expelled. The electron pair flip from the C2-N to the
N-C1′ bond by going from resonance structure (b) to (a) in
Figure 2 will, therefore, stabilize anionic systems. In fact,
in all dianionic PAN systems the N-C1′ bond is shorter than
the C2-N bond. The increased double bond character of the
N-C1′ bond then forces the molecule to planarity.

In Figure 5 spin density plots for H, m-Me, p-Me, m-NO2,
and p-NO2 PAN anions are depicted. As these plots show
the anionic radical electron is mainly localized in theπ
system of the quinone fragment. The spin density distribution
in this moiety is very similar for all five anions independently
from the substitution pattern. In m-NO2 and p-NO2 PAN
anions a substantial part of the spin density is located at the
nitro group. An interesting detail represents the spin density
distribution in the phenyl group. Usually, spin densities are
found in ortho and para positions of this group. However,
in the m-NO2 and p-NO2 PAN anions this pattern is modified.
Therefore, we can conclude that strong electron acceptor
substituents modify the spin density distribution in the phenyl
ring but not in the naphthoquinone moiety.

III-D. Correlation of Electron Affinities with Half-
Wave Potentials.The vertical and adiabatic electron affini-
ties (VEAs and AEAs) were calculated with the local and
gradient corrected functionals described in the Computational
section. The obtained results for VEAs and AEAs are listed
in Table 6 together with the experimental half-wave poten-

tials. In Table 6 the molecules are ordered according to their
decreasing electron affinities. No qualitative difference
between the VWN and GGA trend is observed. Table 6
shows that the electrochemical results obtained for p-COOH
PAN (-917 mV) and m-COOH PAN (-880 mV) are very

Figure 5. Spin density plots for selected PAN anions.

Table 6. Calculated Vertical and Adiabatic Electron
Affinities [eV] with the VWN and BLYP Functionala

VWN BLYP

molecule vertical adiabatic vertical adiabatic HWP

p-NO2 PAN 2.59 2.73 2.13 2.34 -1067
m-NO2 PAN 2.45 2.56 1.99 2.21 -1104
p-COMe PAN 2.27 2.43 1.81 2.03 -1126
m-CN PAN 2.25 2.41 1.79 2.00 -1133
p-COOH PAN 2.23 2.41 1.78 2.01 -917
p-CF3 PAN 2.19 2.38 1.72 1.99 -1147
m-COOH PAN 2.07 2.25 1.61 1.85 -880
p-Br PAN 2.06 2.23 1.61 1.83 -1176
m-Cl PAN 2.05 2.23 1.59 1.83 -1145
p-Cl PAN 2.03 2.21 1.58 1.81 -1173
m-F PAN 2.01 2.19 1.56 1.80 -1163
H-PAN 1.90 2.07 1.45 1.67 -1209
m-Et PAN 1.87 2.04 1.42 1.64 -1216
m-Me PAN 1.87 2.04 1.42 1.64 -1213
p-Hex PAN 1.86 2.03 1.41 1.63 -1215
p-Bu PAN 1.86 2.03 1.41 1.64 -1217
p-Et PAN 1.86 2.03 1.41 1.63 -1218
p-Me PAN 1.85 2.02 1.40 1.62 -1216
p-OMe PAN 1.80 1.97 1.35 1.57 -1236

a The experimental values of the half-wave potential [mV] are
reported, too.
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different from those of the other PANs. However, the
calculated electron affinities for these two compounds fit very
well into the observed trends. Thus, we conclude that for
these two compounds side reactions like autoprotonation or
dimerization may have occurred under the experimental
conditions.43 This is in accordance with the more complex
cyclic voltammograms observed for these two compounds.
In order to gain more insight into the redox behavior of the
PANs, the experimental HWPs for the first one-electron
transfer (potential range-880 to-1236 mV), corresponding
to the formation of the radical anions, were correlated with
the calculated (gas-phase) electron affinities.

For obvious reasons the p-COOH and m-COOH PANs
were excluded from this correlation. A linear correlation
between the VEAs and the HWPs is obtained, independently
from the theoretical level of calculation. Similar linear
correlations between gas-phase electron affinities and half-
wave potentials measured in acetonitrile have been found
for other quinones, too.44

The correlation coefficient is around 0.98 which indicates
that the one-electron transfers in the cyclic voltammogramm
can be described by the Nernst equation and that the free
energy of the reaction

is proportional to the half-wave potentialE1/2.45 Under this
condition the following relationship between the gas-phase
electron affinity EA(g) and the half-wave potentialE1/2

holds if the solvation energy differences between the neutral
and anionic PAN systems is similar for all compounds and
temperature effects are negligible. This explains the observa-
tion in the literature23 that the solvent has no effect on the
first redox potential of some quinone systems. In Figure 6
the VEAs, calculated at the local level, are plotted against
the experimental HWPs. The COOH substituted systems are

omitted. We notice a group of 6 PAN compounds with alkyl
substituents very close together with low VEAs and high
HWPs. An even lower VEA has the p-OMe substituted PAN.
As expected, the highest electron affinities are found for
strong electron acceptors like p-NO2. All together the
observed trend can be qualitatively explained by the elec-
tronic properties of the substituents.

IV. Conclusions
Density functional theory calculations have been performed
for the 2-[(R-phenyl)amine]-1,4-naphthalenedione (PAN)
molecule and 18 of its derivatives. Neutral, anionic, and
selected dianonic PAN systems were studied with local and
gradient corrected functionals. The theoretical results show
that all neutral compounds are nonplanar. The nonplanarity
of the neutral systems is triggered by the electronic structure
of the compounds. As an example the electronic structure
of the neutral PAN molecule was analyzed in detail. This
system possesses 20π electrons. The distortion from
planarity breaks the conjugation and forms two aromatic
subsystems with 6 and 14π electrons. This result in a
stabilization of the full system. The same effect was observed
for all studied PAN derivatives.

On the other hand, the PAN dianion with 22π electron
cannot be broken down into two aromatic subsystems. As a
consequence the dianions are planar and fully conjugated.
This structural difference between the neutral and dianionic
PAN molecule also shows that steric effects are not the
driving force for the distortion from planarity.

From the theoretical study of the neutral and anionic PAN
molecules a very good linear correlation between the calcu-
lated electron affinity and the experimental half-wave poten-
tial was found. An exception represent the two carbo-acid
substituted compounds (m-COOH PAN and p-COOH PAN).
Our investigation suggests that the measured half-wave poten-
tials of these two compounds are strongly influenced by side
reactions. It was shown that solvation energy differences and

Figure 6. Correlation between the calculated (vertical VWN) electron affinities and the experimental half-wave potentials of the
studied PAN systems.

PAN(sol)+ e-(sol) h PAN•- (sol)

EA(g) ) kE1/2 + C
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temperature effects are negligible for the studied compounds.
Therefore, the linear relationship between the electron
affinities and the half-wave potentials directly reflects the
reversibility of the electron transfer in these systems.
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Abstract: This work presents a study of the structure of neutral and anionic copper cluster

nonamers with density functional theory calculations. The structure optimization and frequency

analysis were performed at the local density approximation (LDA) level of theory with the

exchange correlation functional by Vosko, Wilk, and Nusair (VWN). Improved calculations for

the structure stability were based on the generalized gradient approximation (GGA) where the

exchange correlation functional of Perdew and Wang (PW) was used. For both neutral and

anionic clusters, new isomers are found that are more stable than those already presented in

the literature. Adiabatic and vertical electron affinities are calculated and compared with the

experimental value reported for Cu9. The calculated values are in good agreement with the

available experimental data. An analysis of the most relevant molecular orbitals (MOs) of the

low-lying neutral and anionic copper cluster nonamers is reported, too.

1. Introduction
The study of clusters and metal compounds has become an
increasingly interesting topic in the last years.1-10 This is
due to their role as precursors of bulk material. In this sense
the knowledge of their properties furnishes information how
the transition from an atom or molecule to the solid state
may occur. Due to the experimental and theoretical tech-
niques developed in the last years these systems are now
better characterized. There is a considerable number of
different theoretical and experimental works on copper
clusters. Although it is not the purpose of the present work
to review all of them, we would like to address the reader
to the following literature on copper clusters and references
therein.11-56 Copper clusters with up to 5 atoms were studied
about 10 years ago15 with the density functional program
deMon.57 In the meantime using a new density functional
program58 a systematic study of larger copper clusters was
performed in order to gain insight into the structure growth.
At the same time experiments became available59 which
allow a reasonable comparison between experimental and

theoretical data. In a recent work we developed a structural
concept of copper clusters presenting the structures of small
copper clusters with up to 10 atoms.33 The stability of the
structures was tested by a frequency analysis. Based on these
results, structures of the corresponding cations and anions
were also determined. Further analysis of the clusters
furnished information on their binding energies, ionization
potentials, and electron affinities. Finally, the energies for
the fragmentation of cationic clusters into smaller cationic
clusters and neutral atoms or dimers were presented.33 The
search for stable structures of larger clusters is very difficult
because of the increasing number of possible arrangements
for isomers. In our previous work we used the strategy of
capping of smaller clusters or solid-state fragments in order
to determine the energetic lowest structures for Cu9 and Cu10.
The global minimum for Cu9 was found in aCs symmetry,
and it was derived from the Cu7 bipyramid by double capping
of two adjacent upper triangles. For Cu9

- we found aC2V

structure as global minimum which had no topological
equivalent for the neutral cluster.33 We found that the scaled
electron affinities for copper clusters up to the octamer are
in fair to good agreement with the experimental vertical
detachment energies. However, for Cu9 and Cu10 we found
that the theoretical and experimental values differ by more

† Dedicated to Dennis R. Salahub on the occasion of his 60th
birthday.
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than 0.5 eV. From these results we could not exclude that
lower minima may exist on the anionic potential energy
surface (PES) of these systems. Very recently a new and
very robust algorithm60 for structure optimization was
developed and implemented in the new density functional
code deMon2k.62 It was shown that this algorithm provides
reliable geometrical parameters even for very large systems.60

In this work we present the results of a more extended
investigation of the ground-state structure of Cu9

- and Cu9.
The electron affinity is recalculated considering the new
ground-state structures presented here. The calculated value
of the vertical electron affinity shows now an excellent
agreement with the experimental vertical detachment energy
measured for the copper nonamer. An analysis of the most
relevant molecular orbitals (MOs) of the neutral and anionic
copper nonamer low-lying structures is presented, too.

2. Computational Details

The linear combination of Gaussian-type orbitals Kohn-
Sham density functional theory (LCGTO-KS-DFT) method61

as implemented in the program deMon2k62 was used to carry
out all geometry optimizations and harmonic vibrational
frequency calculations. The exchange-correlation potential
was numerically integrated on an adaptive grid.63 The grid
accuracy was set to 10-5 in all calculations. The Coulomb
energy was calculated by the variational fitting procedure
proposed by Dunlap, Connolly, and Sabin.64,65For the fitting
of the density the auxiliary function set A266 was used in all
calculations. In order to localize different minima on the
potential energy surface (PES) of the neutral and anionic
copper nonamer, the structures of both clusters have been
optimized considering as starting points different initial

Table 1. Point Group (PG), Relative LDA and GGA Energies [kcal/mol], Structure Parameters [Å], and Frequencies [cm-1]
of Neutral Copper Cluster Nonamersa

cluster PG LDA GGA structure parameters frequencies

1) Cu9 Cs 1.95 0.0 r12 ) 2.35 r13 ) 2.37 59 75 83 107 113 121
r14 ) 2.39 r15 ) 2.37 125 128 133 138 155 161
r16 ) 2.39 r17 ) 2.39 184 192 201 203 221 232
r24 ) 2.40 r26 ) 2.40 240 246 270
r29 ) 2.41 r34 ) 2.38
r35 ) 2.48 r37 ) 2.38
r38 ) 2.39 r46 ) 3.12
r48 ) 2.38 r49 ) 2.40
r56 ) 2.38 r58 ) 2.39
r68 ) 2.38 r69 ) 2.40

2) Cu9 Cs 0.0 0.69 r12 ) 2.36 r13 ) 2.36 72 73 80 110 118 122
r14 ) 2.36 r15 ) 2.36 128 129 132 138 140 147
r16 ) 2.41 r17 ) 2.47 165 167 190 200 215 222
r18 ) 2.41 r23 ) 2.49 250 254 283
r27 ) 2.42 r37 ) 2.42
r38 ) 2.42 r45 ) 2.49
r48 ) 2.41 r49 ) 2.42
r56 ) 2.42 r59 ) 2.42
r67 ) 2.40 r69 ) 2.40
r56 ) 2.42 r59 ) 2.42
r78 ) 2.40 r79 ) 2.40

3) Cu9 C2v 3.23 1.61 r12 ) 2.37 r15 ) 2.38 57 62 68 93 98 121
r16 ) 2.41 r19 ) 2.44 122 136 149 152 154 164
r29 ) 2.44 r36 ) 2.40 165 179 185 202 217 250
r56 ) 2.37 r68 ) 2.44 256 256 263

4) Cu9 C3v 7.70 13.12 r12 ) 2.35 r14 ) 2.39 78 84 87 92 92 99
r17 ) 2.43 r18 ) 2.43 106 108 134 136 161 179
r26 ) 2.39 r29 ) 2.43 180 191 195 195 216 242
r35 ) 2.39 r39 ) 2.43 260 269 270
r85 ) 2.37 r89 ) 2.38

5) Cu9 C2v 24.39 23.30 r12 ) 2.49 r15 ) 2.49 69 79 82 107 112 114
r16 ) 2.34 r18 ) 2.34 122 126 145 150 150 153
r38 ) 2.41 r48 ) 2.41 175 180 186 192 222 236
r56 ) 2.41 r78 ) 2.46 253 255 255

6) Cu9 C2v 30.03 26.31 r12 ) 2.48 r13 ) 2.48 52 53 70 98 101 105
r14 ) 2.48 r24 ) 2.36 109 120 131 135 138 170
r26 ) 2.36 r29 ) 2.36 173 188 195 212 226 235
r34 ) 2.36 r35 ) 3.89 238 259 260
r37 ) 2.32 r38 ) 2.48
r48 ) 2.48 r49 ) 2.36

a The cluster structures and atom numbers are given in Figure 1.
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geometries and multiplicities. In order to avoid spin con-
tamination the restricted open shell Kohn-Sham (ROKS)
method was employed. The calculations were performed with
the local density approximation (LDA) using the exchange-
correlation contributions proposed by Vosko, Wilk, and
Nusair67 and employing all-electron basis sets.66 The same
functional was used for the frequency analysis. We already
showed that LDA studies on copper clusters with the
double-ú plus valence polarization (DZVP) basis set and the

A2 auxiliary function set66 give reliable geometries in
structure optimizations.15,32,33Single point energies were then
calculated at the optimized structures using the same basis
and auxiliary function set with the exchange-correlation
functional of Perdew and Wang (PW).68,69 A quasi-Newton
method in internal redundant coordinates with analytic energy
gradients was used for the structure optimization.60 The
convergence was based on the Cartesian gradient and
displacement vectors with a threshold of 10-4 and 10-3 au,

Table 2. Point Group (PG), Relative LDA and GGA Energies [kcal/mol], Structure Parameters [Å], and Frequencies [cm-1]
of Anionic Copper Cluster Nonamersa

cluster PG LDA GGA structure parameters frequencies

1) Cu9
- Cs 0.0 0.0 r12 ) 2.41 r13 ) 2.37 62 76 80 102 103 113

r14 ) 2.43 r15 ) 2.37 116 117 121 139 155 168
r16 ) 2.43 r17 ) 2.50 179 193 193 201 227 239
r24 ) 2.33 r26 ) 2.33 243 247 257
r29 ) 2.46 r34 ) 2.36
r35 ) 2.41 r37 ) 2.39
r38 ) 2.45 r46 ) 2.90
r48 ) 2.33 r49 ) 2.42
r56 ) 2.36 r58 ) 2.45
r68 ) 2.33 r69 ) 2.42

2) Cu9
- C2v 3.00 0.11 r12 ) 2.40 r13 ) 2.41 15 67 91 93 110 110

r14 ) 2.36 r24 ) 2.40 123 127 127 131 154 160
r26 ) 2.40 r29 ) 2.37 189 192 201 208 226 230
r34 ) 2.39 r35 ) 2.39 240 245 256
r37 ) 2.36 r38 ) 2.42
r48 ) 2.36 r49 ) 2.41

3) Cu9
- C2 4.00 2.07 r12 ) 2.50 r14 ) 2.38 52 61 77 96 110 117

r18 ) 2.33 r23 ) 2.38 121 126 127 135 145 172
r27 ) 2.39 r29 ) 2.36 173 176 193 202 224 232
r34 ) 2.50 r35 ) 2.43 249 257 257
r54 ) 2.36 r89 ) 2.45

4) Cu9
- Cs 2.53 2.55 r12 ) 2.35 r14 ) 2.55 53 70 80 86 110 121

r15 ) 2.35 r18 ) 2.48 123 132 134 140 150 152
r56 ) 2.39 r67 ) 2.43 169 184 192 201 213 246
r67 ) 2.43 r68 ) 2.36 250 253 263

5) Cu9
- Cs 10.84 11.30 r12 ) 2.41 r13 ) 2.41 65 76 82 82 112 121

r14 ) 2.41 r15 ) 2.41 129 130 132 139 140 144
r48 ) 2.39 r71 ) 2.48 159 168 191 194 220 224
r72 ) 2.40 r68 ) 2.40 246 247 254

6) Cu9
- Cs 11.54 13.37 r12 ) 2.46 r13 ) 2.46 74 78 83 115 117 118

r14 ) 2.46 r15 ) 2.46 120 131 137 143 150 153
r48 ) 2.42 r71 ) 2.57 176 186 192 196 218 234
r72 ) 2.39 r68 ) 2.42 242 245 247

7) Cu9
- C3v 19.14 15.68 r12 ) 2.33 r13 ) 2.33 54 55 83 94 94 98

r14 ) 2.46 r24 ) 2.46 102 102 133 133 148 161
r35 ) 2.46 r36 ) 2.46 182 182 197 198 217 252
r38 ) 2.43 r39 ) 2.43 252 253 271
r81 ) 2.43 r92 ) 2.43

8) Cu9
- C2v 18.44 17.52 r12 ) 2.43 r13 ) 2.47 42 51 76 100 101 102

r14 ) 2.47 r24 ) 2.34 107 110 121 143 143 163
r29 ) 2.50 r37 ) 2.31 172 182 208 210 228 235
r38 ) 2.47 r46 ) 3.34 237 242 254
r56 ) 2.35 r57 ) 2.31

9) Cu9
- Cs 19.83 17.99 r12 ) 2.37 r13 ) 2.39 22 67 92 99 101 115

r14 ) 2.43 r24 ) 2.40 125 126 132 139 141 154
r29 ) 2.40 r37 ) 2.36 177 185 203 207 209 228
r38 ) 2.41 r94 ) 2.38 229 238 259
r96 ) 2.38 r98 ) 2.40

a The cluster structures and atom numbers are given in Figure 2.
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respectively. A vibrational analysis was performed in order
to discriminate between minima and transition states. The
second derivatives were calculated by numerical differentia-
tion (two-point finite difference) of the analytic energy
gradients using a displacement of 0.001 au from the
optimized geometry for all 3N coordinates. The harmonic
frequencies were obtained by diagonalizing the mass-
weighted Cartesian force constant matrix.

3. Results and Discussion
The optimized structure parameters (in Å), relative energies
(in kcal/mol), and vibrational frequencies (in cm-1) of the
ground-state structure and low-lying minima of neutral and
anionic copper nonamers are listed in Tables 1 and 2,
respectively. The corresponding cluster structures are de-
picted in Figures 1 and 2, respectively. In these figures the
spin multiplicities for each structure are indicated, too. For
Cu9 and Cu9- we investigated several initial structures

including the one obtained by capping of the Cu8 ground-
state structure reported in our previous work,33 the ones
derived from the Cu7 bipyramid by double capping of two
adjacent upper triangles and by double capping of adjacent
upper and lower triangles, and aC3V isomer obtained by
relaxation of a crystal fragment. For the neutral Cu9 cluster
the multiplicities 2, 4, and 6 are studied for all investigated
isomers, whereas for the charged Cu9

- cluster the multiplici-
ties 1, 3, and 5 are considered. In the case of the neutral
copper nonamer six minima structures are found (Figure 1).
For Cu9, aCs structure in multiplicity 2 (structure 1 of Figure
1) is found as ground state. This structure results from the
capping of the ground-state Cu8 structure reported in ref 33.
To the best of our knowledge this structure has never been
reported so far in the literature. At the PW86/DZVP/A2 level
of theory the next isomer is only 0.69 kcal/mol above this
ground state. It is a doublet withCs symmetry that can be
obtained from the Cu7 bipyramid by the double capping of

Figure 1. Structures and multiplicities of the neutral copper cluster nonamers.
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two adjacent upper triangles (structure 2 of Figure 1). This
structure was proposed as the global minimum in our
previous work.33 A C2V isomer on the doublet potential energy
surface (PES) obtained from the Cu7 bipyramid by the double
capping of adjacent upper and lower triangles follows 1.61
kcal/mol (structure 3 of Figure 1) above the ground-stateCs

structure. The relaxation of a crystal fragment results in a
C3V low-lying isomer on the doublet PES (structure 4 of
Figure 1), 13.12 kcal/mol above the ground-state structure.
The average bond distance of this isomer is still considerably
shorter than the copper bulk distance of 2.56 Å. The minima
found on the quartet PES are lying much higher in energy
as can be seen from Table 1.

Similar to the neutral copper nonamer, we found as a
ground-state structure for the anionic copper nonamer the
isomer obtained by single capping of the ground-state Cu8

structure in lower multiplicity (structure 1 of Figure 2).
Again, we notice that, as in the case of the neutral Cu9 cluster,

this structure has never been reported in the literature as a
possible ground-state structure for this system. A singlet
minimum inCs symmetry obtained from the Cu7 bipyramid
by double capping of two adjacent upper triangles (structure
2 of Figure 2) lies only 0.11 kcal/mol above the ground state
(see Table 2). This minimum was reported as the ground-
state structure for Cu9- in our previous work.33 Seven other
different local minima are found above the ground state
within an energy range of less than 20.00 kcal/mol (see Table
2 and Figure 2). This result shows the variety of energetically
low-lying isomers on the PES for this kind of clusters.

Higher spin neutral and anionic copper nonamer structures
are not reported, because these structures are much higher
in energy as the ones reported in Figure 1 and 2. Tables 1
and 2 show that the order of several Cu9 and Cu9- isomers
exchanges if the local density approximation is used.
Therefore, the GGA corrections are very important for the

Figure 2. Structures and multiplicities of the anionic copper cluster nonamers.
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correct prediction of the global minimum and for the relative
stability order of these systems.

In order to characterize the optimized structures of the
neutral and anionic copper clusters and to give clues for
further desirable experimental investigations, the harmonic
vibrational frequencies have been calculated. The calculated
harmonic frequencies for all minima are listed in Tables 1
and 2, respectively. From the assigned ground-state structures
of Cu9 and Cu9- the adiabatic and vertical electron affinities
are calculated. The obtained results are compared with the
available experimental data70 and are presented in Table 3.
Scaled values are also obtained using a scaling factor of 0.831
that results from the adjustment of the atomic electron affinity
as described in ref 33. As Table 3 shows, the obtained new
results for the electron affinity are in good to fair agreement
with the reported experimental value. This result indicates
that here the newly reported ground-state structures for the
neutral and anionic copper nonamer are the ones most likely
observed in the vertical detachment experiments. Because
of the very small energy separation to the previously assigned
ground states in ref 33 the reported binding energies are
almost not effected. Experimental investigations which
provide vibrational resolved photoelectron spectra for small
copper clusters would be highly desirable in order to give a
final answer concerning the ground-state structure of these
systems.

The shell model of metal clusters is based on fully
delocalized molecular orbitals for the cluster electrons.71-75

Investigations have shown that clusters with 2, 8, or 18
electrons have special properties, like a high stability
independent of the kind of metal. These so-called magic
numbers are directly related to the cluster growth and the
electronic structure. In the shell model the valence electrons
of the cluster are placed in shells ofs, p, andd character of
the overall system like in the particle-in-a-box model. In this
context clusters of metal atoms with only one valence
electron in ansorbital are of particular interest, because their
structure can be ascribed to the influence of these valence
electrons.

With the intention of clarifying whether the molecular
orbitals furnish information on the nonamer copper cluster
structures the most relevant molecular orbitals (MOs) for
the two low-lying structures of Cu9 and Cu9- are calculated.
The resulting MOs are depicted in Figures 3 and 4,
respectively. As Figures 3 and 4 show the lower MOs for
the neutral and anionic ground-state structures show a local
bonding or antibonding situation of the 3d orbitals of the
individual copper atoms. In contrast, the MOs closed to the
highest occupied (HOMO) and lowest unoccupied (LUMO)
molecular orbital gap possess shapes according to the shell
model (see Figures 3 and 4) and mainly formed by the 4s
valence electrons.71-75 The HOMO is of dz2 type for both

the neutral and anionic, ground-state structures, as Figures
3 and 4 show. The HOMO of the first low-lying neutral
structure (structure 2 of Figures 1 and 3) is a d-type orbital
similar to the one found in a previous theoretical work.76 A
more detailed analysis reveals that the mixing between the
3d and 4s atomic orbitals is slightly larger in the anionic
clusters.

4. Conclusions
In this work we have reported LCGTO-DFT local and GGA
first principle all-electron calculations for the structural and
spectroscopic properties of neutral and anionic copper
nonamers. Several topological structures on different PES

Table 3. Adiabatic and Vertical Electron Affinities (EA) of
the Anionic Copper Cluster Nonamer at the LDA Levela

adiabatic vertical

cluster EA scaled EA EA scaled EA exp.b

Cu9
- 2.58 2.14 2.67 2.22 2.40 ( 0.05b

a All values are in eV. b Vertical detachment energy.

Figure 3. Selected molecular orbitals of the ground-state and
first low-lying structure of the neutral copper cluster nonamer.

Figure 4. Selected molecular orbitals of the ground-state and
first low-lying structure of the anionic copper cluster nonamer.
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were investigated for the neutral cluster as well as for the
ionic system. We believe that this work represents the most
extended study ever reported for the neutral and the anionic
copper nonamer cluster. New ground-state structures have
been found for both neutral and anionic systems. All found
minima were characterized by a vibrational analysis in order
to guide future experiments, which we hope will be
forthcoming. The inclusion of gradient corrections is im-
portant for the relative stability energy of different low-lying
isomers. Adiabatic and vertical electron affinity have been
reported. The obtained results are in good agreement with
the available experimental data. This indicates that the newly
suggested ground-state structures for Cu9 and Cu9- are most
likely the ones observed in the vertical detachment experi-
ments. Experimental vibrational resolved photoelectron
spectra would be very important in order to assign unequivo-
cally the ground-state structures of these systems. The
analysis of the MOs shows that the orbitals at the HOMO-
LUMO gap possesses shapes according to the shell model.
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Abstract: The aim of the present theoretical study is to examine the dioxygen activation process

occurring at the metalloporphyrin complexes as the first step of the selective oxidation of

hydrocarbons, with the stress put on how this may be affected by the type of the central metal.

In order to do so, the properties of the porphyrin complexes of Mn, Mo, and Co are discussed

by means of quantum chemical calculations within Density Functional Theory (DFT). As a first

step, the dioxygen binding by the above-mentioned systems is considered, followed by the study

of the interactions of one and two hydrogen atoms with different types of the adsorbed O2

molecule onto the porphyrin complex. Finally, the stability of the formed oxo species is discussed.

1. Introduction
Molecular oxygen is a stable paramagnetic molecule with
two unpaired electrons; therefore, its reactions with organic
substrates, that are usually diamagnetic, are spin-forbidden.
Consequently, there is an interest to activate dioxygen so
that the oxidation reaction is possible. Among numerous
possibilities, the activation of the molecular oxygen may be
caused by bonding it to the appropriate center, which usually
is a transition-metal atom, e.g., in a coordination compound.
Within the last years one of the most popular complexes
used to activate the dioxygen molecule became metallopor-
phyrins. In this class of compounds, a metal ion is equato-
rially coordinated by the porphyrinato ligand, which may
be substituted by different groups (see Figure 1).

The interest in metalloporphyrins is due to the presence
of their analogues in different proteins where they serve as
dioxygen binding sites as well as active centers of numerous
enzymes responsible for bio-oxidation. Their ability to
maintain oxidation of organic molecules is the origin of
metalloporphyrin-based catalysts for hydrocarbons oxidation
in mild conditions.1 One of the most important advantages
of the metalloporphyrins is the possibility of changing their
geometric and, at the same time, electronic structure in order

to tune their catalytic properties. This is usually done by
modulating the character of the porphyrinato ligand substit-
uents (from electron-donating to electron-withdrawing), by
changing the central metal ion (its type and oxidation state),
or, finally, by modifying the axial ligand that is bound in
the trans position with respect to the dioxygen binding site.
Such a dependence may be rationalized in the following way.
The catalytic oxidation by porphyrins with dioxygen com-
prises binding of the O2 molecule to the metal center. The
metal-bound dioxygen species may form different geometric
structures (side-on and end-on) and may be transformed into
other reactive species (hydroperoxo and oxo)ssee Figure
2. The possibility of the existence of different forms of so-

† Dedicated to Professor Dennis R. Salahub on the occasion of
his 60th birthday.

* Corresponding author phone:+48-12-6395101; fax:+48-12-
4251923; e-mail: ncwitko@cyf-kr.edu.pl.

Figure 1. The geometric structure of metalloporphyrins.

914 J. Chem. Theory Comput.2007,3, 914-920

10.1021/ct600365g CCC: $37.00 © 2007 American Chemical Society
Published on Web 04/04/2007



called “active oxygen species” as well as their electronic
properties and, what follows, their reactivity depend on the
character of bonding defined by the type of the central metal
as well as on the type of the surrounding ligands. That is
why the influence of the metal center on the dioxygen
binding appears to be of primary importance.

In order to study the influence of the metal type on the
dioxygen activation process the porphyrin complexes of Mn,
Co, and Mo are chosen. The selection of these metals results
from the fact that their compounds fall into three distinct
classes while regarding their catalytic behavior.

On the one hand, the manganese porphyrins are known
as moieties that mimic the processes known for the cyto-
chrome P450, which is the cycle of binding and activation
of the molecular oxygen, the subsequent process being
hydrogen adsorption, and finally the formation of the reactive
oxo-complex. The above-mentioned processes are postulated
for the manganese-based porphyrin catalysts based on
electrochemical experiments; however, instead of the single
hydrogen atom binding subsequent proton and electron
addition processes were postulated:2

Consequently, a variety of different forms (dioxygen,
hydroperoxo, and oxo complexes) may be formed. As
catalysts, they are very active in epoxidation and hydroxy-
lation of hydrocarbons under mild conditions.1

On the other hand, the experimental evidence suggests that
the cobalt porphyrins do not form the oxo species, and thus
their catalytic activity is attributed mainly to the dioxygen-
bound forms of these complexes as well as to their hydro-
peroxo derivatives.1 The dioxygen derivatives of these
compounds are formed during the catalytic oxidation of
hydrocarbons with dioxygen as the oxidant, whereas the
presence of hydroperoxo forms of cobalt porphyrins is
claimed during the oxidation reactions with either hydrogen
peroxide (H2O2) or hydroperoxides (ROOH) as oxidants.
Similarly to the manganese porphyrins, the cobalt porphyrins
are successfully applied for oxidation of hydrocarbons.1

Finally, the molybdenum porphyrins are known due to
their catalytic and photochemical behavior.3 The experimental
evidence clearly indicates that molybdenum may coordinate
all considered “reactive oxygen species” (i.e., dioxygen,
hydroperoxide ligand, and oxo group).1,4,5 In addition, in the
coordination compounds, the molybdenum ions are known
as being able to form multiple oxygen groups.7 The
molybdenum complexes are used as stereoselective catalysts
for epoxidation of olefins,7,8 but the nature of oxidizing
species is not clearly established. In particular, the require-
ment of the olefin activation through its coordination to the

metal center prior to the oxygen transfer step is still a matter
of controversy.

Up to our knowledge, the theoretical studies of the
dioxygen activation processes on metalloporphyrins are
limited mostly to the modeling of reactions occurring on the
iron porphyrin, especially on the iron heme (see e.g., refs 9
and10 and references therein). This is due to the fact that
this process is observed in the cytochrome P450, as
mentioned above, and is of great physiological importance.
The similar studies for manganese, cobalt, and molybdenum
porphyrins are not known. Regarding the geometry and
electronic structure of the complexes which may be formed
during this process, very little data have been published so
far. The literature provides one with the theoretical study of
the six-coordinate dioxygen complex of cobalt porphyrin with
imidazole as the axial ligand.11 According to this study, the
oxygen molecule is bound end-on to the metal center.
Moreover, the electronic structure of the five-coordinate
manganese porphyrin adduct with the O2 species is also
known,12 but the studies were performed for manganese(II)
and not for manganese(III) as in the present study. For that
complex, the end-on structure is more stable than the side-
on one. Finally, selected examples of the oxomanganese
poprhyrin complexes were already the subject of the
theoretical studies. Most of them consider the six-coordinate
complexes.13-15 Very recently, the five-coordinate [MnPO]+

system has been characterized with the DFT-UB3LYP/BSI
method,16 but its spin state (triplet) was not correctly
predicted as compared with the experiment (singlet).

Taking into account all data published so far, our study
would be the first not only to model the process of dioxygen
activation via subsequent two hydrogen atoms adsorption but
also to present the structure and properties of the formed
five-coordinate Mn, Co, and Mo porphyrin complexes with
the studied ligands.

Therefore, the interest of the present studies is focused
on the behavior of Mn, Co, and Mo compounds in dioxygen
binding and activation processes in order to examine which
parameters of the metal ions are responsible for their catalytic
activity. Moreover, the aim is to check the ability of the
studied porphyrins to activate the molecular oxygen via
hydrogen binding.

2. Methods
Model. As a geometrical model taken into theoretical
simulations, the MP complex (where M) Co, Mn, Mo, and
P ) porphyrinato ligand) is chosen where all peripheral
substituents of the macrocyclic ring are replaced by hydrogen
atoms (see Figure 3). Such a choice assures that the examined
effect is purely due to the chemical character of the central
metal ion, which is chosen on its typical (for coordination
compounds) formal valence state, i.e., Co2+, Mn3+, Mo4+.
As a result, the studied MP complex is differently charged

Figure 2. Selected catalytically active forms of oxygen: (a)
side-on, (b) end-on, (c) hydroperoxo, and (d) oxo.

Mn(III) + O2 + 2e+ 2H+ f Mn(V)O + H2O

Figure 3. Model of the porphyrin molecule.
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depending on the system, and total charges are equal to 0,
1, and 2 for CoP, MnP, and MoP, respectively.

Computational Method. The calculations are performed
by means of ab initio quantum chemical Density Functional
Theory method within GGA-RPBE functional,l7,18 as imple-
mented in StoBe computer code.19 In this approach, the
Kohn-Sham orbitals are described by extended all-electron
basis sets of contracted Gaussians.20 All electron basis sets
of DZVP quality are applied for all atoms, except for Mo
atom, where the model core potential is used.21

The energy self-consistency convergence criteria is 10-6

au, whereas the energy gradient convergence for the geom-
etry optimization is 10-4 au.

The studied systems are discussed in terms of electronic
(Mayer bond indices,22 Mulliken charges23) and geometric
(bond lengths, and valence angels) parameters. In addition,
each system is characterized by binding energies of the
studied oxygen species.

Since the preliminary calculations show that the relaxation
of the porphyrin ring is negligible upon binding of a small
ligand O2 (maximum displacement of atoms is ca. 0.03 Å),
in the present calculations the optimization comprises only
the metal ion and the adsorbed species.

In each case the calculations are performed for different
spin states, which are possible for a given system to occur.
Nevertheless, in this paper it is decided to include only the
results for the systems of the multiplicities that are character-
ized by the lowest total energies.

3. Results and Discussion
The discussion of the results is organized as follows. First,
the calculations of the four-coordinate porphyrin complexes
of Co, Mn, and Mo are presented. Second, the dioxygen
binding process by the above-mentioned systems is consid-
ered. The analysis of the O2 binding energies allowed one
to define the preference of each of the metalloporphyrins to
form either end-on or side-on structures. Next, the interaction
of the atomic hydrogen with the O2 molecule bound to the
porphyrin complex is taken into account and followed by
the investigations of the bonding of second hydrogen atom
leading to the formation of the hydroperoxo and oxo species,
respectively. Finally, the properties of the different (Co)O,
Mn)O, Mo)O) oxo species are discussed.

The Four-Coordinate MP Complexes.Table 1 collects
electronic parameters of all studied four-coordinate MP
complexes. The ground-state of both MnP and MoP com-
plexes is found to be high-spin (multiplicity equal to 5),
whereas the CoP complex is low-spin (multiplicity equal
to 2).

In the studied complexes the metal ions always lie in the
plane of the macrocyclic ligand. The interesting point,

however, is that in the case of the lower-spin molybdenum
systems, the Mo position is significantly out of plane. The
displacement of the Mo ion is calculated to be 0.49 Å and
0.28 Å for the systems of multiplicities equal to 1 and 3,
respectively.

The bond order indices show that the covalent character
of metal-nitrogen bond slightly changes in order Co-N >
Mn-N > Mo-N, nevertheless the differences are almost
negligible (the largest is 0.08 per M-N bond).

In agreement with chemical intuition, in the studied four-
coordinate complexes the charge on the metal sites scales
with their formal valence state (Co2+, Mn3+, Mo4+). The Co
ion exposes the smallest positive charge (+0.56), larger
quantifies the Mn atom (+1.00), whereas the largest (+1.23)
charge characterizes the Mo site. Since the charge ac-
cumulated on the central metal may be the measure of the
electrophilicity of an active center of a catalyst, the performed
calculations suggest that the cobalt porphyrin would be
characterized by the least electrophilic center, while molyb-
denum porphyrin would possess the most electrophilic one
among the studied complexes.

Dioxygen Binding. As mentioned before, dioxygen may
be bound to the metal center forming either end-on or side-
on complexes. In order to investigate the structure of metal-
dioxygen bond in the studied compounds the geometry
optimization is performed taking as a starting point two
distinct geometries: side-on and end-on. The possibility of
the existence of each of these structures and, further, its
stability may be deduced form the binding energy of the O2

molecule to the MP complex. This is calculated as a
difference between the total energy of the MP-O2 complex
and a sum of the total energies of the MP and O2 fragments:

Table 2 summarizes the binding energies and clearly shows
the differences among the studied systems. The cobalt
porphyrin would only form the end-on type complex; the
negative dioxygen binding energy indicates the thermody-
namically stable bond. The formation of the thermodynami-
cally unstable, side-on form of the CoPO2 system would cost
as much as 1.56 eV. The manganese porphyrin, in contrast,
would bind dioxygen exclusively in the side-on type of
geometry. These predictions are in line with the experimental
evidence for the end-on CoPO2 and side-on MnPO2 geom-
etries.24,25 It is worth mentioning that the formation of the
end-on form of the manganese complex (thermodynamically
unstable) would be less energetically demanding (EB(O2) )
0.30 eV) than the formation of the side-on derivative of the
cobalt porphyrin (neither thermodynamically stable,EB(O2)
) 1.56 eV). Finally, the negative binding energies of O2 in
the side-on and end-on complexes of the molybdenum
porphyrin indicate that both these forms of the Mo-O2 group

Table 1. Electronic Parameters (Charges Q and Sum of
Bond Orders) of the Initial MP Complexes (M ) Co, Mn,
Mo)

MP
CoP

MULT 2
MnP

MULT 5
MoP

MULT 5

Q(M) 0.56 1.00 1.23
bond orders ΣM-N 2.72 2.64 2.40

Table 2. Binding Energies of the O2 Molecule at the MP
Complexes (M ) Co, Mn, Mo)

EB(O2) [eV] CoP MnP MoP

side-on 1.56 -0.08 -2.55
end-on -0.28 0.30 -1.84

EB(O2) ) E(MP-O2) - [E(MP) + E(O2)]
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may exist; however, the formation of the side-on complex
is favored by 0.71 eV over the end-on form.

The comparison of the resulting energies of the M-O2

bonds indicates that the bond with the manganese ion is the
weakest among the studied metal-dioxygen ones. The
molybdenum porphyrin, irrespective of the geometry of the
M-O2 group, binds dioxygen the strongest.

In the following, only the systems characterized by the
lowest total energies will be characterized. These are end-
on CoP-O2, side-on MnP-O2, and side-on MoP-O2 whose
parameters (bond lengths and bond order indices) of the
newly formed bonds are presented in Figure 4.

The analysis of the resulting dioxygen complexes reveals
that only in the case of the molybdenum porphyrin the
binding of the O2 molecule results in a movement of the
Mo ion up out of plane (the Mo displacement is ca. 0.50
Å). The in-plane positions of both, manganese and cobalt
ions, are intact upon the dioxygen binding. In each studied
complex the O2 binding leads to the formation of the single
metal-oxygen bonds (with bond lengths ca. 1.80 Å), what
may be also seen from the M-O bond order (ca. 1.00). In
case of both side-on complexes, one notices that the M-O
bonds are symmetric, i.e., both have the same length and
strength (see Figure 4).

In all cases, the binding of the O2 molecule to the
investigated metalloporphyrins results in the elongation of
the O-O bonds (1.22 Å in the isolated molecule). The effect,
relatively small for the cobalt porphyrin (elongation by 0.04
Å), is more pronounced in the side-on Mn and Mo
complexes, where the bond lengths expand by 0.11 Å and
0.20 Å, respectively. Together with the elongation of the
O-O bonds, their weakening is observed, which is reflected
by the decrease of the respective bond orders as compared
to the isolated O2 molecule (B.O.) 1.87). These are in line
with the trend observed for the elongation of the O-O bonds
in the studied compounds; the weakening of this bond is the
smallest (∆B.O. ) 0.48) in the cobalt porphyrin, larger in
the manganese complex (∆B.O. ) 0.76), and the largest in
the molybdenum porphyrin (∆B.O. ) 0.93).

The O2 binding leads to the rearrangements of the electrons
in the studied complexes, which may be quantified by the
changes of the charges accumulated on the fragments of the
molecules. Table 3 collects the Mulliken charges of the metal
and the adsorbed oxygen atoms of the MP-O2 complexes.
The analysis of the charge redistribution after the dioxygen
binding allows for finding a number of common points in
the studied systems.

First, the binding of the oxygen molecule at the porphyrins
induces the electron transfer onto the oxygen species. The
bound oxygen molecule becomes negatively charged, thus
nucleophilic. It has the highest nucleophilic character while

bound to the molybdenum complex (q(O2) ) -0.34), smaller
in the manganese porphyrin (q(O2) ) -0.24), and the
smallest in the cobalt complex (q(O2) ) -0.14). It is worth
noticing that in the latter case almost the whole negative
charge acquired by dioxygen is localized on the outer oxygen
atom (Ob).

Second, the analysis of the charge transfers induced by
the dioxygen adsorption reveals the important role of the
porphyrinato ligand as a source of the electrons in the studied
systems. In the case of the Co and Mn compounds the
electrons from the porphyrin ring are distributed over the
adsorbed oxygen molecule and the metal ions, which leads
to the reduction of the metal centers. The largest transfer
from the porphyrin ring (0.55e) is observed for the Mn
complex, where 0.31e goes to the manganese ion and 0.24e
to the adsorbed oxygen molecule. The formation of the end-
on species at the Co porphyrin causes the transfer of 0.16e
from the porphyrinato ligand onto the cobalt ion and 0.14e
onto the oxygen species. The formation of the side-on oxygen
species at the Mo porphyrin engages 0.23e from the
porphyrin ring and 0.11e from the molybdenum ion, which
are directed onto the oxygen molecule.

Finally, spin density analysis performed for the studied
systems reveals that the Mn and Mo complexes form the
paramagnetic structures with two unpaired electrons located
mostly on the metal ions (spin density 2.51 and 1.97,
respectively) and partially on the oxygen atoms (each of them
is characterized by the spin density equals 0.19 in the case
of the Mn porphyrin and 0.17 in the case of the Mo complex).
The cobalt porphyrin forms the complex with one unpaired
electron located mainly on the dioxygen ligand (spin density
0.99).

While comparing the results of our studies on the dioxy-
gen-bound structures a question arises about parameters of
the metal ions which determine their distant behavior in the
reaction with dioxygen. The answer to this question is not
clear. In this study three different metal ions are studied,
each of them being on a different oxidation state (and thus
having different charge) but possessing the same coordination
environment. It seems that these are the coordination
properties of the metal itself that have the largest effect on
the coordination mode of the molecular oxygen. For instance,
the molybdenum ion, which prefers higher coordination
numbers, binds O2 preferentially as the side-on group,
because this way of binding allows it to form a six-coordinate
complex rather than a five-coordinate one. This supposition
is based on our experience as well as on the experimental
evidence8-10 which suggests that the Mo ion, irrespective
of its oxidation state, prefers the formation of the side-on
complexes with the O2 ligand.

Binding of the First Hydrogen Atom. As the next step,
the interaction of the hydrogen atom with the molecular
oxygen bound to the investigated porphyrin complexes is
discussed. Table 4 and Figure 5 summarize the calculated
energetic, electronic, and geometric parameters for the
studied systems.

The energies of H binding show that the hydrogen atom
becomes stabilized on the oxygen species bound to the
porphyrin complex independent of the type of the metal

Figure 4. Bond lengths in [Å] and Mayer bond orders indices
(in parentheses) for the bound O2 molecule at the MP system
(M ) Co, Mn, Mo).
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center (Co, Mn, Mo) and of the geometry of oxygen (side-
on, end-on). The energies of the hydrogen binding are similar
for the Co and Mn complexes (-2.78 eV and-2.76 eV,
respectively) and are higher than for the Mo porphyrin
(-2.37 eV).

In the studied porphyrins, the hydrogen atom forms the
hydroperoxo group bound to the metal site. The stability of
the formed OOH species may be indicated by its binding
energy, calculated as a difference between the total energy
of the MP-OOH complex and a sum of the total energies
of MP and OOH fragments:

The obtained data show that the OOH fragment is
stabilized in all studied systems. It is thus thermodynamically
not favored to transfer this group to a reactant. In addition,
it should be noted that whereas the OOH binding energies
are comparable for cobalt and manganese complexes (-0.93
eV and-0.71 eV, respectively), its value is quite high in
the case of the molybdenum system (-2.79 eV).

One may also consider the binding of the hydrogen atom
as a formation of the OH group bound to the oxo site (M)O).
In this respect, the obtained Ob-H bond lengths of 1.00 Å
and bond orders of ca. 0.7 are typical for the OH groups.
The OH fragments are slightly positively charged, and the
charges on OH groups are almost identical in all three
systems (ca. 0.15). The stability of the formed OH groups
is judged from the OH binding energy calculated according
to the formula:

Computed in this way, the OH binding energy is the largest
for the CoP porphyrin (-2.19 eV) and smaller for the MnP
system (-0.56 eV). In the MoP moiety this is characterized
by the positive value (0.51) that suggests the metastable bond.

The changes in geometries induced by the binding of the
first hydrogen atom may be described as follows. In the side-
on structures (the Mn and Mo systems) the binding of H
leads to the breaking of one of the metal-oxygen bonds
(between the metal and the Ob atom). Now, only one oxygen
atom is connected with the metal center. In the studied
systems the OH groups remain bonded with the complexes
by the O-O bond, rather than the metal-OH bond. In all
structures the metal-OH bond length is equal to 2.7 Å and
the bond order amounts to 0.2, whereas the O-OH bonds
are characterized by bond orders ca. 0.95 and bond lengths
close to 1.4 Å.

The bond between the metal and the second oxygen atom
(Oa - not directly connected with hydrogen) does not change
significantly in the case of the Co and Mo porphyrins with
comparison to the initial structures (see Figures 4 and 5).
These are still the single metal-oxygen bonds, characterized
by bond orders close to 1. In the case of the manganese
system, the formation of the OH group leads to the shortening
(from 1.80 Å to 1.67 Å) and the strengthening (the bond
orders change from 1.00 to 1.20) of the metal-second
oxygen bond. The metal-oxygen bond acquires slowly the
character of a double bond.

Moreover, the adsorption of hydrogen leads to the further
elongation and weakening of the O-O bonds in the Co and
Mn porphyrins. The O-O distance increases to ca. 1.40 Å,
and the bond orders decrease to ca. 0.95. Only in the case
of the Mo system the O-O bond parameters almost do not
change after the hydrogen adsorption. The bond length and
Mayer bond order indices for MoP system are comparable
with their values before adsorption (see Figures 4 and 5).

The delivery of the hydrogen atom results in the oxidation
of the metal ions; the largest effect is seen for the Mo
porphyrin, where the charge on the metal ion changes from
1.34 before to 1.40 after the hydrogen binding. In the case
of the Co and Mn porphyrins, the charge on Co and Mn
increases by 0.04 and 0.03 respectively, as compared to the
initial complexes with the adsorbed oxygen molecule (see
Table 3). In all studied systems, the adsorption of hy-
drogen leads to the accumulation of the negative charge on
both adsorbed oxygen atoms. The charge at the atom
connected with hydrogen (Ob) is almost twice as large as
compared with the initial complex with the adsorbed oxygen
molecule.

The spin density analysis performed for the studied
systems reveals that two of the investigated complexes (with
manganese and molybdenum ions) are characterized by one
unpaired electron in the system. In both cases this is mainly

Table 3. Mulliken Charges on Metal and Oxygen Atoms in the Studied MPO2 Complexes

MP
CoP-O2 end-on

MULT 2
MnP-O2 side-on

MULT 3
MoP-O2 side-on

MULT 3

Q(M) 0.40 0.69 1.34
Q(O2) (Oa; Ob) -0.14 (-0.02; -0.12) -0.24 (-0.12; -0.12) -0.34 (-0.17; -0.17)

Table 4. Binding Energies (E) in [eV] and Charges (Q)
Connected with the H Binding at the MPO2 Complexes (M
) Co, Mn, Mo)

MP
CoP-OOH

MULT 1
MnP-OOH

MULT 2
MoP-OOH

MULT 2

EB(H) -2.78 -2.76 -2.37
EB(OOH) -0.93 -0.71 -2.79
EB(OH) -2.19 -0.56 0.51
Q(M) 0.44 0.72 1.45
Q(Oa) -0.24 -0.18 -0.27
Q(Ob); Q(H) -0.33; 0.44 -0.31; 0.46 -0.34; 0.49
Q(OH) 0.11 0.15 0.15

Figure 5. Bond lengths in [Å] and Mayer bond orders indices
(in parentheses) after H binding at the MPO2 systems (M )
Co, Mn, Mo).

EB(OOH) ) E(MP-OOH) - [E(MP) + E(OOH)]

EB(OH) ) E(MP-O-OH) - [E(MP)O) + E(OH)]
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located on the central metal ions (spin density equals to 1.04
and 1.27 on Mn and Mo, respectively).

Binding of the Second Hydrogen Atom.In the next step,
the adsorption of the second hydrogen atom is studied. Table
5 and Figure 6 show the details of electronic and geometric
structure of the formed systems.

The presence of the second hydrogen further differentiates
the studied systems; however, a number of similarities may
also be find. In all complexes the binding energy of the
second hydrogen atom is larger by ca. 0.2 eV than the
binding energy of the first hydrogen. The delivery of the
second hydrogen promotes a cleavage of the O-O bond; in
all complexes the O-O bond length becomes larger than
2.3 Å, and no interaction between the oxygen atoms is
observed (bond order indices are close to 0). At the same
time, the formation of the water molecule interacting with
the porphyrin system is observed. The same as previously,
the stability of the formed water species may be indicated
by the H2O binding energy calculated as follows:

In the case of the CoP porphyrin the formed water
molecule is still bonded to the complex (binding energy
-0.15 eV). One of the hydrogen atoms from the water group
interacts with the oxygen atom, Oa, bonded to the Co ion
by a hydrogen bond. The charge on the Co ion does not
change after the binding of the second hydrogen atom. The
additional electron is located mainly at both oxygen atoms
increasing their nucleophilic character. The Co-Oa bond
becomes shorter (by 0.11 Å) and stronger (bond order
increases by 0.49) than in the complex with only one
hydrogen atom. The analysis of the spin density reveals that
the unpaired electron present in this system is delocalized
between Co and Oa atoms.

The water molecule formed in the MnP system is not
bound to the complex. The water binding energy in the
investigated structure is calculated to be 0.0 eV. As a
consequence, the bond between the manganese ion and the

second oxygen atom acquires the character of the double
bond, with bond length (1.52 Å) and bond orders (2.18),
which are typical for this type of bond.

In the case of the MoP porphyrin the water binding energy
is positive (3.0 eV) suggesting its metastable position, but,
surprisingly, the distance between the water molecule and
the Mo-Oa group is smaller (2.13 Å) than in the other
complexes (where it is larger than 3 Å). Moreover, the Mo-
Ob bond order which characterizes the bond strength between
Mo and oxygen from the water molecule is not negligible
(0.45). As a result, the bond between the molybdenum atom
and the second oxygen atom (Oa) almost does not change
with comparison to the similar bond in the complex with
the hydroperoxo group (bond length is equal to 1.9 Å and
bond order to 0.99).

Oxo Complexes.The analysis of the energies of OH and
H2O binding in the studied systems suggests that the oxo
species may be formed only by the manganese and the
molybdenum complexes, as indicated by the positive values
of the respective binding energies (see Tables 4 and 5). This
finding leads to the conclusion that the negative binding
energies of the OH and H2O species may be the reason for
which the cobalt oxo porphyrins are, up to our knowledge,
not observed experimentally. That is why only the manganese
and molybdenum oxo systems are discussed in the following.

In the case of the manganese porphyrin, the oxygen-metal
bond starts to acquire the double bond character just due to
the first hydrogen binding (R ) 1.67 Å, B.O.) 1.20). After
the binding of the second hydrogen and the subsequent
formation of the water species (that desorbs from the
complex) the parameters characterizing the metal-oxygen
bond are almost identical with the parameters calculated for
the isolated oxo species (R ) 1.52 Å, B.O.) 2.18 vs R)
1.52 Å, B.O.) 2.21, for the MnP-OOH2 complex and the
isolated oxo species, respectively). The same, the electronic
parameters such as charges on the metal (0.64) and the
oxygen atom (-0.15) are identical with the ones found for
the isolated oxo species (see Table 6 and Figure 7).

In the case of the MoP system, for both MoPOOH and
MoPOOH2 systems, the bond between the molybdenum and
Oa oxygen atom should be described as the single rather
than the double bond. This is indicated by the relatively long
Mo-O distance (1.89 Å) and low bond order (0.99). One
should mention that the additional calculations performed
for the isolated oxo molybdenum compound clearly show

Table 5. Binding Energies [eV] and Charges (Q)
Describing Binding of the Second Hydrogen Atom at the
MPO2H Complexes (M ) Co, Mn, Mo)

MP
CoP-OO2H

MULT 2
MnP-OO2H

MULT 1
MoP-OO2H

MULT 1

EB(H2nd) -3.02 -2.63

EB(H2O) -0.15 0.00 3.00

Q(M) 0.44 0.64 1.22

Q(Oa) -0.42 -0.15 -0.36

Q(Ob); Q(H);
Q(H)

-0.88; 0.48; 0.39 -0.78; 0.44; 0.44 -0.81; 0.47; 0.47

Q(H2O) -0.01 0.10 0.13

Figure 6. Bond lengths in [Å] and Mayer bond orders indices
(in parentheses) after the second H binding at the MPO2H
system (M ) Co, Mn, Mo).

EB(H2O) ) E(MP-OOH2) - [E(MP)O) + E(H2O)]

Table 6. Energies [eV] and Atomic Charges
Characterizing the MPO Species (M ) Mn, Mo)

MP
MnP)O
MULT 1

MoP)O
MULT 3

EB(O) -3.43 -6.63
Q(M) 0.64 1.51
Q(Oa) -0.15 -0.35

Figure 7. Bond lengths in [Å] and Mayer bond order indices
(in parentheses) for the MP ) O species (M ) Mn, Mo).
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that the double bond is characterized by the bond of 1.67 Å
and bond order equal to 2.00.

The complementary information on the studied oxo
complexes is delivered by the binding energy of the oxo
atom. In the MoP complex, the oxo species binding energy
is twice as large as the binding energy of the oxo species in
the manganese complex (-6.63 eV vs-3.43 eV, respec-
tively). As a result, the transfer of the oxygen atom toward
an organic molecule would be easier from the MnPO species
than from the MoPO one.

4. Conclusions
The results of the performed calculations indicate that
different catalytically active forms of oxygen (side-on, end-
on, hydroperoxo, or oxo) may be formed on the studied
porphyrin complexes depending on the type of the central
metal. In this respect, the influence of the metal center is
clearly visible. It is unclear, however, which are the
properties of the metal ion that are responsible for the
observed differences. According to our knowledge, these may
include such “intrinsic” parameters as electronic configura-
tion or charge as well as “external” ones such as environment
(ligands which coordinate to the metal ion). Although in
order to better understand their influence, more calculations
are needed, and we hope that our study will shed some light
on this issue.

It is seen that in the case of the cobalt porphyrin, the active
forms of the catalyst would include the end-on complex with
dioxygen as well as its hydroperoxo form. Here, the
formation of the oxo-group in the described manner would
not occur, because the formed water molecule will not easily
dissociate from the CoP)O complex, thus disabling its
reactivity.

For the manganese complex, on the opposite, there exists
a possibility of the formation of the side-on, hydroperoxo,
and oxo types of ligands. All of them may be catalytically
active and may contribute to the experimentally observed
high reactivity of the manganese porphyrins in homogeneous
systems.

Finally, the largest variety of the active oxygen species
exists in the case of the molybdenum systems. Here, all
studied forms that are side-on, end-on, hydroperoxo, and oxo
are possible to occur. What is striking, however, is that after
the formation of the oxo-complex, the molybdenum tends
to increase its coordination number becoming more hindered,
and thus its reactivity may be lowered.
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Abstract: The minimum energy geometric structures of Aln, Aln
-, and Aln

+ (4 e n e 15) are

predicted from the results of “Tabu Search” (TS) global optimizations performed directly on the

BPW91/LANL2DZ potential energy surface. In 24 of the 36 cases investigated, the TS delivered

a lower energy structure than previously reported, in one case (Al12
+ ) it failed to find the global

minimum, and in the remaining 11 cases TS confirmed previous structures. All clusters (with 4

e n e 15) have the lowest spin state as their ground state except Al4 (triplet), Al4
+ (quartet),

Al7
- (triplet), and maybe Al5

+ (singlet and triplet are degenerate). The 20-electron Al7
+ and 40-

electron Al13
- clusters are relatively stable compared to other clusters, on several criteria; to a

lesser degree, Al7, Al12, and Al13
+ are also stable.

I. Introduction
Structure determination of clusters is a tough, and still mostly
unsolved, problem for both theory and experiment. There
are two main sources of difficulty for theory. First, there is
a huge number of local minima. With Lennard-Jones (LJ)
potential interatomic interactions, the number of local minima
of n-atom clusters1 for n > 6 is roughly on the order of
2.7(n-5.7). Second, there is a lack of guiding principles in most
cases,Cn fullerenes being a notable exception. In order to
make meaningful comparisons of calculated properties to
experiments, which are often done on clusters in a size range
from n ) 2 up to n ) 30 and sometimes more, one must
attempt global optimization on energy surfaces with very
many local minima. A common approach is to first find the
lowest energy structures on a model energy surface which
could be, for instance, an empirical potential function or a
tight-binding energy method. With a simple model, tens of
thousands of energy evaluations are possible, and a good
global optimization technique like genetic algorithm2 is likely
to find the global minimum (GM)of the model energy
surfaceand, in the process, will generate many candidates
for the GM of higher level theory energy surfaces. Problems
arise when the energy model is unreliable and has low-energy
structures that are qualitatively different from those of a better

theory. This is, of course, very difficult to know beforehand.
Another strategy, which we take here, is to perform the global
search directly on the energy surface of a first-principles
method, in this case Kohn-Sham Density Functional Theory
(KS-DFT) with a generalized gradient approximation (GGA)
to exchange-correlation. The problem with this approach is
that the high cost of KS-DFT will typically prevent calculat-
ing more than a few thousand energies, and this is probably
less than the number of local minima atn g12.

We have developed a meta-algorithm, called Tabu Search
in Descriptor Space (TSDS), to do global optimization
efficiently for certain types of clusters. Descriptions can be
found for Tabu Search algorithms in general3 and specifically
for TSDS optimization of clusters.4 Briefly, the key ideas
of TSDS are as follows: (i) the only structures that are ever
considered arenearlocal minima, (ii) each of those structures
has its energy evaluated only once or a few times at most,
and (iii) a small number (typically 4-7) of structural
descriptors such as mean coordination and moments of inertia
are used by the algorithm to gradually “learn”, as the search
progresses, about regions of descriptor space where local
minima are deeper and the chance of finding the GM higher.
The user supplied descriptors constitute a crude form of
expert knowledge, and, if they are well chosen, they help
the algorithm avoid large portions of the energy surface in
the later stages of the search. For instance TSDS would
consider any structure at the beginning of a search, but, for
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most metal clusters, it would avoid structures that have a
very low mean atomic coordination (or, equivalently, a very
high surface area) toward the end of the search. Yet the
search is only weakly biased by the choice of descriptors
because the correlation between low energy and specific
values of descriptors is not assumed or predefined, it is
gradually learned during the search.

We tested the performance of TSDS on model systems
such as LJ clusters.4 We also made limited use of an early
version of TSDS for minimization of Lin and Ben cluster
structures on first-principles energy surfaces.5,6 Reported here
are results of systematically applying TSDS to a series of
Al n neutral and charged clusters. We chose the Aln series
because it has been extensively studied and because KS-
DFT calculations are relatively fast for Aln. Experimental
results were published for ionization energies (IE),7 electron
affinities (EA),8 and fragmentation channels.9 There is also
indirect evidence about Al cluster structure coming from
experimental studies of relative abundances and reactivity
of charged Al clusters.10,11 A thorough theoretical study of
Al n, Aln

+, Aln
- (2 e n e 15) was done by Rao and Jena.12

They used the BPW91/LANL2DZ method (described in the
next section) and searched for the GM by doing several local
optimizations starting with initial structures that were
obtained by global optimization on a simpler model energy
surface, or from published results on other clusters, or by
an educated guess. They did a detailed comparison of their
calculated electronic properties to experiment and generally
found good agreement. We chose to use the same energy
method because it looks adequate for Al clusters and because
repeating the search for GM on the same energy surface but
with TSDS would show to what degree the global optimiza-
tion method matters for structure determination and predic-
tion of cluster properties. There have been many other
theoretical studies of aluminum clusters as well.13-19 This
makes aluminum one of the best characterized series of metal
clusters to date and a good testing ground for computational
methods.

II. Computational Details
Energy minimizations were all done by Tabu Search in
Descriptor Space (TSDS) global optimization with a local
spin density functional (SVWN5 Gaussian keyword), fol-
lowed by many local optimizations with the BPW91
functional, and then by characterizing the lowest energy
minimum by calculation of energy second derivatives and
vibrational frequencies. All energies were evaluated by KS-
DFT with the exchange-correlation functional of Becke,
Perdew, and Wang (referred to as “BPW91”) and a LANL2DZ
basis set, and the Gaussian03 software was used.20 This is
the same method for energy evaluation as used in a previous
study,12 and indeed the energies we get for atoms and other
small species where geometries are identical agree to within
10-5 au.

No method can ever guarantee to find the GM, but so far
our experience4-6 indicates that TSDS can find good ap-
proximate solutions to GM problems at a relatively small
computational cost. In this study, the number of energy
evaluations done in the TSDS part were only 120 forn ) 5,

550 for n ) 10, and 800 forn ) 15, and the number of
local optimizations, each of which requires many energy
evaluations, varied between 10 and 20. The total number of
energy evaluations was on the order of 3000 or less for the
largest clusters (n ) 13-15), and roughly half of the
computational effort went into doing local optimizations.

III. Results and Discussion
A. Geometric Structures.The GM are displayed in Figure
1, and their energies are listed in Table 1. The neutral and
anionic clusters often have the same, or similar, structures.
Cationic clusters are very different, and they often adopt
much more open structures. One of the most surprising
results is that we found many structures with energy lower
than previously reported12 even for very small clusters. They
are, with energy lowering, shown in parentheses: Al4

+

(-0.02 eV), Al5
- (-0.01 eV), Al6 (-0.33 eV), Al6

+ (-0.28
eV), Al6

- (-0.13 eV), Al7
- (-0.04 eV), Al8 (-0.32 eV),

Al8
+ (-0.10 eV). For Al5

+ we found not only the same
triplet GM as Rao and Jena but also a singlet which is the
structure we show in Figure 1. This singlet is essentially
degenerate with the triplet, the energy difference is less than
0.001 eV. One might have thought that global optimization
can be done by trial-and-error forn e 8, because there are
only 8 minima on the LJ energy surface atn ) 8. Theoretical
studies, including our own, have often payed scant attention
to the global minimum problem when clusters with 8 or
fewer atoms are concerned. But atoms of most elements have
interactions that are much more complicated than a Lennard-
Jones potential. The number of local minima is most likely
larger in Aln than LJn clusters, especially considering that
more than one energy surface (spin state) must sometimes
be searched. Note that there is a lot of variety among
structures in Figure 1, and many of them are distorted, or
have low symmetry, or display big variations among
coordinations of the different atoms. Those types of structures
are normally not minima, or at least not low-lying minima,
on the energy surfaces of pairwise additive potentials or
embedded atom method (EAM) and similar models. Of the
36 GM shown in Figure 1, 24 constitute an improved (lower
energy) structure relative to previous work.12 The energy
lowering is at least 0.01 eV in every case, it is smaller than
0.10 eV in 9 of the 24 cases, and it is larger than 0.30 eV in
6 cases. The energy lowering is 0.19 eV on average. In one
case, Al12

+ , TSDS missed the GM and found instead a
structure that is 0.10 eV higher than that of Rao and Jena12

(an icosahedron with a missing peripheral atom).

Generally, the structures that we found (Figure 1) differ
in two ways from those reported previously.12 First, there
are more differences among the neutral, cation, and anion
of a givenn in our set of results. It is understandable because
differences in the electronic structures of the neutral and
charged clusters are implicitly taken into account at every
stage of each TSDS optimization, whereas it comes into play
only in the second step of a two-step approach to global
optimization. Second, there are many more instances of
atoms having a coordination of less than 4 in our structures,
even at largen, and those atoms are often part of a quasi-
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Figure 1. Ground-state geometries found by TSDS optimization on the BPW91/LANL2DZ energy surface for neutral, cationic,
and anionic aluminum clusters.
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planar 4-atom diamond, or 5-atom rhombus, unit. This is
seen in Al15

+ , Al12, Al11, Al11
+ , Al11

- , and Al8
+.

We will now compare the structures of Figure 1 to the
GM found in other theoretical studies. The GM predicted
by a Voter-Chen version of the embedded atom model
(EAM) potential in the size range 4-1514 areall different
from our GM structures. Another study based on a different
empirical potential (Murrell-Mottram 2+ 3-body potential)15

predicts GM structures similar to those of the Voter-Chen
EAM potential forn ) 4-7 andn ) 11-14. Again,none
of those structures agree with the BPW91 GM (Figure 1).
Both potentials predict structures that are more compact and
have higher symmetry than those of Figure 1. The only
resemblance are for Al13 and Al14: the empirical potentials
predict them to be an icosahedron and a capped icosahedron,
and BPW91 predicts them to be a decahedron and a capped
decahedron. Empirical potentials for metals are often fitted
to bulk properties and tend to favor cluster structures that
have high, or even maximal, coordination. But KS-DFT
calculations show that there are important changes in local
electronic structure as atomic coordination changes,13 and it
is hard to model these things, and the associated changes in
bond energies, with an empirical function. The characteristic
density of states of metallic aluminum is almost fully
developed only when the number of atoms in Al clusters
reaches 25.13 It is doubtful that empirical potentials can give
accurate energies and structures in clusters smaller than that.

Our structures agree much better with other first-principles
studies. Jones used DFT with a local spin density (LSD)
exchange-correlation functional and plane wave basis and
did simulated annealing to search the GM of Aln, n )
3-10.16 The structures he found forn ) 4-6, 9 are similar
to ours. However, what we find as the GM of Al6 (trigonal
prism, singlet) is a higher energy isomer on the LSD potential
surface, it is 0.35 eV above the GM (aD3d trigonal
antiprism).16 Jones found many low-lying minima having
comparable energies atn ) 8-10, in qualitative agreement
with us (Figure 4). Given the large number of isomers, and
different functionals, it is remarkable that we find the same
GM for Al9 as Jones.16 Akola et al. also used LSD with a
plane wave basis and searched the potential surface of Aln

(n ) 3-7) by molecular dynamics followed by local

optimization (conjugate gradient method) on many plausible
candidates.18 For larger clusters, (n ) 12-23) they used a
potential derived from effective medium theory to generate
plausible candidates and then carried local optimizations on
those by LSD. It is hard to make a comparison because most
of their GM structures are not shown, but their predicted
GM are apparently quite different from ours. First, the
symmetry group of their small clusters match our structures
for n ) 4, 5 but notn ) 6, 7. Second, they describe the GM
of n ) 12-23 clusters as being “icosahedral-based struc-
tures”, but only one of our GM (Al15) is based on the
icosahedron. Sun et al. used the B3LYP hybrid functional
to study Aln and AlnO, n ) 2-10.17 They do not describe
their GM search method except to say that different initial

Table 1. Total BPW91/LANL2DZ Energies (au) of Aln,
Aln

+, and Aln
- in their Lowest Energy Structure and Spin

State and Vertical Ionization Energy (VIE) of the Neutral in
eV

n E(0) E(+) E(-) VIE

4 -7.956638 -7.718496 -8.034917 6.70
5 -9.980356 -9.737493 -10.056436 6.73
6 -12.002416 -11.763381 -12.089263 6.62
7 -14.047646 -13.831830 -14.123844 6.19
8 -6.065227 -5.832956 -16.147627 6.55
9 -18.080750 -17.856885 -18.180257 6.51
10 -20.114445 -19.891054 -20.206009 6.39
11 -22.141527 -21.930017 -22.244191 6.29
12 -24.190858 -23.963704 -24.277649 6.36
13 -26.227981 -6.017113 -26.340839 6.35
14 -28.258926 -28.050969 -28.343463 6.17
15 -30.275220 -30.072363 -30.371095 5.87

Figure 2. Average of nearest-neighbor distances (Å) in
neutral and charged aluminum clusters.

Figure 3. Mean atomic coordination in neutral and charged
aluminum clusters.

Figure 4. Relative energies of isomers of Aln.
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structures were considered. Their predicted GM for the
neutralsn ) 4-10 agree remarkably well with our GM,
exceptn ) 6 where they predict a distorted octahedron. There
also appears to be small differences in bond lengths forn )
7 and 8. Agreement between their GM structures and ours
is not very good for anions and cations, but Al9

- and Al10
-

look almost identical. Although they differ in details, there
is a resemblance between the B3LYP GM of Sun et al. and
our BPW91 GM for Aln

+ and Aln
-: in general, structures are

not very compact, they have low symmetry, and in many
cases there are Al atoms with a low coordination.

The evolution of average nearest-neighbor distance (Rnn)
(Figure 2) and mean coordination (Figure 3) with cluster size
in Al n are like those given by Rao and Jena12 but with small
differences. The cations have shorterRnn than the neutrals
for n ) 4, 8-11, and this is accompanied by smaller mean
coordination (except forn ) 10). As expected, the curves
for neutral and charged clusters in Figures 2 and 3 get close
at largern. The mean coordination of atoms is smaller in
Al n clusters than in Lin at all sizes.5 It is smaller than in Ben
up ton ) 10 roughly, then it becomes comparable to Ben.6

As n increases, the hybridization in Al clusters gradually
evolves from s2p1 to s1p2, and the metal character of Aln

develops.12 As a result, with increasingn, Aln clusters
gradually adopt more compact structures and mean coordina-
tions that are close to maximal and typical of clusters of
simpler metals like Lin and Agn.

In our studies of Li5 and Be6 clusters, we noted a
correlation between the shape (oblate, prolate, quasi-spheri-
cal) of the GM found by first-principles and the predicted
optimal shape in the ellipsoidal jellium model (EJM). No
such correlation is found here for Aln clusters, no matter
whether we take the number of itinerant electron per atom
to be 1 or 3. For example, the shape parameterη ) (2Ib -
Ia - Ic)/Ia, whereIa g Ib g Ic are the three moments of inertia
of a cluster, equals-0.11 for Al9 which shows that it is
oblate, but the EJM predicts a prolate optimal structure for
both 9 and 27 electrons.

Second energy derivatives and vibrational frequencies
(Table 2) confirm that all structures in Figure 1 are minima,
except maybe Al13

+ for which the lowest frequency is
essentially zero and surely lower than the numerical accuracy
of the calculations. The highest frequencies for each cluster
(not shown in Table 2) cover a range from 260 cm-1 in Al4

to 370 cm-1 in Al5. With the exception ofn ) 5, the highest
frequency goes up from a 273 cm-1 average for the threen
) 4 species, to 291 cm-1 (n ) 6), and to 304 cm-1 (n ) 7).
Then ) 5 species have unusually high vibrational frequen-
cies which must be a result of their quasi-planarity and

presence of triangles in the structure: the highest frequency
of each species is 370 cm-1 (Al 5), 359 cm-1 (Al 5

+), and 351
cm-1 (Al 5

-). There is a jump from 304 cm-1 (n ) 7) to 338
cm-1 atn ) 8, and thereafter the highest frequencies remain
roughly constant and inside the range 322-366 cm-1 for
the 24 species withn > 7. This is a manifestation of the
fact that the change in hybridization (and bonding nature of
orbitals) is almost complete byn ) 8.12 Note that the first
interior atoms show up at larger size, roughlyn ) 12, and
that has no clear effect on vibrational frequencies. Table 3
shows the frequencies of modes for which the calculated IR
intensity is larger than 10 km/mol. Those are often, but not
always, the highest frequency modes. We also list all
frequencies for the more stable cluster ions Al7

+ and Al13
- at

the bottom of Table 3.
So far we discussed only the lowest energy minima (GM),

but typical TSDS runs end with 10-20 local optimizations
that produce anywhere between 1 and 20 distinct minima.
In TSDS, diversity in geometric structures is explicitly
encouraged. This not only prevents the algorithm from
converging too quickly to a single low-energy structure that
may not be the GM but also increases the chances of
discovering the second, third, ..., most stable isomers. This
is a good feature of TSDS because, when comparing to
experiments, it is important to look at energy minima that
are slightly above the lowest one and get a sense for possible
cluster isomers. The energies of Aln isomers found by TSDS
that are within 1.0 eV of the GM but differ from each other
by at least 0.01 eV are displayed in Figure 4. Considering
that our calculated relative energies are probably not more
accurate than 0.2 eV, and room temperature is roughly 0.025
eV, the presence of different cluster isomers is very likely
for most cluster sizes exceptn ) 4, 5, 7, 10, 13, 14. We
will not discuss the structures and properties of isomers other
than the GM here as it would be tedious. But those isomers
would have to be examined carefully if one had to assign a
spectrum for structural determination of specific cluster
species.

Local optimization of the neutral Aln clusters with the
SVWN5 exchange-correlation functional yielded the same
global minima as with the BPW91 functional except for a
few things. The GM of Al6 in SVWN5 is a edge-capped
square pyramid withCs symmetry. The GM of Al12 in

Table 2. Lowest Vibrational Frequency (cm-1) of Aln, Aln
+,

and Aln
- in their Lowest Energy Structure and Spin State

n 0 + - n 0 + -

4 74 42 104 10 55 45 59
5 45 30 16 11 24 38 41
6 32 31 38 12 32 45 32
7 50 52 38 13 26 0 36
8 38 31 57 14 17 25 21
9 28 28 14 15 38 28 50

Table 3. Most Intense IR Active Vibrational Modes and All
Vibrational Frequencies of Al7

+ and Al13
- with Most IR

Intense Shown in Boldface

cluster frequencies (cm-1)

Aln n ) 11: 296; n ) 12: 331; n ) 13: 319, 343;
n ) 14: 150, 342

Aln
+ n ) 4: 264; n ) 5: 359; n ) 8: 144, 322; n ) 9: 211, 312; n )

10: 331, 336; n ) 11: 278, 279, 296, 298, 315; n )
12: 313; n ) 13: 311, 315; n ) 14: 313, 324, 338;
n ) 15: 332, 347

Aln
- n ) 13: 168, 169, 176

Al7
+ 52, 58, 107, 176, 177, 181, 232, 240, 241, 249, 250,

259, 290, 291, 291

Al13
- 35, 60, 61, 68, 68, 115, 115, 128, 129, 129, 168, 169, 176,

189, 192 202, 202, 204, 205, 209, 209, 215,
240, 250, 250, 267, 267, 269, 269, 292,
315, 317, 336
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SVWN5 is different from BPW91 but is similar to it: it has
a central atom with a coordination of 11 and some atoms
with low coordination (two atoms with coordination of 4).
The GM of Al7, Al13, and Al15 obtained by SVWN5 are
topologically equivalent to the BPW91 GM of Figure 1 but
with fairly large distortions. The GM we find for the other
neutral clusters are virtually identical in SVWN5 and
BPW91, but one should bear in mind that GM are obtained
by local optimization, with either SVWN5 or BPW91, of

the same set of initial structures generated by TSDS/SVWN5
global optimization. A search done entirely with BPW91
(TSDS with BPW91 followed by local optimization with
BPW91) might yield different BPW91 structures having
lower energy. Still, similarities between the two sets of
neutral cluster GM structures found here, and similarities to
the GM found in previous KS-DFT studies, indicate that the
structures and relative isomer energies do not depend strongly
on the choice exchange-correlation functional.

B. Binding Energies.Trends in energies as a function of
cluster size are shown in Figures 5-7. The quantities plotted
are energies of the following reactions. The cohesive energy
is for

the second energy difference corresponds to

and the fragmentation energy along the energetically most
favored dissociation channel corresponds to

The cohesive energies of neutrals and cations are always
close, with cations having a lower cohesive energy atn < 7
and higher cohesive energy atn g 7. The difference is
pronounced for Al7 and Al7

+ because the latter has a closed
electronic shell (20 electrons) in the jellium model. Dis-
sociating Aln

+ into (n-1) Al atoms and Al+ concentrates the
positive charge onto a single atomic cation which is
energetically more costly asn gets larger, and this is why
the cations curve eventually crosses above the neutrals curve.
Cohesive energies of anion clusters are higher still because
the atomic anion Al- is relatively unstable. Otherwise, these
curves are typical of cluster cohesive energies except for
conspicuous peaks at Al7

+ and Al13
- . The second energy

differences, and fragmentation energies, also indicate that
Al7

+ (20 electrons) and Al13
- (40 electrons) are particularly

stable. This has been noted before,12 of course, and is well
understood in terms of the closed electronic shells of the
jellium. Interestingly, all three species (neutral, cation, anion)
are relatively stable atn ) 7 andn ) 13 by the criterion set
by Figure 6. If these energies were known but the structures
were not, it would be tempting to explain the stability atn
) 7 and 13 by closing of atomic shells21 with a pentagonal

Figure 5. Cohesive energies of neutral and charged alumi-
num clusters.

Figure 6. Second energy difference, ∆E(n) ) E(n+1) +
E(n-1) - 2E(n), of neutral and charged aluminum clusters.

Figure 7. Fragmentation energy of neutral and charged
aluminum clusters for the lowest energy fragmentation chan-
nel (see text).

(1/n)Aln f Al

(1/n)Aln
+ f ((n-1)/n)Al + (1/n)Al+

(1/n)Aln
- f ((n-1)/n)Al + (1/n)Al-

2Aln f Aln+1 + Aln-1

2Aln
+ f Aln+1

+ + Aln-1
+

2Aln
- f Aln+1

- + Aln-1
-

Aln f Aln-1 + Al

Aln
+ f Aln-1

+ + Al or

f Aln-1 + Al+

Aln
- f Aln-1

- + Al
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bipyramid (PBP,n ) 7) and icosahedron (n ) 13). But as
Figure 1 shows, none of then ) 7 species is a PBP, and
none of the 13-atom species is an icosahedron (Al13 and
Al13

- are decahedra). A better explanation may be that
stability is associated not only with closed electronic shells
(Ne ) 20, 40) but also, to a lesser extent, with numbers of
electrons just above and below the shell closing numbers. If
this view is correct, simultaneous stability of the neutral,
anion, and cation of a given size can happen only for clusters
of elements having more than one itinerant electron per atom.
It should occur forNe ) 20, 40, 587 or the combinationsMn

(M ) valence of the element,n ) number of atoms in the
cluster): 210, 220, 226, 37, 313, 319, 45, and 410.

There is a even-odd oscillation in the energy differences
of Figure 6, but it is not perfect and it is not as pronounced
as for s-valent metals like Li or Ag. Species with even
number of electrons are more stable only forn g 8 in the
neutrals series,n g 6 for anions, andn ) 10 breaks the
expected pattern in the cations series. The favored fragmen-
tation channel according to our calculations is always (n-
1) + 1 for neutrals and (n-1)- + 1 for anions. For cations
we find the lowest dissociation energy pathway forn ) 5-9
yields Al+ and Aln-1 except atn ) 8 and find that the
products are Al and Aln-1

+ for n ) 8 andn > 9. Note that
the exception (n ) 8) produces the stable cluster ion Al7

+.
This is in line with a suggestion by Martı´nez and Vela19 that
the favored fragmentation route is generally the one giving
the hardest fragments, i.e., the fragments with the largest
HOMO-LUMO gap. However, hardness is not the only
thing that matters. Spreading the positive charge over larger
clusters decreases the Coulombic energy, and that is why
the preferred dissociation products are Al and Aln-1

+ at n )
9-15 and most likely also forn > 15. These favored
fragmentation channels agree with those of Rao and Jena12

except Al9
+ for which they find the lowest dissociation

energy leads to Al8
+ (see the “relaxed” column in their

Table 3).
C. Electronic Structure and Electronic Properties.The

trends seen in experimental vertical ionization energies
(VIEs)7 are well reproduced in our calculations (Table 1).
The range of VIEs is 6.55-5.75 eV in experiment and 6.73-
5.87 eV in our calculations. On average, calculated VIEs
are higher by roughly 0.15 eV. Experimental VIEs are nearly
constant and equal to 6.45 eV inside the group (n ) 4, 5, 6,
8, 9, 13), they are all close to 6.20 eV for (n ) 7, 10, 11,
12), and the two VIEs forn ) 14, 15 are close to 5.75 eV.
Calculated VIEs follow this trend, but they are comparatively
too low for Al7 and Al13 (by 0.2 eV) and too high for Al14

(by 0.25 eV).
Our calculated adiabatic electron detachment energies

(ADEs) are compared to those of previous theoretical work
and to two experiments in Table 4. Our GM geometries (and
energies) differ from those of Rao and Jena12 for the neutral
or the anion in all cases exceptn ) 4 andn ) 14. Yet, our
ADEs do not agree with experiment better or worse than
the ADEs of Rao and Jena. Note that the discrepancies
between the two sets of experimental results are bigger than
0.3 eV in most cases, but discrepancies between the two sets
of calculations are smaller than 0.3 eV in most cases.

The HOMO-LUMO gaps (eV) for the neutral clusters
are, in order of increasing size, as follows: 0.30 (n ) 4),
0.85, 0.74, 0.81, 0.97 (n ) 8), 0.67, 0.82, 0.63, 1.04 (n )
12), 0.74, 0.94, and 0.63 (n ) 15). The variations are not
strong, but the highest gap (n ) 12) does correspond to a
relatively stable cluster. The two magic clusters have the
largest gap as expected, 1.57 eV (Al7

+) and 1.45 eV (Al13
- ).

Like Rao and Jena, we find that most Al clusters withn
> 3 have ground states with the lowest possible multiplicity.
However, Rao and Jena found many more exceptions to that
trend, that is, clusters that have the next lowest possible
multiplicity in their ground state. They are Al4, Al4

+, Al5
+,

Al 6, Al8, and Al10. By contrast, the only high-spin clusters
that we found are Al4, Al4

+, and Al7
-. We must add,

however, that the energy difference between high-spin and
low-spin energy minima are sometimes very small. They are,
in eV, as follows: Al4 (-0.29), Al4

+ (-0.08), Al5
+ (0.00),

Al 6 (+0.01), Al7
- (-0.08), and Al8 (+0.31). Stern-Gerlach

experiments by Cox et al.22 showed that spin multiplicities
of neutral Al clusters are 2 for oddn and 3 for evenn up to
n < 9. Here, improving the theoretical geometric structures
(of Al6 and Al8) seemingly worsens agreement with experi-
ment. It may be that the BPW91 level of theory and TSDS
geometry optimization are still not up to the task of predicting
magnetism in small Al clusters or that low-lying isomers
complicate the interpretation of magnetic properties so that
magnetic moments are of little use for structure assignments.

IV. Conclusion
Global optimization of Al cluster geometries was done with
the same energy method (BPW91/LANL2DZ) as in a
previous work. Detailed comparison of our results with that
previous work gives two main conclusions. First, without
guiding principles it is very difficult to find the GM of
clusters, even for small clusters (n e 8). Finding the GM
(or good approximations) requires an efficient and unbiased
search algorithm coupled with an accurate energy function.
Here we found 24 structures that improve upon previously
published structures. We want to point out that the way in
which the GM were searched in the earlier work12 is not at
all unusual: many theoretical studies have used this ap-
proach. Second, it is very difficult to learn about the

Table 4. Adiabatic Electron Detachment Energy from Aln
-

(eV)

n PW theory12 expt 111 expt 28

4 2.13 2.13 1.74 2.20 ( 0.05
5 2.07 2.06 1.82 2.25 ( 0.05
6 2.36 2.56 2.09 2.63 ( 0.06
7 2.07 2.04 1.96 2.43 ( 0.06
8 2.24 2.56 2.22 2.35 ( 0.08
9 2.71 2.54 2.47 2.85 ( 0.08
10 2.49 2.64 2.47 2.70 ( 0.07
11 2.79 2.64 2.53 2.87 ( 0.06
12 2.36 2.31 2.53 2.75 ( 0.07
13 3.07 3.38 2.86 3.62 ( 0.06
14 2.30 2.30 2.47 2.60 ( 0.08
15 2.61 2.70 2.53 2.90 ( 0.08
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geometric structure of metal clusters by comparing experi-
mental and theoretical data about their electronic properties
(magnetic moments, ionization energies, electron detachment
energies). That is because the jellium model works rather
well: electronic properties are largely controlled by the
number of electrons, not by the positions of the nuclei. Here,
the GM we found for Aln, Aln

+, and Aln
- differ significantly

from previous work,12 but our calculated properties (preferred
fragmentation channels, ionization energies, electron detach-
ment energies, magnetic moments) do not differ much.
Theoretically our results are better, but they do not agree
with experiment better, and uncertainties (experimental and
computational) blur any conclusion we could make about
specific structure assignments.

Comparison of structures to other first-principles studies
that used different basis sets and functionals16,17show many
similarities in the predicted GM structures but differences
in details. On the other hand, GM structures predicted using
empirical potentials14,15 are completely at odds with our
results. They are more compact and more symmetrical than
first-principles structures and that is probably due to the
inability of those empirical potentials to model the change
in sp hybridization as a function of atom coordination. For
aluminum clusters, the GM of empirical potentials differ too
much from those of KS-DFT to be useful as an initial guess
for searching KS-DFT energy surfaces.

It will be very difficult to elucidate with confidence the
structure of larger (n > 7) Al clusters by comparison of the
calculated properties of different theoretical isomers to
measured properties, for three reasons. First, as we already
said, our calculated properties agree no better with experi-
ment than those of Rao and Jena12 although our GM
structures are very different and theoretically better. Second,
as Figure 4 shows, there are often many cluster isomers for
a given size, and finding all those isomers and computing
reliably their properties is a challenge. Third, calculating
relative isomer energies with quantitative accuracy23 (0.01
eV/atom or better) requires computational methods that are
impractical and much more costly than what we used here.
Structure elucidation for all but the smallest Al clusters will
probably require rich and accurate experimental data that
are sensitive to geometry (vibrational or well resolved
photoelectron spectra for instance), in combination with a
computational study that includes an extensive search for
the GM and low-lying energy isomers by a first-principles
method and a calculation of relative energies and cluster
properties with the best possible level of theory.24

Finally, our results confirm that Al7
+ and Al13

- have
special stability and larger HOMO-LUMO gaps as a result
of their electron count (20 and 40) matching a shell closing
in the jellium model. However, the jellium model does not
help understand the evolution of geometries with size.
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Abstract: Structural and thermodynamic properties of the mononuclear Al/citrate complexes

have been theoretically investigated aiming to understand the coordination mechanism at an

atomic level. GGA-DFT/PCM calculations have been performed for the different conformations

and tautomers arising from the Al3+ and citric acid (H3L) interaction in aqueous solution. The

Gibbs reaction energies were estimated based on the reaction of the trigonal planar Al(OH)3

and H3L to form different Al-citrate complexes. The estimated Gibbs free reaction energies for

the [AlL], [AlHL]+, and [Al(OH)L]- species are in good agreement with the experimental values.

In these species, the Al3+ center is coordinated by two carboxylic and the tertiary hydroxyl groups

of the citrate. Conversely to what has been proposed based on the experiments, the present

theoretical calculations indicate that the citric acid hydroxyl group remains protonated upon the

coordination of Al3+. In fact, our model turns out to be more consistent with the relative pKa

values of citrate protonation groups and with the hydrolysis constant of the H2O bound to Al3+

leading to better agreement with the available experimental data.

Introduction
Aluminum is present in a wide range of areas in every day
life and is the major constituent of soil. Aluminum, and its
chemical speciation in the presence of different ligands, has
attracted a great deal of attention1-6 due to its importance in
many processes related to environment, biology, and materi-
als. The Al(III) ion in aqueous solution is a rather complex
system7 due to the formation of many hydrolysis species with
different stoichiometries. Furthermore, in the presence of
ligands, such as organic acids, Al(III) is coordinated forming
many different species. The role of these species in the
environment and biological processes is still an open question
and has deserved a great deal of attention in the past few
years.8-14

Citrate acid (H3L)sstructure 1sis a very versatile mol-
ecule with three carboxylic groups and one tertiary hydroxyl

group which makes this molecule able to coordinate many
different metal ions in aqueous solution.

It is an important organic ligand in nature derived from
root exudates, decomposing organic matter, and other
sources, influencing drastically the hydrolysis of Al3+ and,
consequently, its speciation in the environment.15 Citric acid
is also the main small molecule in the blood plasma able to
coordinate the Al3+. It has been found to contribute for
decreasing the toxicity of metal ions in living organisms16

probably due to its capacity of coordinating metal ions. The
structural and thermodynamic knowledge of Al-citrate
complexes has fundamental importance and, therefore, has
been the subject of many investigations. Thermodynamic
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properties as the equilibrium constants of the different Al/
citrate species have been studied using potentiometric
measurements.17,18 It has been shown that mononuclear
species are predominant in the blood plasma concerning
kinetic and thermodynamic points of view. The AlL
complex is the predominant species in the 2-4 pH range
followed by deprotonation to form [Al(OH)L]-1 which
predominates in the 4-6 pH range. The citrate ability to
form chelates explains the strong complexes formed with
Al3+ ion.

It is expected that the metal ion, Al3+, will be coordinated
through the stronger electron donor groups, i.e., the citrate
carboxylic groups. If only these carboxylic groups are
involved in the Al3+ coordination, 7-member rings will be
formed. However, it is well-known that 7-member rings are
not favorable due to bond strengths. Therefore, it has been
suggested that the citric acid acts as a tridentate ligand
involving carboxylic and hydroxyl groups to form more
stable 5- or 6-member rings, depending on which carboxylic
groups are involved. In fact, X-ray structure determination19

has shown that the Al3+ is coordinated through the hydroxyl
group in the [(NH4)5{Al(C6H4O7)2}‚2H2O] complex. This
mechanism seems to be reasonable even though the car-
boxylic groups are a much stronger electron donor than the
hydroxyl group. The citric acid in aqueous solution presents
only three pKas (3.13, 4.76, 6.40)20 which are associated with
the carboxylic groups. How do we explain that the hydroxyl
group is involved in the metal ion coordination? The answer
has been shown to be very trivial: the hydroxyl group is
deprotonated! However, in aqueous solution, this seems to
be contradictory since the hydroxyl group has not been
observed to be deprotonated in the aqueous pH range. As a
comparison, thetert-butyl alcohol pKa is about 19.

Recently, Aquino et al.21 have performed density functional
(DFT) investigation for the aluminum(III)-citrate system.
They have calculated many different conformations of AlL
complexes. The solvent effect has been taken into account
using the polarizable continuum method (PCM). The free
energy of the complex formation is not in agreement with
the experimental value with an error of more than 40
kcal‚mol-1. However, in the literature, there are many
examples in which complex formation free energies are
predicted with reasonable accuracy (less than 6 kcal/mol)
using the DFT-GGA/PCM approach.22-31

The apparent disagreement between the experimental
observations and the proposed structures motivated us to
revisit the Al/citrate system, focusing in its first mononuclear
complex formation. Experimental techniques can provide
normally global information on the thermodynamic stability
of different species. The goal of this work is to provide a
detailed picture of Al/citrate chemical speciation aiming to
contribute to the understanding of this complex system at
an atomic level.

Computational Aspects
All possible conformations and tautomers arising from the
interaction of Al3+ with citric acid (H3L) were calculated
using the LCGTO-KS-DFT method (Linear Combination of
Gaussian Type Orbital-Kohn-Sham-Density functional)

implemented in the deMon program.32 The following ex-
change correlation (XC) functionals based on the generalized
gradient approximation were employed: BP86, with the
Becke33 expression for the exchange and the Perdew34,35

expression for correlation and the PBE XC functional that
employs the expressions developed by Perdew, Burke, and
Ernzerhof.36 The DZVP and TZVP basis sets explicitly
optimized for DFT37 and the Ahlrichs basis sets (A-PVTZ)38

have been used.
Auxiliary basis sets, automatically generated (A2*), were

used for fitting the charge density. An adaptative grid39,40

with a tolerance of 10-6 was employed in the numerical
integrations of the exchange-correlation energy and potential.

All complexes were fully optimized in the gas phase,
without symmetry restrictions using the standard scheme
Broyden-Fletcher-Goldfarb-Shanno (BFGS).41 Harmonic vi-
brational analyses were performed, and the Hessian matrix
was evaluated numerically from the analytical gradients of
the potential energy surface (PES). Positive frequencies
ensure that a minimum was found in the PES. All geometry
optimization and harmonic frequency calculations have been
carried out in the gas phase with the deMon program.
Thermodynamic properties were obtained following the
canonical formalism42 at 298 K. Nonspecific solvent effects
were obtained from the United Atoms Hartree-Fock/
Polarizable Continuum model (UAHF/PCM).43,44 As de-
scribed by Saracino,45 in all UAHF/PCM calculations, the
cavity radii were obtained by single point calculations at the
HF/6-31G(d,p) level, using the DFT optimized geometries.
The solvation free energies were obtained using the Gaussian
98 program suite.46

It is worth separating the reaction free energy in aqueous
solution as the sum of three parts: electronic plus nuclear
repulsion energy (∆Eele), thermal contribution (∆GT), and
solvation free energy (∆Gsolv), as given in eq 1. The thermal
contribution is estimated using the ideal gas model, the
calculated harmonic vibrational frequencies to estimate the
zero point energy correction (ZPE), and the correction due
to the thermal population of vibrational levels.

Results and Discussion
The Al3+ ion interacts with citric acid (H3L) to form species
1:1 and 1:2 metal:ligand proportion. The predominant species
in acid solution is the 1:1 species as it has been shown by
Öhman.18 The AlL species formation is usually described
from the interaction of Al3+(aq) and citric acid (H3L)
according to eq 2.18

Theoretical estimation of the stability constants of com-
plexes in solution is still a challenging task mostly due to
the difficulty in estimating the solvation free energy varia-
tion, ∆Gsolv, term of eq 1. In fact, solvation free energies
variation of reactants with neutral charges are better de-
scribed by the UAHF/PCM approach as it has been
shown elsewhere.26,27,31On the other hand, Al(OH)3(aq) is

∆Gaq
tot ) ∆Eele + ∆GT + ∆Gsolv (1)

Al3+(aq)+ H3L(aq) h AlL(aq) + 3H+(aq) log(â) )
-4.92 (2)
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formed according to eq 3.18

Therefore it is possible to rewrite eq 2 using eq 3 leading to
the reaction equation in which all reactants are neutral, as
described by eq 4.

This strategy has been shown to be very useful in order to
obtain reaction equations that are more adequate to be
described by the DFT/PCM approach.27,31Nevertheless, each
of the reactants has to be correctly modeled in solution in
order to predict the reaction Gibbs free energy of the AlL
formation described by eq 4. It is also important to note that
the∆Gexp

o , shown in eq 4, has larger error bars due to error
propagation. Furthermore, stability constants of species that
are present only in a small amountsas it is the case of the
Al(OH)3 speciessestimated from potentiometric measure-
ments are normally associated with larger error bars.

Al(OH) 3(aq). The Al(OH)3(aq) species has a trigonal
planar geometry as it is expected. However, in solution, one
can argue that the best model for this species could be any
one of the [Al(OH)3(H2O)], [Al(OH)3(H2O)2], and [Al(OH)3-
(H2O)3] structures. This is reasonable since in solution water
molecules can act as ligands in the first solvation shell. Our
results showed no tendency for the water molecule to be at
the coordination sphere of the aluminum center in the Al-
(OH)3 species. The hexacoordinated species is not a mini-
mum in the potential energy surface, and the water molecules
are not bonded to the aluminum. The coordination of one
water molecule in [Al(OH)3], forming tetrahedral [Al(OH)3-
(H2O)], is not favorable by 3 kcal‚mol-1. The inclusion of
two water molecules, forming [Al(OH)3(H2O)2], has a Gibbs
free energy of about 12 kcal‚mol-1. A detailed observation
of estimated Gibbs free energy shows that the electronic
energy,∆Eele, is favorable for [Al(OH)3(H2O)] formation;
however, the thermal,∆GT, and solvation,∆Gsolv, contribu-
tions are very positive, making the system nonstable. This
is coherent once the water molecules become more labile
with the rise in temperature and will not participate as a
ligand in the first coordination sphere. Actually, Ikeda et al.47

showed from Car-Parrinello molecular dynamics that the
trigonal planar Al(OH)3 is formed in solution.

Recently, Rudolph et al.48 measured the Raman spectra
of the aqueous Al(III) and compared it with ab initio
calculations at the 6-31+G*/MP2 level. They suggested that
a complete second shell of solvation with 12 water molecules
is necessary in order to reproduce the Raman spectra of Al-
(III) in solution. One could argue that this approach could
also be suitable for the Al(OH)3 in solution stabilizing water
molecules in the first solvation shell. According to Asthagiri
et al.,49 and we concur, this approach lacks a statistical
mechanical foundation. The water molecules in the second
solvation shell are normally placed maximizing the hydrogen
bonds through full geometry optimization. This invariably
leads to artifacts which do not represent the average of the

configurational space of water molecules located in this
second solvation shell.

AlL(aq). Citric acid has 4 possible donors; however, due
to the steric hindrance this molecule can only act as a
tridentate ligand. In a 1:1 Al:citrate complex, the coordination
number of the metal center still remains to be determined.

Al3+(aq)+ 3H2O(l) h Al(OH)3(aq)+ 3H+(aq)

log(â) ) -17.3 (3)

Al(OH)3(aq)+ H3L(aq) h AlL(aq) + 3H2O(l)

log(âexp) ) 12.3; ∆Gexp
o ) -16.88 kcal‚mol-1 (4)

Figure 1. PBE/TZVP optimized geometries representative
of the AlL complex. Bond distances are in Å.

932 J. Chem. Theory Comput., Vol. 3, No. 3, 2007 de Noronha et al.



The water can act as a ligand to fulfill the available
coordination sites of Al3+ in the complex. Citric acid can
also coordinate the aluminum ion in different ways. The most
favorable complexes with 6- and 5-member rings which bind
the Al3+ through the carboxylic and the hydroxyl groups have
been investigated. The 7-member rings formed when the
three carboxylic groups are involved in the metal coordina-
tion have also been calculated. The available coordination
sites of the aluminum center have been fulfilled with water
molecules acting as ligands. The tetrahedral and bipyramid
structures with one and two water molecules, respectively,
are at least 14 kcal‚mol-1 higher in energy than the octahedral
species.

Figure 1 shows the optimized geometry structures possible
to describe the AlL complex in solution. The first structure
(Figure 1a) involves the three acidic carboxylic groups
forming 7-member rings. Although with the presence of less
favorable 7-member rings, it seems reasonable since the
carboxylic groups are much more acidic than the tertiary
hydroxyl group of the citrate.

The second structure (Figure 1b) is the one normally
proposed as the most reasonable since it has 5- and 6-member
rings involving the deprotonated hydroxyl group. In order
to keep the neutrality, the acidic carboxylic group that is
not coordinating the metal center is protonated. This structure
has been proposed based on X-ray evidence that 5- and
6-member rings are formed involving the hydroxyl group.19

Matzapetakis et al. suggested the formula [(NH4)5{Al-
(C6H4O7)2}‚2H2O] with the citrate fully deprotonated (i.e.,
the hydroxyl group is also deprotonated). However, analyzing
carefully the preparation and the crystal structure one
observes that the formula [(NH4)3{Al(C6H5O7)2}‚2NH4OH]
is also consistent, which would have the citrate hydroxyl
group protonated. It is important to note that, according to
the authors, the pH was adjusted to 8 with NH4OH(aq) during
the preparation. In aqueous solution, it is unlikely that the

citrate tertiary hydroxyl group will be deprotonated under
the coordination with Al3+ once this group has a pKa of about
19 (tert-butyl alcohol). Furthermore, there is a great deal of
evidence that the-OH group can bridge different centers
as it is observed in the gibbsite. Recently, the proposed
mechanism for As(OH)3 adsorption on the gibbsite involves
the-OH bridging As/Al centers.50 Therefore, it is reasonable
to propose a structure in which the hydroxyl group remains
protonated, and either the free carboxylic group or one of
the water molecules bound to Al3+ center is deprotonated.
A zwitterion is formed, with a positive charge on the Al3+

center and a negative charge on the carboxylic group not
involved in the Al center coordination. The zwitterion is
formed normally in aqueous solution increasing the dipole
moment and enhancing the interaction with the polar solvent.
Then, the optimization of this structure at the gas phase leads,
invariably, to a nonzwitterionic form, i.e., the hydrogen
migrates from the hydroxyl group to the carboxylic group.
In order to avoid this migration and stabilize the zwitterionic
form, three water molecules were placed around the citrate
hydroxyl group. The fully optimized structure is shown in
Figure 1c. It is interesting to observe that the free carboxylic
group turns out to be protonated due to a proton migration
from one of the water molecules bound to the Al3+ center.
This is consistent with the relative pKa of the different groups
involved. The first [Al(H2O)6]3+ pKa is about 5.52, and the
third citrate pKa is about 6.40, consequently, the structure
shown in Figure 1c is reasonable. However, the structure
with the free carboxylic group deprotonated cannot be
disregarded. Actually, both can be present in the medium,
and they cannot be distinguished through potentiometric
measurements.

Gibbs Free Energy Estimate.The estimated Gibbs free
energy of the reaction described by eq 4, leading to different
structures of the Al3+ coordination by citric acid, is shown

Table 1. Reaction Free Energies for the Formation of Al(III)/Citrate Species Using Different Levels of Theorya,b

reactions basis sets ∆Eele ∆GT c ∆Gsolv ∆Gtot d log(â)

Al(OH)3 + H3L f BP86/DZVP -38.99 18.72 17.97 -2.30 1.7
[Al(L)(H2O)3] BP86/ A-PVTZ -38.74 -2.05 1.5

BP86/TZVP -36.82 -0.13 0.1
PBE/DZVP -42.00 -5.31 3.9
PBE/ A-PVTZ -41.62 -4.68 3.4
PBE/TZVP -39.12 -2.43 1.8

Al(OH)3 + H3L f BP86/DZVP -34.32 18.00 10.86 -5.46 4.0
[Al(L-O)(H2O)3] BP86/ A-PVTZ -34.26 -5.40 4.0

BP86/TZVP -28.57 0.29 -0.2
PBE/DZVP -35.88 -7.02 5.1
PBE/ A-PVTZ -37.37 -8.51 6.2
PBE/TZVP -34.32 -5.46 4.0

Al(OH)3 + H3L + 3H2Oe f BP86/DZVP -55.81 53.80 -3.23 -12.37 9.1
[AlH(L-OH)(OH)(H2O)2]‚3H2O BP86/ A-PVTZ -55.08 -11.60 8.5

BP86/TZVP -52.10 -8.66 6.4
PBE/DZVP -84.35 -33.79 24.7
PBE/ A-PVTZ -62.78 -19.34 14.2
PBE/TZVP -57.90 -14.46 10.6

experimental -16.88 12.3
a All energies are in kcal‚mol-1. b Medium used in PCM model is water (ε ) 78.4). c Thermal contribution at 298 K including the zero point

energy (ZPE). d ∆Gtot ) ∆Eele + ∆GT + ∆Gsolv -nRT ln[H2O]. e The presence of water molecules in the reactants are corrected with the expression
-nRT ln[H2O], where n represents the number of water molecules.28,52
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in Table 1. The reaction free energy has been separated in
each contribution according to eq 1.

The estimate of equilibrium constants of reactions in a
condensed medium is a very difficult task. It has been pointed
out by De Abreu et al.25 that the DFT calculated thermal
contribution is insensitive to the choice of the XC functional
and basis sets. They showed that the difference is not larger
than 1 kcal‚mol-1. Therefore, we decided to calculate this
contribution at the level of BP86/DZVP. The UAHF/PCM
method has limitations as with any other method based on
the continuum models for estimating solvation energy.
Specific interaction of the solvent with the solute is not taken
into account in this type of model. However, in the literature,
there is enough evidence that these specific interactions are
canceled when the reaction involves similar reactants and
products.24,45,51 It has been speculated that a great part of
the success of estimating equilibrium constant values is due
to a good synergism between the level of theory, basis sets,
and the continuum method leading to error compensation.25

According to Table 1, [AlH(L-OH)(OH)(H2O)2] is the
most favorable species. Other structures investigated are at
least 6 kcal‚mol-1 higher in energy. The favorable solvation
energy observed for the reaction forming [AlH(L-OH)(OH)-
(H2O)2] (Figure 1c) is a consequence of the charge separation
in the structure enhancing the solvation. The Gibbs free
energy of this reaction (eq 4) is-14.46 kcal‚mol-1 at the
PBE/TZVP/PCM level of theory, only 2.42 kcal‚mol-1 larger
than the experimental value. The scheme PBE/TZVP/PCM
has been shown to provide pKa values and hydrolysis
constants for Fe3+ and Fe2+ in good agreement with
experimental values.28,29The error bars are about 4 kcal‚mol-1

which is reasonable if one takes into account that the ionic
strength of the solution is neglected and the error bars of
the experimental free energies quoted from experimental
equilibrium constants are normally about 1 logarithmic unit,
that is, about 1.4 kcal‚mol-1. These results support the [AlH-
(L-OH)(OH)(H2O)2] model for the AlL complex in which
the hydroxyl group remains protonated, while one water
molecule bound to the Al3+ center is hydrolyzed. This is in
agreement with the relative pKa of the different groups
present in citric acid, the first [Al(H2O)6]3+ pKa, and with
the perception that 5- and 6-membered rings are more stable.

One could argue that other 1:1 Al/citrate complexes have
been observed from potentiometric experiments and that they
are derived from this neutral AlL species. Actually, two
species are observed: [AlHL]+ and [Al(OH)L]-.18 The
protonated species probably has its carboxylic group proto-
nated, and only water molecules occupy the available
coordination sites of the Al3+ center since this species is
predominant in a pH less than 3. The [Al(OH)L]- predomi-
nates in pH above 4, and, consequently, the citrate free
carboxylic group should be deprotonated. This is consistent
with the third pKa of citric acid which is about 6.4. In order
to verify if theses models are adequate to describe these
species in solution, we have estimated the formation con-
stants of these two species using, as a starting point, the
neutral [AlH(L-OH)(OH)(H2O)2] species. Figure 2 shows the
optimized structures of [AlH(L-OH)(H2O)3]+ and [Al(L-OH)-
(OH)(H2O)2]- species. The Gibbs free energy of the [AlH-

(L-OH)(H2O)3]+ formation is in very good agreement with
the available experimental data, with an error of only 1.1
and 1.6 kcal‚mol-1 at the PBE/TZVP/PCM and PB86/TZVP/
PCM levels of theory, respectively. The positive charged
complexes are usually well described by the continuum
model which impact the final results. The [AlH(L-OH)-
(H2O)3]+ optimized structure is shown in Figure 2a. The Al-
OH2 bond distances are about 2.0 Å, and the Al-O(carbonyl)
is about 1.8 Å. The predicted Al-O(hydroxyl) distance is
1.959 Å which is close to the observed value of 1.937 Å for
the [AlH(L-OH)(OH)(H2O)2] complex. For the [Al(L-OH)-
(OH)(H2O)2]- species, the Gibbs free energy is about-21.46
and -14.71 kcal‚mol-1 at PBE/TZVP/PCM and PB86/
TZVP/PCM, respectively. These values must be compared

Figure 2. PBE/TZVP optimized structures of the protonated
and deprotonated [Al(L-OH)(H3O)3] complex. Bond distances
are in Å.
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with the experimental estimated value of-12.00 kcal‚mol-1.
The larger errors (about 9 and 3 kcal‚mol-1 for BPE/TZVP/
PCM and BP86/TZVP/PCM, respectively) are due to the
difficulty in treating negatively charged complexes. The free
solvation energy of negative charged systems is difficult to
estimate through the PCM model. Furthermore, the electronic
energy is more sensitive to basis set quality since more
diffuse basis functions are necessary to treat anions ad-
equately. These limitations will impact the total free energy
of the reaction. However, it is possible to see from Table 2
that the observed trends are consistent. In general the PBE/
TZVP/PCM method provides total free energies in better
agreement with available experimental data. The exception
is the negatively charged species for which the BP86/TZVP/
PCM predicted value is in better agreement with the
experimental data. The [Al(L-OH)(OH)(H2O)2]- optimized
structure is shown in Figure 2b. The Al-O(hydroxyl)
distance is about 1.919 Å, and it did not change very much
with the deprotonation of the species. The Al-OH2 bond
distances are also about 2.07 Å, as expected. The Al-OH
bond distance is about 1.785 Å.

Even though equilibrium constant estimates in aqueous
solution are still challenging for theoretical chemistry,
insights about the chemical speciation mechanism have been
provided for several complexes systems based on DFT
calculations and continuum methods with remarkable
success.22-25,27-29 In the present work, the Gibbs free energies
of the Al3+ coordination by citric acid forming mononuclear
complexes in aqueous solution have been estimated. Con-
versely to what has been proposed based on the experiments,
the present theoretical calculations predict that the citric acid
hydroxyl group is not deprotonated even when it is involved
in the coordination of the Al3+. This is consistent with the
relative citric acid pKa values and the Al3+ hydrolysis
constant. Other 1:1 Al/citrate complexes with a different
degree of protonation have also been calculated, and the
reaction free energies have been estimated. The model in
which the hydroxyl group remains protonated while involved
in the coordination of the metal center leads to a better
agreement with the available experimental data.

Final Remarks
The Al3+ hydrolysis is already a complex system with many
hydroxylated species.7 In the presence of citric acid, stable
and metastable complexes are formed, and mononuclear
complexes at low citrate concentrations are predominant.18

It has been suggested that the citrate ligand is completely
deprotonated including its tertiary hydroxyl group.19 In our
point of view, this is not consistent with acidic properties of
this molecule and the Al3+ in solution. The hydroxyl group
deprotonation is only possible at very high pH or in stringent
conditions. However, the hydroxyl group has been unam-
biguously proven to be involved in the coordination of Al3+.
Our results indicate the hydroxyl group remains protonated
while coordinating the Al3+ center. This model is coherent
with the potentiometric measurements since the degree of
protonation of the species is not changed. In fact, the
calculations indicate that the citrate carboxylic group and
the H2O bound to Al3+ are more acidic than the citrate-OH
group, as it is expected. This might have important conse-
quences in understanding the chemical speciation of the Al3+/
citrate system at high pH when polynuclear species are
present.
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Abstract: In the framework of the previously developed multiconfiguration molecular mechanics

(MCMM) method, we present a new algorithm for constructing global potential energy surfaces

that are invariant with respect to the exchange of identical nuclei. We illustrate the new algorithm

by its application to the HOH′′ + H′ f OH + H′H′′, OH′ + HH′′, OH′′ + HH′, HOH′ + H′′, and

H′′OH′ + H reactions. As part of the MCMM methodology, the new scheme can be used to

generate multidimensional global PESs for both small and large systems where a few reaction

pathways need to be treated as symmetrically equivalent.

I. Introduction
Multiconfiguration molecular mechanics provides an efficient
and systematic scheme for extending molecular mechanics1-23

potentials to allow the fitting of potential energy surfaces
for reactive systems.24-29 This is accomplished by using
molecular mechanics to model the diagonal matrix elements30

of the electronic Hamiltonian in a diabatic basis and using
electronic structure calculations of the adiabatic electronic
ground state to obtain the off-diagonal couplings. In ap-
plications so far, we have considered fitting a potential energy
surface in a single reaction swath, which consists of those
geometries in the valley around a single minimum energy
path plus the region on the concave side of that reaction path
that is necessary for a semiclassical treatment of large-
curvature tunneling.31-36 This requires input data only in the
reaction swath itself and allows the calculation of accurate
rate constants by generalized transition state theory and in
particular by variational transition state theory with multi-
dimensional tunneling.37-42 To obtain potential energy
surfaces more suitable for general dynamics calculations,
such as trajectory calculations,43-46 one can add additional
data far from the minimum-energy reaction paths, for
example, by the “Grow’’ algorithm of Collins.47

In some cases, it is desired to model more than one
reaction path. Consider for example the reaction

For calculating thermal rate constants by generalized transi-
tion state theory, there is no loss of accuracy in labeling the
atoms

and treating the path connecting these labeled asymptotes
as the only low-energy one because reactive flux via the
reaction swath associated with the path leading to OHb +
HaHc can be included by a symmetry factor, i.e., by
multiplying the rate constant for path (2) by two. However,
trajectory calculations, which might be carried out to study
high-energy processes or state-selective properties can access
geometries where Ha and Hb are equally distant from Hc.
The fitted potential energy surface should be invariant to
permutations of identical nuclei when geometries connecting
specific reaction swaths are energetically accessible. Huang
et al.48 have recently presented a permutationally invariant
fitting basis for enforcing identical particle symmetry in fits
of potential energy surfaces. Collins et al.47 have used an
alternative strategy where all permutationally equivalent
geometries are included in the data to be fit. A key element
of the present approach is that we use symmetrized diabatic

* Corresponding author e-mail: truhlar@umn.edu (D.G.T.) and
oksana@t1.chem.umn.edu (O.T.).

H2O + H f OH + H2 (1)

HaOHb + Hc f OHa + HbHc (2)
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states. This allows us to include the permutation symmetry
of selected identical nuclei without increasing the order of
the electronic Hamiltonian matrix.

In the present article, we present a general method for
enforcing permutation symmetry in MCMM calculations, and
we demonstrate it by making a global potential energy
surface for the model reaction H2O + H. We illustrate this
surface by showing the geometric characteristics of the fit
at various molecular geometries. The method is designed for
cases where it is sufficient to treat a few exchangeable atoms
(typically a few hydrogens) in a symmetrical way and not
for treating thousands of hydrogen atoms (e.g., in a protein)
symmetrically, which is seldom necessary.

II. Theory
In MCMM, the reactive system is defined usingn valence
bond (or diabatic) configurations that correspond to reactants,
products, and (possibly) stable or metastable intermediates.
Each valence bond configuration corresponds to a definite
arrangement of bonds. In the present work, we only consider
two configurations: n ) 1, corresponding to the reactant
arrangement of bonds, andn ) 2, corresponding to the
product. Near potential energy minima, the diabatic con-
figurations are assumed to be well described by available
molecular mechanics potentialsVnn(q), whereq denotes a
set of redundant or nonredundant internal valence coordinates
(bond stretches, bond angle bends, and torsions). At an
arbitrary geometry, the potential energyV can be expressed
in terms of theseVnn by solving the secular equation

whereV12 is the resonance integral (or diabatic coupling),
andV is the lowest eigenvalue of the matrixV. If analytic
gradients and Hessians with respect to nuclear coordinates
are available for bothVnn andVnn′, then the analytic gradient
and Hessian ofV are readily available by applying the chain
rule to the analytic solution of eq 3.

We consider a reactive system withm identical nuclei (i.e.,
nuclei with the same atomic number, e.g., hydrogen atoms).
First, we define two sets of permutation operators. The first
set is the group{P(i) (i ) 1, ...m!)} of nuclear permutation
operators that interchange Cartesian coordinatesx(k) of
identical nuclei and generate the permutationally equivalent
geometriesx(k,i); this is the symmetric group49,50 of degree
m and orderm! and corresponds to the complete nuclear
permutation (CNP) group51 of a molecule. In the case of a
system with three hydrogen atoms such as reaction 1 of H2O
with H, there arem! ) 6 permutationally equivalent
molecular geometries, and the groupP(i) has the following
elements: the identity operator, three transposition operators,
and two cyclic permutation operators:{E, (12), (23), (13),
(123), (132)}.49,51 The second set,{PMM( j) (j ) 1, ... m!)},
consists of the operators that operate on the molecular
mechanics atom types and connectivity patterns at identical
nuclei centers while leaving their Cartesian coordinates
unchanged. The result of the application of each of thePMM( i)

to a valence bond structuren in which the atoms are labeled

(e.g., HaOHb + Hc) is a change in the valence bond
connectivity pattern of the nuclei so thatj ) 1, ... m!
generates all possible connectivity patterns with the same
numbers and kinds of bonds (e.g., HaOHc + Hb). There is a
one-to-one correspondence between the elements of the group
P(i) and applying the elements of the setPMM( j), and this
correspondence may be used to assign the labelsj.

Note that the permutationsPMM( j) usually change the
energy of the system. For example, applyingPMM(2) to the
labeled asymptotic form on the left side of eq 2 results in
the same-energy structure (HbOHa + Hc), whereas applying
PMM(3) to the same structure yields HaOHc + Hb which would
generally have higher MM energy unless the OHb and OHc

distances are the same. Letσn, which is called the symmetry
factor, be the number of times the lowest-energy MM
configuration occurs among them! symmetrically equivalent
MM configurations at a general geometry. Note that there
may be high-symmetry geometries where the lowest-energy
MM configurations occur more thanσn times, butσn is
independent of geometry and corresponds to a general
geometry. For example, for studying reaction 1,n ) 1 is
the H‚‚‚H2O configuration, andn ) 2 is the OH‚‚‚H2

configuration, and each hasσn ) 2, although the lowest-
energy configuration occurs 6 times forC3V and D3h

geometries.

The requirement thatV be invariant with respect to the
permutation of identical nuclei suggests that both the diagonal
and off-diagonal matrix elements,Vnn andVnn′, need to be
invariant under such permutations. In MCMM, the diagonal
matrix elements are expressed in terms of the predetermined
analytical MM functions, and the of-diagonal elementsVnn′

are obtained via Shepard interpolation47,52-57 using accurate
(quantum mechanical (QM)) data at a selected number of
molecular geometries. In the interpolation, the data are
weighted by a weight function so that data at nearby points
are weighted more heavily than those at distant points. The
resonance integralsVnn′ depend on both MM and QM
energies and derivatives (gradients and Hessians). We will
present the algorithm for symmetrizing bothVnn andVnn′ in
detail below, after a paragraph about the various internal
coordinates that are used.

Internal coordinates will appear in the algorithm in three
different contexts, and these sets need not necessarily be the
same; in fact they ordinarily are not the same. In particular,
there are (a) 2m! sets of internal coordinatesq used to
evaluate MM energies and their derivatives:m! sets for
valence bond configurationn ) 1 and anotherm! sets for
valence bond configurationn ) 2, (b) a set of internal
coordinatesr used in Shepard interpolation, and (c) a set of
internal coordinatess used to calculate the weight function.
The number of coordinates in setr is greater than or equal
to 3NA-6, whereNA is the number of atoms in the system,
and the number of coordinates in sets is arbitrary and is
called Γ. The compositions of the setsq are completely
determined by the molecular mechanics method (based on
the valence bond connectivity patterns), but setsr ands are
introduced in MCMM. It is worthwhile to explicitly mention
that the coordinatesq depend oni. Thus, for example, fori
) 1 and n ) 2, we have the O-Ha and Hb-Hc bond

|V11 - V V12

V12 V22 - V| ) 0 (3)
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distances, and we have O-Hb, O-Hc, Ha-Hb, and Ha-Hc

as nonbonded coordinates. In contrast fori ) 2 we have
O-Hb and Ha-Hc as bond distances and O-Ha, O-Hc, Hb-
Ha, and Hb-Hc as nonbonded coordinates. This is not
reflected in the notation because it would be cumbersome.
For symmetrized calculations, both sets (set b calledr and
set c calleds) should include all permutationally equivalent
coordinates that involve the identical nuclei that need to be
treated as permutationally equivalent. As described in the
original MCMM paper,24 Shepard interpolation is carried out
in internal coordinates rather than in Cartesians in order to
circumvent the problem of choosing a consistent orientation
of Cartesian coordinates at the various interpolation nodes.
In the symmetrized application presented below, we use all
(six) internuclear distances (and no bond angles or torsions)
for this Shepard interpolation step. For evaluating the weight
functionW, which is explained below, we would in general
use the internuclear distances that undergo significant
changes during the reaction of interest and, in addition, all
permutationally equivalent distances. In the application
presented below, we used the set of all internuclear distances
for the weights.

The procedure for constructing a PES that is invariant with
respect to the exchange of identical nuclei using MCMM
involves the following steps:

(i) Read electronic structure information (accurate energies
V(k), gradients G(k), and HessiansF(k)) in Cartesian coordinates
for k ) 1, 2, ...N training geometriesx(k), and for each of
these data points generatem! symmetrically equivalent data
sets: {x(k,i), G(k,i), F(k,i)}, where

Notice thatx(k,1) ) x(k), G(k,1) ) G(k), F(k,1) ) F(k), andP(1)

corresponds toE, P(2) corresponds to (12), etc. Notice also
that eq 5 corresponds to permuting rows in the gradient
vector, and eq 6 corresponds to permuting rows and columns
in the Hessian matrix. The potential energy is a scalar and
independent ofi; we can call the accurate energyV(k), V(k,1),
orV(k,i).

(ii) Define a set of m! MM energies, gradients, and
Hessians at point (k) by

and

for n ) 1, 2; k ) 1, 2, ..., N; j ) 1, 2, ..., m!. This set

corresponds to them! different MM connectivity patterns
generated by applying eachPMM( j) to a valence bond
configurationn at each geometry (x(k,1)). The MM energy,
gradient, and Hessian on the right sides of eqs 7-9,
respectively, are evaluated in the present article using the
MM3 force field5-7 modified as described in a previous
paper,29 although the algorithm is general and can also be
applied with other force fields, e.g., with CHARMM.18,21 In
our work the Cartesian derivatives of eqs 8 and 9 are
evaluated from the molecular mechanics force fields by the
TINKER program.58 (TINKER evaluates the derivatives in
the internal coordinate setq and then transforms them to
Cartesian coordinates.)

(iii) Define a symmetrized MM potential and its gradient
and Hessian at pointk (where a tilde denotes a symmetriza-
tion) by

where∆ is a parameter

and

Notice that the symmetrized MM potential is dominated by
the σn lowest-energy MM configurations among them!
permutations of the labels on the identical atoms. The
parameter∆ controls the rate of switching between different
dominant configurations in regions that separate the low-
energy regions corresponding to the differently permuted
coordinates.

We now have the accurate potential, its gradient, and
Hessian (eqs 4-6), and the symmetrized MM potential,
gradient, and Hessian (eqs 10-12) at each of theN training
points. Note thatV(k), Ṽn

(k), G̃n
(k), andF̃n

(k) are independent of
i, butG(k,i) andF(k,i) depend oni. (Because of the dependence
of these quantities oni, the Shepard interpolation must
involve m!N terms, rather thanN terms, as in the unsym-
metrical case.)

(iv) Generatem! values ofG̃n
(k,i) andF̃n

(k,i) from eachG̃(k),
and F̃(k) by applyingP(i), as in step (i).

x(k,i) ) P(i)x(k) (4)

G(k,i) ≡ ∂

∂x
V ) P(i)G(k) (5)

F(k,i) ≡ ∂
2

∂x2
V ) P(i)F(k)P(i) (6)

VMM,n
(k,j) ≡ Vnn

(j)(x(k)) (7)

GMM,n
(k,j) ≡ ∂

∂x
Vnn

(j)|x)x(k)
(8)

FMM,n
(k,j) ≡ ∂

2

∂x2
Vnn

(j)|
x)x(k)

(9)

Ṽn
(k) ) -∆ln( 1

σn
∑

j

m!

e-VMM,n
(k,j)/∆) (10)

G̃n
(k) ≡ ∂

∂x
Ṽn

(k) )

∑
j

m!

GMM,n
(k,j) e-VMM,n

(k,j)/∆

∑
j

m!

e-VMM,n
(k,j)/∆

(11)

F̃n
(k) ≡ ∂

2

∂x2
Ṽn

(k) )

∑
j

m!

(FMM,n
(k,j) - (1/∆)GMM,n

(k,j) GMM,n
(k,j) T)e-VMM,n

(k,j)/∆

∑
j

m!

e-VMM,n
(k,j)/∆

+

(1/∆)G̃n
(k) G̃n

(k)T∑
j

m!

e-VMM,n
(k,j)/∆ (12)
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(v) Then we transformG(k,i), F(k,i), G̃n
(k,i), and F̃n

(k,i) to the
set of internal coordinatesr by the Wilson B matrix and C
tensor, as described elsewhere.24,59,60This yields

Throughout this paper, we will use capitalG andF to denote
the gradients and Hessians with respect to Cartesian coor-
dinates and lower caseg andf to denote the corresponding
derivatives with respect to internal coordinates.

(vi) Next we define two Taylor series for each data point
(k,i) by

and

whereV(r ;k), g(k,i), f(k,i), Ṽ(r ;k), g̃n
(k,i), and f̃n

(k,i) are the QM
potential, gradient, and Hessian and the symmetrized MM
potential, gradient, and Hessian in the internal coordinates,
and

wherer (xk,i) is the value ofr at point (k,i). The Taylor series
coefficients, denoted asD, b, andC, needed for them!N-
term interpolation are then calculated by substitutingV(k),
Ṽn

(k), g(k,i), f(k,i), g̃n
(k,i), andf̃n

(k,i) (for n ) 1,2) into eqs 20-23 of
ref 24, with the only difference being that (k) in these
equations is now replaced by (k,i):

(vii) Then eq 18 (or equivalently eq 13) of ref 24, with
(k, i) replacing (k) gives the Taylor series of (V12)2 for each

(k, i) at an arbitrary geometryr ) r (x) along with its gradient
and Hessian in the internal coordinatesr :

This step uses the Taylor series reversion of Chang and
Miller.61 (Notice that there is a typo in eq 13 of ref 24,
namely that all∆q in that equation should have been∆q(k).
Furthermore the internal coordinates used in that equation
are the set calledr in the present work. Therefore,∆q(k) has
now become∆r (k,i).)

This step is carried out as follows: The input geometry
in Cartesian coordinatesx is transformed to internal coor-
dinatesr using the full nonlinear expressions that define the
internal coordinates in terms of the Cartesians. The internal
displacement coordinates are then calculated by eq 19. We
then construct Taylor series expansions around each data
point (k, i) by combining∆r (k,i) with the constantsD(k,i), b(k,i),
andC(k,i) calculated in step (vi), as in eq 18 of ref 24. Note
that substituting eqs 20-23 of ref 24 into eq 18 of ref 24
yields eq 13 of ref 24. Then, as in ref 24 but taking into
account all symmetrically equivalent data points, we calculate
the generalized distances and weights and carry out Shepard
interpolation forV12 as in eq 14 of ref 24 but withm!N terms
in the sum

whereWki are normalized weights discussed below (see also
Supporting Information), andV′12 is defined by

whereV12(r , k, i)2 is given in eq 23, and

The derivatives ofV12
S of eq 24 are calculated as in eqs 24-

29 and 36-41 of ref 24 but summing overk and i, not just
k. These derivatives are given in the Supporting Information.

(viii) The derivatives ofV12
S are then transformed from

the internal coordinates to Cartesian coordinates by using
the transformation matrices saved in step (vii), in the same
fashion as in the formalism24 for nonsymmetrized potential
energy surfaces.

(ix) Define matrixV at the input geometryx by

The lowest-energy eigenvalue of this matrix is the MCMM
potential energy function. The diagonal matrix elementsṼn(x)
and their derivativesG̃n(x) and F̃n(x) are obtained as
follows: First we define

[V12(r , k, i)]2 ) D(k,i)(1 + b(k,i)T∆r (k,i) + 1
2

∆r (k,i)TC(k,i)∆r (k,i))
(23)

V12
S (r ) ) ∑

k)1

N

∑
i)1

m!

Wki(r )V′12(r , k, i) (24)

V′12(r , k, i) ) xV12(r , k, i)2u(r , k, i) (25)

u(r , k, i) ) {exp(-δ/V12(r , k, i)2); V12(r , k, i)2 > 0
0; otherwise

(26)

V(x) ) (Ṽn(x) V12
S (x)

V12
S (x) Ṽn(x) ) (27)

VMM,n
(j) ≡ Vnn

(j)(x) j ) 1, ...,m! (28)

g(k,i) ≡ ∂

∂r
V|r)r (x(k,i))

(13)

f(k,i) ≡ ∂
2

∂r2
V|

r)r (x(k,i))
(14)

g̃n
(k,i) ≡ ∂

∂r
Ṽn|r)r (x(k,i))

(15)

f̃n
(k,i) ≡ ∂

2

∂r2
Ṽn|

r)r (x(k,i))
(16)

V(r ;k) ≈ V(k,i) + g(k,i)T∆r + 1
2
∆r (k,i)Tf(k,i)∆r (k,i) (17)

Ṽn(r ;k) ≈ Ṽn
(k,i) + g̃n

(k,i)T∆r + 1
2
∆r (k,i)Tf̃n

(k,i)∆r (k,i) (18)

∆r (k,i) ) r (x) - r (x(k,i)) (19)

D(k,i) ) (Ṽ1
(k,i) - V(k,i))(Ṽ2

(k,i) - V(k,i)) (20)

b(k,i) )
g̃1

(k,i) - g(k,i)

Ṽ1
(k,i) - V(k,i)

+
g̃2

(k,i) - g(k,i)

Ṽ2
(k,i) - V(k,i)

(21)

C(k,i) ) (1/D(k,i)) [(g̃1
(k,i) - g(k,i))(g̃2

(k,i) - g(k,i))T +

(g̃2
(k,i) - g(k,i))(g̃1

(k,i) - g(k,i))T] +
f̃1

(k,i) - f(k,i)

Ṽ1
(k,i) - V(k,i)

+
f̃2

(k,i) - f(k,i)

Ṽ2
(k,i) - V(k,i)

(22)
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and

where, as before, each value ofj corresponds to one of the
m! connectivity patterns. Then,Ṽn(x), G̃n(x), andF̃n(x) are
calculated as

and

whereVMM,n
(j) (x), GMM,n

(j) (x), andFMM,n
(j) (x) are sets ofm! MM

energies, gradients, and Hessians at the geometryx.
(x) Find the eigenvalueV of eq 27 and its derivatives in

Cartesian coordinates. The lowest eigenvalue of eq 27 is
given by

whereṼn are the symmetrized uninterpolated MM potentials
given by eq 31, andV12

S is the resonance integral obtained
via them!N-term Shepard interpolation, eq 24. The gradient
and Hessian components ofV with respect to Cartesian
coordinates are given by

and

Note that steps (i)-(vi) are performed once at the
beginning. Then steps (vii)-(x) are carried out every time
that the dynamics algorithm needs the energy, gradient, and/
or Hessian.

In the present article, the weight functionw(s) is evaluated
as in eq 34 of ref 24, but taking into account all sym-
metrically equivalent data points. For doing so, we first
transform the Cartesian coordinates of the data points (k, i)
and the Cartesian coordinates of a geometryx (where one
needs to evaluate the potential) to the set of the internal
coordinatess. The unnormalized weights are then calculated
as

where dki is the generalized distance betweens and s(k,i)

defined as

wheres ≡ {s1, s2, ... sγ, ... sΓ} . Note that the sum in eq 37
runs overm!(N + 2) data points where the 2m! extra data
points correspond to the permutationally equivalent MM
minima for the valence bond configurationsn ) 1 andn )
2. By way of contrast, the sum in eq 24 includes onlyNm!
terms because we setV12 equal to zero at MM minima
because we assume that the potential near these points is
well described by molecular mechanics. The omission of the
extra 2m! terms in eq 24 combined with their inclusion in
the denominator of eq 37 is equivalent to settingV12

S and its
gradient and Hessian equal to zero at the MM minima.

For the present symmetrized application,Γ ) 6 because
a four-body system has six internuclear distances. (This value
is just accidentally the same asm! in the present case.) In

GMM,n
(j) ≡ ∂

∂x
Vnn

(j) j ) 1, ...,m! (29)

FMM,n
(j) ≡ ∂

2

∂x2
Vnn

(j) j ) 1, ...,m! (30)

Ṽn(x) ) -∆ln( 1

σn
∑

j

m!

e-VMM,n(j)(x)/∆) (31)

G̃n(x) )

∑
j

m!

GMM,n
(j) (x)e-VMM,n

(j)(x)/∆

∑
j

m!

e-VMM,n
(j)(x)/∆

(32)

F̃n(x) )

∑
j

m!

(FMM,n
(j) (x) - (1/∆)GMM,n

(j) (x)GMM,n
(j)T (x))e-Vn

(j)(x)/∆

∑
j

m!

e-VMM,n
(j)(x)/∆

+

(1/∆)G̃nG̃n
T∑

j

m!

e-VMM,n
(j)(x)/∆ (33)

V(x) ) 1
2
(Ṽ1(x) + Ṽ2(x)) -

[(Ṽ1(x) - Ṽ2(x))2 + 4(V12
S (x))2]1/2 (34)

Gi ) ∂V
∂xi

)

1
2(G̃1i + G̃2i - (4V12

S (∂V12
S

∂xi
) + (Ṽ1 - Ṽ2)(G̃1i - G̃2i)

((Ṽ1 - Ṽ2)
2 + 4(V12

S )2)1/2 )) (35)

Fij ) ∂
2V

∂xi∂xj
)

1
2(F̃1ij + F̃2ij +

(4V12
S (∂V12

S /∂xi) + (Ṽ1 - Ṽ2)(G̃1i - G̃2i))

((Ṽ1 - Ṽ2)
2 + 4(V12

S )2)3/2
×

(4V12
S (∂V12

S

∂xj
) + (Ṽ1 - Ṽ2)(G̃1j - G̃2j)) -

4(∂V12
S

∂xi
)(∂V12

S

∂xj
) + (G̃1i - G̃2i)(G̃1j - G̃2j)

((Ṽ1 - Ṽ2)
2 + 4(V12

S )2)1/2
-

4V12
S (∂2V12

S

∂xi∂xj
) + (Ṽ1 - Ṽ2)(F̃1ij - F̃2ij)

((Ṽ1 - Ṽ2)
2 + 4(V12

S )2)1/2 ) (36)

wki(s) )

1

dki(s)
4

∑
k)1

(N+2)

∑
i)1

m! 1

dki(s)
4

(37)

dki(s) ) x∑
γ)1

Γm!

(sγ - sγ
(k,i))2 (38)
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most of the previous applications,24-29 we usedΓ ) 3. The
present article also includes, for comparison, some unsym-
metrized calculations, and for those calculations we used
Γ)2.

III. Application and Discussion of Results
The two MM configurations used to represent asymptotic
regions are H2O + H (I) and OH + H2 (II). The MM
parameters5,29,62,63are given in Table 1 (note that there are
no standard MM3 parameters for radicals).

For the present application, we used 3 training geometries.
In particular, we place QM energies, gradients, and Hessians
(a) at geometry of the saddle point, HOHH*, of reaction 1
(SP-I), (b) at the saddle point (SP-II, denoted H2OH* in eq
39) of the exchange reaction,

and (c) at the minimum (Min-I) that corresponds to an
ammonia-like radical OH3. The geometries of these three
Shepard points are given in Table 2. We will denote the
potential constructed using three QM Hessians as MCMM(3).
Fifteen other QM Hessians are obtained by symmetry without
additional electronic structure calculations and are also used
in interpolation. The parameter∆ was set equal to 0.04Eh

(1 Eh ) 1 hartree).
For the electronic structure calculations we use the hybrid

density functional MPWB1K64 in conjunction with the
6-31+G(d,p)65 basis set; the geometries listed in Table 2
correspond to optimized structures at this level. Even though
MPWB1K/6-31+G(d,p) significantly overestimates the bar-
rier height for the exchange reaction (specifically, it gives
29.6 kcal/mol for the zero-point-exclusive barrier of reaction
2 as compared to∼21 kcal/mol for the best estimate57), it is
sufficient to demonstrate the symmetry properties of the fit.
(One should use more sophisticated electronic structure levels
to generate QM energies and derivatives when one carries
out dynamics calculations.) Geometrically, the intermediate

structure Min-I is rather close to the saddle point for this
reaction being separated from the reactant well by a small
barrier of 0.7 kcal/mol in MPWB1K/6-31+G(d,p) calcula-
tions and 0.3-0.8 kcal/mol in higher-level57 calculations. The
forward and reverse zero-point-exclusive barriers for the
abstraction reaction (1) are 5.0 and 18.6 kcal/mol with
MPWB1K/6-31+G(d,p) (cf. the best estimates66 of 5.1 kcal/
mol and 21.2 kcal/mol, respectively).

Figure 2 shows two-dimensional cuts through the six-
dimensional PESs as functions of the two symmetrically
equivalentr(OH) distances. The minimum corresponds to
the C3V ammonia-like structure OH3 (Min-I). The top and
bottom panels display the symmetrized PES and a nonsym-
metrized PES, respectively. The nonsymmetrized PES was
calculated withN )2 (QM Hessians are only placed at the
saddle point of the O-Ha dissociation channel and at the
Min-I geometry) and withΓ ) 3 ({O-Ha;O-Hb;O-Hc}).
This nonsymmetrized surface is called MCMM(2). The set
of coordinatesr for MCMM(2) includes these three coor-
dinates plus the three H-O-H angles. Figure 2 shows that
the symmetrized PES has the same shape in the two
dissociation valleys, whereas the nonsymmetrized PES does
not.

The upper panels of Figure 3 illustrate the symmetrized
MCMM(3) surface near the saddle point SP-I of the
abstraction reaction. These plots are made for the atomic
labeling illustrated by the SP-I structure shown in Figure 1
and also for the labeling with Ha and Hb permuted. As one
can see from these plots, the interpolated PES is invariant
with respect to the exchange of the coordinates of the two

Table 1. Force Field Parameters for Reaction 1a

van der Waals parameters Morse parameters

atomic H H in H2 H in H2O O in OH O in H2O H-H in H2 O-H in OH O-H in H2O

rm, Å 1.32 1.20 1.32 1.62 1.82
ε, kcal/mol 0.008 0.016 0.008 0.059 0.036
re, Å 0.7414b 0.9707b 0.9470b

f, mdyn/Å 5.75c 6.5 7.45
De, kcal/mol 104.2d 120.0e 150.0e

a The van der Waals energy was calculated using the modified29 Exp-6 potential with the values for A, B, and C as the original MM35

parametrization and the value for D of 0.01 for the symmetrized PES and 0.005 for nonsymmetrized PES. For the bond stretching terms we
used the Morse potential. For the angle bending potential in water we used the same functional form and the same parameters as in the original
MM3 force field (these parameters are not shown in this table). b Reference 62. c Reference 63. d For the bond stretching term in H2, De was
set to be equal to D298

o of ref 63. e For OH stretches, the values used for De are larger than the actual equilibrium dissociation energies, which
does not cause a problem because in MCMM the energy of reaction is evaluated by electronic structure calculations, not by molecular mechanics.

Table 2. Three Geometries Used in Shepard Interpolationa

structure r(OHa) r(OHb) r(OHc) r(HbHc) ∠HaOHb ∠HaOHc ∠HbOHc ∠HcHbO

SP-I 0.965 1.322 0.824 99.7 164.7
SP-II 1.122 0.992 0.992 102.3 102.3 103.4
Min-I 1.017 1.017 1.017 102.6 102.6 102.6

a Bond distances are in Å and bond angles are in degrees.

H2O + H f H2OH* f OH3 f H2OH * f H2O + H (39)

Figure 1. Atom labels for the unique data points (SP-I, SP-
II, and Min-I) used in Shepard interpolation.
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hydrogen atoms. This is contrasted with the case of a
nonsymmetrized PES that is shown in the lower panels of
this figure. This nonsymmetrized PES is constructed from
one QM Hessian and is called MCMM(1). As in previous
MCMM applications,24-29 the r coordinates are the natural
vibrational coordinates for Shepard interpolation, and thes
coordinates are the set of two distances that undergo
significant changes ({O-Hb;Hb-Hc}). The lower right panel
of Figure 3 shows that the potential is qualitatively incorrect
at geometries corresponding to the reaction channel with the
interchanged Ha and Hb.

It is essential to note that while the MCMM method was
originally developed to describe a potential in a localized
region of a reaction swath of a particular reaction channel,
the new formalism presented above is designed to describe
(semi)global PESs that are suitable for study multiple reaction

channels. We used a minimum of three QM Hessians
(MCMM(3)) for the symmetrized PES and only one or two
“reaction-specific” QM Hessians to describe the reaction
channel of interest using the nonsymmetrized MCMM
formalism. The potential shown in the upper panels of
Figures 2 and 3 corresponds to a single PES obtained using
three QM Hessians, whereas the cuts shown in the lower
panels of these figures correspond to the two “different”
nonsymmetrized surfaces (one constructed using the QM
Hessians at SP-II and Min-I (Figure 1) and the other using
the QM Hessian at SP-I (Figure 2)).

IV. Further Discussion and Comments
An accurate PES has been previously developed to describe
both the abstraction and exchange reaction channels of
reaction 1 by Collins et al.56 who pioneered Shepard
interpolation as a general scheme to construct (semi)global
PESs using a finite number of ab initio energies, gradients,
and Hessians.47 To generate a PES sufficiently accurate for
quantum scattering calculations, these authors used Shepard
interpolation of the Taylor expansions of the potential energy
at 1000 geometries. Thus that interpolation used 333 times
more electronic structure Hessians than the present one.
Although the goal of the present work is different, a key
point is to note that in the MCMM approach, where one
interpolates the resonance integralV12 and uses previously
calibrated MM potentials (along with the user-supplied
parameters in reactions where the reactants or products or
both are radicals), one generally needs far less electronic
structure input data points as compared to the methods where
one directly interpolates the potential energy.

Because actual evaluations of the diagonal and off-diagonal
elements of the matrixV and their derivatives are performed
in internal rather than in Cartesian coordinates, the MCMM
PESs are invariant under the operation of inversion,51 and
the symmetrized PES for the H2O + H system is thus
invariant under the operations of the complete nuclear
permutation-inversion (CNPI) group.51 The latter is the direct
product of the CNP group and the inversion group and has
a very large order when the number of identical atoms in a
system is large. In practice, however, one is rarely interested
in all possible reactions of the atoms comprising a reactive
system, but rather one identifies a few low-energy reaction
paths. This implies that only a few identical nuclei in a
system need to be treated as symmetrically equivalent, while
the other nuclei of the same kind can be considered as
distinguishable. (For example, one might treat several protons
in the active site of an enzyme symmetrically, but hydrogens
far from the reactive site are effectively distinguishable over
normal time scales.) The new MCMM scheme can therefore
be applied to medium and large systems (e.g., using the
recently presented28 strategy for evaluation of the resonance
integral V12 via hybrid QM/MM calculations) just as one
would apply the older nonsymmetrized MCMM formalism,
provided that one uses an appropriate set of internal
coordinates for coordinate setsr ands (see section III) so
that all nuclear centers that need to be considered as
indistinguishable are treated symmetrically in Shepard
interpolation and in the calculation of the weight function.

Figure 2. Cuts through interpolated PESs plotted as functions
of the OHa and OHb distances showing the exchange reaction
(eq 39) for the symmetrized PES (top) and nonsymmetrized
PES (bottom). All remaining internal coordinates are fixed at
their values at the Min-I structure (see Table 2). Contour labels
are in kcal/mol. The zero of energy corresponds to the OH +
H2 asymptote. The symmetrized PES shown in the upper
panel is constructed using 3 QM Hessians (MCMM(3)) and
the unsymmetrized PES shown in the lower panel is con-
structed using 2 QM Hessians (MCMM(2)), as explained in
section 3.
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While the MM evaluations of the energies and energy
derivatives at each geometry are now performedm! times
(corresponding to all possible connectivity patterns of the
identical nuclei), no extra computational cost is required to
generate symmetrically equivalent sets of the gradient vectors
and Hessian matrices at Shepard points at the QM level
(which is the most computationally demanding part of the
MCMM method).

In a broader context, MCMM24,25,27-29,67-69 may be
considered as a way to extend molecular mechanics to
chemical reactions. There are many computational methods
in the literature that are designed to do this in one way or
another.26,61,70-107 Some of these are closely related to
MCMM, whereas others are quite different. Furthermore,
these methods were introduced to accomplish a variety of
different objectives. For example, the empirical valence bond
(EVB) method of Warshel and Weiss30 was introduced to
transfer potential energy surfaces between environments by
adding solvent effects to the diagonal Hamiltonian matrix
elements. Either MCMM or EVB can be applied to reactions
with more than one reaction pathway by adding additional
valence bond structures (e.g., one could use a Hamiltonian

matrix of order seven with three OH+ H2 structures, three
H2O + H structures, and one OH3 structure). This has some
advantages, but it also has disadvantages, mainly that it leads
to a larger matrix to be diagonalized. This in turn means
that one must approximate more than one off-diagonal matrix
element and that one can no longer take advantage of the
simple form of the solution of the 2× 2 Hamiltonian used
here for obtaining analytic gradients and Hessians.

V. Concluding Remarks
We have presented an algorithm for using multiconfigura-
tional molecular mechanics to fit potential energy surfaces
in a way that is manifestly symmetric under the permutation
of identical nuclei, while retaining the simple structure of a
Hamiltonian matrix of order 2. The algorithm allows us to
represent potential energy surfaces in symmetry-equivalent
reaction valleys as well as the ridge regions connecting them,
and it leads to convenient formulas for analytic gradients
and Hessians. The new method was illustrated by an
application to the reaction of H2O with H, for which we
obtain a qualitatively correct semiglobal potential energy
surface.

Figure 3. Cuts through interpolated PESs as functions of the OH and HH distances showing the abstraction reaction channel
1: symmetrized PES (upper left and right panels) and nonsymmetrized PES (lower left and right panels). Contour labels are in
kcal/mol. Contours on the lower right plot are shown in increment of 10 kcal/mol starting from -8 kcal/mol. The zero of energy
corresponds to the OH + H2 asymptote. The numbers in parentheses indicate the number of QM Hessians. The cuts shown on
the left and right sides of the lower panel correspond to a nonsymmetrized MCMM(1) PES.
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Abstract: An integrated centroid path integral and free-energy perturbation-umbrella sampling

(PI-FEP/UM) method for computing kinetic isotope effects (KIEs) for chemical reactions in solution

and in enzymes is presented. The method is based on the bisection sampling in centroid path

integral simulations to include nuclear quantum effects to the classical potential of mean force.

The required accuracy for computing kinetic isotope effects is achieved by coupled free-energy

perturbation and umbrella sampling for reactions involving different isotopes. The use of FEP

with respect to different masses results in relatively small statistical uncertainties, whereas if

KIEs are computed directly by the difference in free energies obtained from the quantum

mechanical potentials of mean force for different isotopes, the statistical errors are significantly

greater. The PI-FEP/UM method is illustrated in two applications. The first reaction is the

decarboxylation of N-methyl picolinate in water, for which the primary 13C and secondary 15N

KIEs have been determined. The second reaction is the proton-transfer reaction between

nitroethane and an acetate ion in water. In both cases, the computational results are in accord

with experimental data, and the findings provide further insight into the mechanism of these

reactions in water.

1. Introduction
Proton and hydride transfer reactions are ubiquitous in
chemical and biological processes. Because of their relatively
small mass, zero-point energy and tunneling contributions
are significant in determining free-energy barriers.1 Conse-
quently, it is necessary to include nuclear quantum mechan-
ical effects in computation of the rate constant.2,3 The
incorporation of nuclear quantum effects is also important
in reactions involving heavy atom transfers since one of the
most direct, experimental assessments of the transition state
of a chemical reaction is through measurements of kinetic

isotope effects (KIEs),4 which are of quantum mechanical
origin. This, however, is a great challenge to computation
because the measured heavy atom KIEs are typically less
than a few percent, which requires an accuracy of a fraction
of 0.1 kcal/mol in the computed free-energy difference
between isotope substitutions. The difficult task is further
exacerbated by the need to sample configurational space of
the macromolecular system to achieve statistical conver-
gence.5,6 Thus, it is highly desirable to develop accurate and
practical methods for estimating kinetic isotope effects for
chemical reactions in solution and in biological environ-
ments.7 In this paper, we describe an integrated path integral
and free-energy perturbation/umbrella sampling (PI-FEP/
UM) approach in molecular dynamics simulations using a
combined quantum mechanical and molecular mechanical
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(QM/MM) potential for determining KIEs. In the inte-
grated PI-FEP/UM method coupled with QM/MM poten-
tials, both electronic and nuclear degrees of freedom in the
reactive region are treated explicitly by quantum mechanical
methods.

Of course, a variety of methods have been developed to
treat nuclear quantum effects for gas-phase reactions.8 In
principle, these techniques can be directly extended to
condensed-phase systems; however, the size and complexity
of these systems unfortunately make it intractable compu-
tationally. Thus, a main goal is to develop new methods, or
to extend gas-phase techniques to condensed phases or
biomolecular systems. One method that has been successfully
introduced to computational enzymology is the ensemble-
averaged variational transition-state theory with QM/MM
sampling (EA-VTST-QM/MM), which has been applied to
a number of enzyme systems.2,3,9-13 Both primary and
secondary KIEs can be computed using the EA-VTST-QM/
MM method, and the method includes contributions of
multidimensional tunneling. In another work, a grid-based
hybrid approach was used to model quantum effects in
hydrogen transfer reactions by numerically solving the
vibrational wavefunction of the transferring hydrogen
nucleus.14,15 The method yielded good results for primary
KIEs in several hydride transfer reactions,16 although the
authors noted that a major limitation is its complexity,
preventing it from extending to quantizing more than one
particle.17

The third technique, which was among the first applica-
tions to incorporate nuclear quantum effects in enzyme
reactions, is the quantized classical path (QCP) method
developed by Hwang et al.18-20 The discrete Feynman path
integral method21 has been used in a variety of applications
since it offers an efficient and general approach for treating
nuclear quantum effects in condensed-phase simulations.20,22-36

Here, we focus on applications to biomolecular systems. The
centroid path integral molecular dynamics method provides
a procedure that can be used to directly estimate the quantum
mechanical activation free energy.28,37However, these meth-
ods are computationally expensive for modeling large
systems such as enzymes, especially if combined QM/MM
potentials are used to represent the potential surface. The
QCP method is also based on centroid path integral sampling,
but it is formulated as a correction to the classical potential
of mean force (PMF).18,19,23Thus, the classical simulations
and quantum corrections are fully separated, making it
particularly attractive and efficient for modeling enzymatic
reactions. Unfortunately, the QCP method has not been
widely used, and it is very difficult to obtain converged
results using “standard” sampling schemes. Recently, we
developed a practical procedure, called BQCP,5,6 by extend-
ing the bisection sampling method developed by Ceperley

and Pollock38 for free-particle sampling to centroid path
integral simulations. This has enabled us to obtain converged
results through a series of validation studies.5,6 The remark-
able free-particle sampling efficiency of the bisection scheme
in centroid path integral simulations stems from the fact that
every “Monte Carlo” move is accepted and is independent
of the previous beads’ distribution, and it has been thoroughly
discussed by Ceperley.39 The BQCP method5,6 has been
applied to a number of proton and hydride transfer reactions
in solution and in enzymes.6,34-36 The computed KIEs are
in good accord with experiments and with results from the
previous EA-VTST-QM/MM method. The BQCP method
has now been adopted in another QCP application.17

Although the methods discussed above are based on very
different theories, a common strategy is to estimate ap-
proximately the quantum mechanical rate constant by
introducing a quantum correction factor to bridge the classical
transition state theory. We define

wherekTST is the transition-state theory rate constant andγ
is the generalized transmission coefficient,2 which includes
the classical dynamic recrossing factor,Γ, and the quantum
correction factorκ, which is defined as follows:

In eq 2,â ) 1/kBT with kB being Boltzmann’s constant and
T the temperature, and∆F qm

* and∆F TST
* are, respectively,

the quantum and classical free energy of activation. Here,
we have implicitly assumed that the classical and quantum
Γ factors are identical. The different methods applied to
enzymatic reactions to incorporate nuclear quantum effects
differ in the specific approximations to estimate the free-
energy difference in eq 2.

In this article, we develop an efficient sampling strategy
for accurate computation of KIEs for chemical reactions in
solutions and in enzymes. The method and computational
details are illustrated by two systems, while the computa-
tional study also provides insights into the interpretation of
the observed KIEs. The first reaction is the decarboxylation
of N-methyl picolinate in water, a model for the reaction
catalyzed by orotidine 5′-monophosphate decarboxylase
(Scheme 1). The second is the deprotonation of nitroethane
by an acetate ion, a model for the nitroalkane oxidase reaction
in the first step in the oxidation of nitroalkanes to aldehydes
and ketones (Scheme 2). In the former reaction, heavy-atom
primary 13C and secondary15N KIEs are computed, while
for the latter,2H KIE is determined.

2. Theory and Method
2.1. Centroid Path Integral Method. In the discrete path
integral method, each quantized nucleus is represented by a
ring of P quasi-particles called beads, whose coordinates are

Scheme 1 Scheme 2

k ≡ kqm ) γkTST (1)

κ )
kqm

kTST
) e-â(∆F qm

* -∆F TST
*

) (2)
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denoted asr ) {r i; i ) 1, ..., P}.21 The discrete paths are
circular with rP+1 ) r 1. For convenience, we limit the
discussion to a single quantized atom embedded in a classical
solvent while extension to many-quantized particles is
obvious. Each bead is connected to its two neighbors via
harmonic springs and is subjected to a fraction, 1/P, of the
full classical potential,U(r i, S), where S represents all
classical solvent coordinates. In the centroid path integral,
the centroid position,rj, is used as the principle variable, and
the canonical QM partition function of the hybrid system
can be written as follows:21

where∫dR ) ∫dr1...∫ drPδ(rj ) s), P is the number of quasi-
particles of the discrete path, the delta functionδ(rj ) s) is
introduced for use in later discussion, and the centroid
coordinate,rj, of the quasi-particles,r ) {r i; i ) 1, ...,P},
is defined as

In eq 3, the effective quantum mechanical potentialVqm(r ,S)
is given by

and λ2 is the square of the de Broglie thermal wavelength
of a particle of massM:

where p is Planck’s constant andM is the mass of the
particle.

We introduce the effective semiclassical potential
Ueff(s; r ,S)

where the centroid of the quantized particle is constrained
at its classical position,s, and they are used interchangeably
below. The classical partition functionQP

cm (cm is classical
mechanics) is

where s is the classical position vector of the quantized
particle,Fcm andF FP

o are the free energies of the classical
system [without the quantized free particle (FP)] and the free
particle, respectively, and∆r i ) r i - r i+1. Then, eq 3 can

be rewritten as follows

In eq 9, the average〈...〉U is obtained according the potential
U(rj,S) over classical coordinates, and

Equation 9 also defines that, for a fixed “classical” config-
uration (rj,S), the free-particle sampling carried out without
the external potentialU(rj,S) yields the partial partition
function

whereF(rj,S) is the free energy of a quantized particle whose
centroid position is constrained to its classical coordinate,rj
) s, in the presence of the rest of the classical particles, and
it is related to the free-particle averaging which is defined
as

Thus, the free-particle sampling of eqs 11 and 12 yields the
quantum free-energy difference relative to a reference free
particle for a fixed classical configuration. The idea of using
classical Monte Carlo simulations to generate particle distri-
butions and then to use eq 12 to make quantum corrections
was described by Sprik et al.23 Later, Warshel et al. pointed
out that the expression of eq 9 is particularly useful since
the quantum free energy of the system can be obtained by
first carrying out classical trajectories for averaging classical
configurations (rj,S), then by determining the quantum
contributions through free-particle sampling (eq 11).

The quantum mechanical average of the ground-state
propertyA in the centroid path integral can be expressed as

where the integral over dR is under the constraint thatrj )
s. In analogy with the derivation of eq 9, eq 13 can be
simplified as follows:

QP
qm ) ∫dS∫ds( P

2πλ2)3P/2∫dR e-âVqm(r ,S) (3)

rj )
1

P
∑
i)1

P

r i (4)

Vqm(r ,S) )
P

2âλ2
∑

i

P

(r i - r i+1)
2 +

1

P
∑

i

P

U(r i ,S) (5)

λ2 ) â p2

M
(6)

Ueff(s ) rj; r ,S) )
P

2âλ2
∑

i

P

(r i - r i+1)
2 + U(rj,S) (7)

QP
cm ) ∫dS∫ds e-âU(s,S)( P

2πλ2)3P/2

×

∫dR exp[-
P

2λ2
∑

i

P

(∆r i)
2]

) e-âFcm
e-âF FP

o

(8)

QP
qm ) QP

cm ×

∫dS∫ds e-âU(s,S)∫dR exp[-
P

2λ2
∑

i

P

(∆r i)
2] e-â∆Uh (rj)s,S)

∫dS∫ds e-âU(s,S)∫dR exp[-
P

2λ2
∑

i

P

(∆r i)
2]

) e-â[Fcm+F FP
o

] 〈e-â[F(rj)s,S)-F FP
o

]〉U (9)

∆Uh (rj,S) )
1

P
∑

i

P

{U(r i,S) - U(rj,S)} (10)

QP
qm(rj,S) ) e-â[F(rj,S)-F FP

o
] ) 〈e-â∆Uh (rj,S)〉FP,rj (11)

〈...〉FP,rj )

∫dR {‚‚‚} δ(rj) exp[-
P

2λ2
∑

i

P

(∆r i)
2]

∫dR δ(rj) exp[-
P

2λ2
∑

i

P

(∆r i)
2]

(12)

〈A〉 )
∫dS∫ds∫dRA(r ,S) e-âVqm(r ,S)

∫dS∫ds∫dR e-âVqm(r ,S)
(13)

〈A〉 )
〈〈A(r ,S) e-â∆Uh (rj,S)〉FP,rj 〉U

〈〈e-â∆Uh (rj,S)〉FP,rj 〉U

(14)
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Equation 14 represents a weighted Boltzmann average of
all path integrals and classical configurations. If one makes
the approximation

the average can be estimated as a Boltzmann weighted
average by the individual quantum free energies of classical
configurations:

Note that rj ) s. Equation 16 has been shown to yield
reasonable results for a system consisting of one electron
embedded in random hard spheres.23 If a sampling procedure
can be formulated such that the classical configura-

tions are chosen with the probability of e-â[F(rj,S)-F FP
o

]/QP
qm,

eq 16 may be enumerated by a simple numerical average,23

but it is not clear how such a sampling scheme can be easily
obtained.

2.2. The Quantized Classical Path (QCP) Method.
Warshel et al. pointed out that the most significant result of
the QCP method is the use of double averaging23 in centroid
path integral calculations over all configurations generated
by classical trajectories.18,19 From eq 9, the quantum me-
chanical potential of mean force, defined as a function of
the centroid reaction coordinate,zj, can readily be expressed
as follows:

whereQcm is the cm partition function (without quantized
free particles), andWqm(zj) and Wcm(z) are the centroid
quantum mechanical and classical mechanical potentials of
mean force, respectively. The advantage of this formulation
is that one can sample the FP distribution separately at each
classical configuration (i.e., centroid position) and then
average over classical configurations obtained from molec-
ular dynamics simulations.

The free-energy difference in eq 2 can then be conve-
niently obtained from the formula

where the symbolzj qm
* specifies the value of the centroid

reaction coordinate, at whichWqm(zj) has the maximum value,
and zj qm

R is the coordinate at the reactant state. Notice that
the free energy of the free particle cancels out in eq 18; thus,
it does not contribute to the calculation of the free-energy
difference in eqs 2 and 18. Analogously,zcm

* and zcm
R are

the corresponding values of the classical reaction coordinate.
Of course, the locations of the transition state in the quantum
and classical potential of mean force are not necessarily
identical.

2.3. The BQCP Method.A central issue with all path-
integral formulations is the sampling method employed. A
number of efficient sampling schemes have been proposed
and reviewed.23,24,38-40 However, we had considerable dif-
ficulties achieving convergence in QCP calculations using
“standard” Monte Carlo or molecular dynamics methods.
Recently, we implemented the bisection method of Ceperley
and Pollock to sample the free-particle distribution,38,39which
is based on multilevel sampling and the Le´vy Brownian
bridge construction,41 and we found that the convergence in
eq 11 can be easily obtained.5,6 Since the free-particle
distribution is known exactly at a given temperature, each
ring-bead distribution is generated directly according to this
distribution and thus 100% accepted. Furthermore, each new
configuration is created independently, starting from a
single initial bead position, allowing the new configuration
to move into a completely different region of configurational
space.

The original bisection sampling method was not developed
for centroid path integral simulations, and there is no simple
way of constraining the centroid position in the bisection
sampling. In our implementation, we decided to first make
the bisection sampling as originally proposed by Ceperley
and Pollock38,39 and enforced the first and last beads to be
identical to enclose the polymer ring.5,6 Then, we made a
rigid-body translation of the centroid position of the new
beads’ configuration to coincide with the target (classical)
coordinate. Since the free-particle distribution is known
exactly at a given temperature, each ring-bead distribution
is generated according to this distribution and thus 100%
accepted.39 Furthermore, in this construction, each new
configuration is created independently, starting from a single
initial bead position, allowing the new configuration to move
into a completely different region of configurational space.
We call this sampling scheme over classical configurations,
in connection with the ideas of Sprik et al.23 and Warshel et
al.’s quantized classical path,18,19 the BQCP method. The
BQCP convergence has been thoroughly tested5,6 and
applied to several condensed-phase and enzyme systems.6,34-36

Of course, the present sampling approach is not restricted
to fixing the centroid position to correct the classical
reaction path, and it can be used as an independent variable
to obtain a “quantum” reaction path. Although this is a
straightforward extension of Ceperley’s bisection sampling
method,39 to our knowledge, it has not been utilized
previously in centroid path integral simulations, and more
importantly, it allows us to achieve fast convergence.

To make convenient the discussion of the kinetic isotope
effect calculations, we first describe the bisection sam-
pling procedure and its scalability to an isotopic substitu-
tion of the quantized particle. The goal is to develop an
efficient sampling scheme that facilitates an accurate predic-
tion of KIEs. Specifically, since we’re dealing with free-
particle sampling, we would like to generate entirely

〈A(r ,S) e-â∆Uh (rj,S)〉FP,rj ≈ e-â[F(rj,S)-F FP
o

] 〈A(r ,S)〉FP,rj (15)

〈A〉 ≈ ∑
rj,S

e-â[F(rj,S)-F FP
o

]

QP
qm

〈A(r ,S)〉FP,rj (16)

〈A〉 ≈ ∑
rj,S

〈A(r ,S)〉FP,rj (16a)

Wqm(zj) ) Wcm(zj) - 1
â

ln
QP

qm(zj)

Qcm(zj)

) Wcm(zj) - 1
â

ln 〈〈e-â∆Uh (zj)〉FP,zj〉U (17)

∆F qm
* - ∆F TST

* ) [Wqm(zj qm
* ) - Wqm(zj qm

R )] -

[Wcm(zcm
* ) - Wcm(zcm

R )] (18)
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uncorrelated distributions at each sampling step, to ob-
tain maximum efficiency, while minimizing sampling
noise.

Let the initial distribution of beads be{r 1, r 2, ..., rP, rP+1}
whereP ) 2L is the number of beads andL is the number
of bisection levels, andr 1 and rP+1 are the initial and final
positions of the polymer chain. Note that the ends of the
sequence in the present discussion are enclosed for a ring of
beads andr 1 ) rP+1. To obtain a new distribution, the posi-
tions for P - 1 beads,{r 2, ..., rP}, will be randomly gene-
rated, starting fromr 1 and rP+1. Specifically, the bisection
sampling procedure begins at the coarsest level, level 1, and
the coordinate of the bead in the midpoint of the sequence
is first sampled, which is placed at the geometrical center
of the two ends plus a random displacement according to
its (Gaussian) free-particle distribution of widthσ1 )
2L-1(λM

2 /2P), whereλM
2 is the square of de Broglie wave-

length of a particle of massM. Next, at level 2, the two new
intervals (r 1, rP/2) and (rP/2, rP+1) will be used to generate
the coordinates of their two midpoints, with a distribution
width of σ2 ) 2L-2(λM

2 /2P). This process continues until all
P - 1 positions are generated at levelL. For convenience,
which is obvious below, we set the local coordinate origin
at r 1 ) (0,0,0), and we summarize the procedure below.

LeVel 1:

whereη1 is a vector of normal distribution with zero mean
and unit variance (which is obtained with the Box-Muller

method42), andθ1+P/2 ) x2L-2/Pη1.
LeVel 2:

whereη2(1) andη2(2) are two random vectors of normal
distribution.

LeVel k:

wherem ) 1, ..., 2k-1.

In general, any particle position can be expressed as

where the vectorθi is a random vector, properly scaled and
generated according to the free-particle distribution, and
associated with earlier levels of bisection sampling, as has
been explicitly shown for levels 1, 2, andk in eqs 19-22.
In eq 23, we have definedθ1 ) 0. Finally, all beads’ positions
are translated such that the geometric center (centroid) of
the polymer ringrCP ) λM(1/P ∑i

P θi) is made to coincide
with the coordinate of the classical particle.

A key point of interest is that each of the random bead
positions generated by the bisection method is proportional
to the de Broglie wavelength, which is dependent on the mass
of the quantized particle. We also see that the positions of
the P - 1 sampled beads are independent of the initial
position of bead number 1. Moreover, the new position of
the “seed” bead, bead number 1, is also independent of the
position at the previous step. This would not be the case if
we perform the bisection sampling with two different
endpoints. In essence, one can simply generate a library of
random beads’ configurations and randomly choose them in
BQCP calculations, but the time needed to generate new bead
positions is minimal compared to the computer time required
to compute their potential energies. So, there is little
advantage for creating such a library. These features make
the present procedure especially efficient in centroid path
integral simulations. Note that, if external potentials are
applied in a Monte Carlo sampling scheme for free-particle
configurations, the efficiency of the bisection sampling
scheme will be significantly hampered because the beads’
distribution can easily get trapped in a local minimum,
making it difficult to move out.

2.4. The Integrated Path Integral-Free-Energy Per-
turbation/Umbrella Sampling (PI-FEP/UM) Method for
Computing KIEs. In principle, one can carry out separate
centroid path integral simulations to make quantum mechan-
ical corrections to the classical potential of mean force for
different isotopes. Then, one can use the activation free
energies for different isotopic reactions to compute the
corresponding kinetic isotope effects. However, the statistical
errors associated with these separate calculations are at least
1 order of magnitude greater than the free-energy difference
for different isotopic reactions, too large to be useful for
computing KIEs.

We have developed a free-energy perturbation (FEP)
method, in the framework of centroid path integral simula-
tions, to obtain directly the free-energy difference from
isotope substitutions along a reaction path. Two algorithms
are examined below, termed the PI-UM method and the PI-
FEP/UM method. Although the two methods yield similar
computed KIEs, the statistical uncertainties are significantly
different, with the latter PI-FEP/UM approach giving smaller
uncertainties comparable to experimental results due to the
use of FEP with respect to bead distribution, which is
proportional to the mass of the quantized particle. Thus, the
method is an FEP over mass.

r1+P/2 ) 1
2

(r1 + rP+1) + λM x2L-2

P
η1 ) λMθ1+P/2

(19)

r1+P/4 ) 1
2
(r1 + r1+P/2) + λM x2L-3

P
η2(1)

) λM{1
2
θ1+P/2 + x2L-3

P
η2(1)} ) λMθ1+P/4 (20)

r1+3P/4 ) 1
2
(r1+P/2 + rP+1) + λMx2L-3

P
η2(2)

) λM{1
2
θ1+P/2 + x2L-3

P
η2(2)} ) λMθ1+3P/4

(21)

r1+(2m-1)P/2k

) 1
2
(r1+(2m-2)P/2k + r1+2mP/2k) + λMx2L-1-k

P
ηk(m)

) λM{1
2
[θ1+(2m-2)P/2k + θ1+2mP/2k] + x2L-1-k

P
ηk(m)}

) λMθ1+(2m-1)P/2k (22)

r i ) λMθi i ) 1, 2, ...,P (23)
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Considering an atom-transfer reaction where the light atom
of massML is replaced by a heavier isotope of massMH, we
use exactly the same sequence of random numbers, that is,
displacement vectors{θi}, to generate the bisection path
integral distribution for both isotopes. Thus, the resulting
coordinates of these two bead distributions differ only by
the ratio of the corresponding masses:

where r i,L and r i,H are the coordinates for beadi of the
corresponding light and heavy isotopes. The free-energy
difference, or equivalently, the ratio of the partition functions,
between the heavy and light isotopes can then be determined
by the formula

where ∆Uh L ) (1/P)∑i{U(r i,L) - U(rj)} and ∆Uh H )
(1/P)∑i{U(r i,H) - U(rj)}.

Equation 25 offers a convenient approach to determine
KIEs. We first carry out classical umbrella sampling simula-
tions to generate the classical potential of mean force (outer
average). Then, for each configuration saved in the classical
simulation, we carry out centroid path integral calculations
by free-particle sampling to obtain the quantum mechanical
correction along the classical path (inner average). The
bisection samplings are performed in such a way that the
same set of displacement vectors, properly scaled by the mass
factor of eq 24, are used to obtain the distributions for the
two different isotopes. Thus, we obtain two separate quan-
tized potentials of mean force for the two isotopic reactions,
and we call this algorithm the path integral-umbrella
sampling (PI-UM) method, in which umbrella sampling is
used to compute the classical mechanical PMF and the
centroid path integral sampling is used to make quantum
corrections. The required accuracy is achieved because the
isotopic substitution represents only a slight perturbation to
the original isotopic bead distribution, proportional to the
square root of the ratio between the two masses. This is
different than separate PI samplings for different isotopes,
which is very difficult to converge to the required precision.

The second algorithm, which we refer to here as the PI-
FEP/UM method, is to use the result of eq 14 to obtained
the free-energy difference using free-energy perturbation
between light and heavy isotopic masses. First, we note that
the sampling scheme presented in eqs 23 and 24 yields the
following identity for the kinetic energy term of the discrete
beads:

Therefore,

where we have substituted the integration variable, dRH )
(ML/MH)3P/2 dRL. The significance of this coordinate change
is that the ratio of the partition functions for the heavy and
light isotopes at reaction coordinatezcan be obtained exactly
by free-energy perturbation (see also eq 14) via sampling
only the light (or heavy) isotopic particles:

where the superscripts or subscripts L and H specify compu-
tations done using light or heavy isotopes, and∆U i

LfH )
U(r i,H) - U(r i,L) represents the difference in potential energy
at the heavy and light bead positionsr i,H andr i,L. In eq 28,
we obtain the free-energy (inner average) difference between
the heavy and light isotopes by carrying out the bisection
path integral sampling with the light atom and then perturbing
the heavy isotope masses, i.e., positions according to eq 24.
Then, the free-energy difference between the light and heavy
isotope ensembles is weighted by the Boltzmann factor due
to quantization of classical configurations (outer average).

An approximate approach is to employ eq 16, such that
the free-energy difference between heavy and light isotopes
is Boltzmann-weighted over all classical configurations:

where

The kinetic isotope effects are computed as follows:

where F cm
R (zjR

L) and F cm
R (zjR

H) are the free energies of the
mode in the reactant (R) state that correlates with the progress
coordinatez for the light and heavy isotopes. A method for
estimating their values has been described.1

3. Computational Details
3.1. Potential Energy Function.In the present study, we
use a combined quantum mechanical and molecular me-

QH
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) (MH
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∫drj ∫dRL e-âVqm(rL)

)
∫drj ∫dRL e-âVqm(rH)

∫drj ∫dRL e-âVqm(rL)
(27)

QH
qm(zj)

QL
qm(zj)

)
〈δ(z - zj)〈exp[-

â

P
∑

i

∆Ui
LfH] e-â∆Uh L〉

FP,L
〉

U

〈δ(z - zj) e-â[FL(zj,S)-F FP
o

]〉U
(28)

QH
qm(zj)

QL
qm(zj)

≈ ∑
s,S

PP,L
qm(z:rj ) s,S) 〈exp[-

â

P
∑

i

∆Ui
LfH]〉

(zj)FP,L

(29)

PP,L
qm(z:rj ) s,S) )

QP,L
qm(z:rj,S)

QP,L
qm

) e-â [FP,L(z:rj,S)-F FP,L
o

]

e-â [F P,L
qm-F FP,L

o
]

(30)

KIE ) kL

kH
) [QH

qm(zjH
*)

QL
qm(zjL

*)][QL
qm(zjL

R)

QH
qm(zjH

R)] e-â[Fcm
R (zj L

R)-Fcm
R (rj

H
R)]

(31)

r i,L

r i,H
)

λML
θi

λMH
θi

) xMH

ML
i ) 1, 2, ...,P (24)

QL
qm(zj)

QH
qm(zj)

) {QL
qm(zj)

Qcm(zj)}{Qcm(zj)

QH
qm(zj)}

)
〈δ(z - zj)〈e-â∆Uh L〉FP〉U

〈δ(z - zj)〈e-â∆Uh H〉FP〉U

(25)

P

2âλML

2
∑

i

P

(r i,L - r i+1,L)
2 )

P

2âλMH

2
∑

i

P

(r i,H - r i+1,H)2

(26)

954 J. Chem. Theory Comput., Vol. 3, No. 3, 2007 Major and Gao



chanical potential in molecular dynamics simulations, in
which the solute is represented explicitly by an electronic
structure method and the solvent is approximated by the
three-point charge TIP3P model for water.43 The details have
been described in a number of articles.44,45 We used the
standard semiempirical Austin Model 1 (AM1) method to
treat the decarboxylation reaction of N-methyl picolinate.46

As in numerous other decarboxylation reactions, the AM1
method yielded good energetic results in comparison with
high-level electronic structural results.47-51 In the case of the
deprotonation of nitroethane by an acetate ion, the AM1
model failed to yield adequate energetic results, and a set of
specific reaction parameters (SRP) was developed within the
AM1 formalism to fit density functional theory results. The
performance of the SRP-AM1 model has been reported
previously,6,34 and we focus here on testing the performance
of the nuclear quantum effects using the PI-FEP method.

3.2. Simulation Details.All simulations are performed
using periodic boundary conditions in the isothermal-
isobaric (NPT) ensemble at 25°C and 1 atm. In the
decarboxylation reaction of N-methyl picolinate, a total of
888 water molecules were included in a cubic box of about
30 × 30 × 30 Å3. For the deprotonation of nitroethane by
an acetate ion, 898 water molecules were included in the
simulations. Nonbonded electrostatics were treated by the
particle-mesh Ewald summation method for QM/MM simu-
lations.52 van der Waals interactions were smoothed to zero
at 9.5 Å on the basis of group-group separations. The bond
lengths and angles of solvent water molecules were con-
strained by the SHAKE algorithm,53 and an integration step
of 1 fs was used for all calculations.

The PMF profiles were obtained using the umbrella
sampling technique.54 In this approach, the reaction was
divided into a series of “windows”, in which a biasing
potential was applied to allow sufficient sampling of high-
energy regions along the reaction pathway. The effect of the
biasing potential was subsequently removed when the
separate simulation windows are combined to produce the
overall PMF by using the weighted histogram analysis
method.55 In the current simulations, 12 windows were used
for the decarboxylation reaction, while 32 windows were
employed in the deprotonation reaction. In both reactions,
the system was slowly heated to the target temperature over
the course of 25 ps and thereafter equilibrated for 100-200
ps. Subsequently, each window was further equilibrated for
25-50 ps before data collection commenced. Each window
was sampled for ca. 100-150 ps, totaling at least 2 ns of
sampling for the decarboxylation and ca. 4 ns for the
deprotonation reaction. The reaction coordinate was defined
as the distance of the cleaving C-C bond for the decar-
boxylation reaction and as the difference between the
breaking CR-H and forming O-H bonds in the deproto-
nation reaction.

The BQCP simulations employed 97 800 classical con-
figurations for each isotope (12C, 13C, 14N, and15N) for the
decarboxylation reaction, combined with 10 path-integral
steps per classical step. For the deprotonation reaction,
112 807 classical configurations were used for each isotope
(1H and 2H), combined with 10 path-integral steps per

classical step. For the decarboxylation reaction, the isotope
labeled atom was quantized in addition to the three neighbor-
ing atoms. For the deprotonation reaction, the nitroethane
CR atom, the abstracting acetate oxygen, the transferring
proton, and the secondary hydrogen were quantized. Each
quantized atom was described by 32 beads. Thus, 32-36
million QM/MM energy calculations are needed in each
reaction. To estimate the standard errors in the computed
kinetic isotope effects, the entire path integral simulations
were divided into 10 separated blocks, each treated inde-
pendently. The standard uncertainties ((1σ) were determined
from these 10 blocks and the total averages for both the PI-
UM (eq 25) and the PI-FEP/UM (eq 31) methods.

All simulations employed the CHARMM program,56 in
which the methods described here have been implemented,
and all path-integral simulations used a parallel version that
efficiently distributes integral calculations for the quantized
beads.6

4. Results and Discussions
4.1. Decarboxylation Reaction of N-Methyl Picolinate in
Water. The primary and secondary heavy atom kinetic
isotope effects for the decarboxylation of N-methyl picolinate
have been studied by Rishavy and Cleland, and this was
considered as a model to probe the mechanism of orotidine
5′-monophosphate decarboxylation catalyzed by orotidine
monophosphate decarboxylase (Scheme 1).47,57-59 Due to the
small magnitude of heavy atom KIEs combined with the
inherent statistical noise in condensed-phase simulations, it
is very difficult to compute these quantities through computer
simulations.

The reaction profile for the decarboxylation of N-methyl
picolinate monotonically increases as a function of the
cleaving C-C bond distance in the gas phase, reaching a
plateau of 18.1 kcal/mol from MPW1PW91/6-311++
(3df,2p)//MPW1PW91/6-31+G(d) calculations. The energy
of reaction is 17.7 and 11.6 kcal/mol using MP2/6-311++-
(3df,2p) and the semiempirical AM1 model, respectively.
Thus, AM1 underestimates the reaction energy by about 6
kcal/mol. At all computational levels, there is no barrier
separating N-methyl picolinate and the decarboxylation
product, a characteristic feature in this class of decarboxy-
lation reactions (refs 48-51, see above). The relatively
smaller energy of reaction for N-methyl picolinate decar-
boxylation, compared to that of orotate (∆E ) 36.4 kcal/
mol),59 is due to the positive charge at the N1 position of
N-methyl picolinate. Since the main goal here is to illustrate
the performance of the PI-FEP/UM method, the small
difference between the AM1 and high-level electronic
structure results is deemed acceptable.

The potential of mean force for the decarboxylation of
N-methyl picolinate was obtained as a function of the C2-
CO2 separation in aqueous solution at 25°C and 1 atm (see
Figure 1). Solvent effects are significant, increasing the free-
energy barrier by 15.2 kcal/mol to a value of 26.8 kcal/mol,
which is accompanied by a net free energy of reaction of
24.7 kcal/mol. If the error introduced by the AM1 method
for the gas-phase reaction is corrected, our best estimate of
the free-energy barrier is 32.9 kcal/mol for the decarboxyla-
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tion reaction of N-methyl picolinate in water. This is in
contrast to the decarboxylation of N-methyl orotate in water,
which has little solvent effect.47 The difference is again due
to the presence of the positive charge in the pyridine ring,
which is annihilated in the decarboxylation reaction. How-
ever, the similarity is that there is a small solvent reorganiza-
tion barrier for CO2 recombination, which is about 2 kcal/
mol.47

The free-energy contributions to the potential of mean
force by quantizing the carboxylate group and the C2 carbon
in the pyridine ring are displayed in Figure 2A both for12C
and 13C at the carboxyl position, whereas the ratio of the
two quantum partition functions from the PI-FEP/UM
simulations is shown in Figure 2B. The nuclear quantum
effects are non-negligible even for bond cleavage involving
two carbon atoms, which reduce the free energy barrier by
0.45 kcal/mol. The intrinsic13C primary KIE has been
determined by the formula of eq 25, along with a factor
correcting for the reduced mass of the reaction coordinate,
which is treated as a harmonic oscillator of masses 12 (C2)
and 44 or 45 (CO2). The PI-UM method yields a computed
KIE of 1.0346( 0.8773 at 25°C for the decarboxylation of
N-methyl picolinate in water (Table 1). For comparison, the
use of the PI-FEP/UM method resulted in a similar KIE
(1.0345( 0.0028), but the associated statistical error is much
smaller. To emphasize the sensitivity of the computational
result, the computed KIE is equivalent to a free-energy
difference of merely 0.0187 kcal/mol (Figure 2). Thus, even
with the use of exactly the same configuration distributions,
scaled by the corresponding masses of different isotopes, in
path integral sampling, the fluctuation of the average
quantum correction to the classical mechanical PMF is of
similar magnitude as that of the computed KIE, if separated
quantum mechanical PMFs are used (Figure 2A). On the
other hand, the average over the exponential factor in free-
energy perturbation simulations with the PI-FEP/UM method,
which yields the free-energy difference between different
isotopic substitutions, greatly reduces the statistical uncer-
tainty. Experimentally, the primary13C KIE for the decar-
boxylation of N-methyl picolinate was determined to be
1.0212( 0.0002 in ethylene glycol at 120°C, which was
extrapolated to a value of 1.0281( 0.0003 at 25°C.57 The
agreement between the computational result and experimental
value is reasonable, suggesting that the decarboxylation

reaction itself is the rate-limiting step. This is further
supported by the secondary KIE discussed below.

Figure 3 depicts the nuclear quantum correction to the
classical PMF by quantizing the N1 nitrogen and C2 and
C6 carbons in the pyridine ring as well as the methyl carbon
atom. Both14N and 15N isotopes are used, and the ratio
between their quantum mechanical distribution functions

Figure 1. Classical potential of mean force as a function of
the C2-CO2 distance of the cleaving bond for the decarboxy-
lation reaction of N-methyl picolinate in water.

Figure 2. Nuclear quantum-mechanical free-energy correc-
tions for the decarboxylation reaction of N-methyl picolinate
in aqueous solution along the centroid reaction coordinate as
defined in Figure 1. The C2 atom of pyridinium and the
carboxylate carbon and oxygen atoms are quantized. (A) Total
free-energy contributions are displayed in blue for 12C and in
red for 13C substitution at the carboxyl carbon position using
the PI-UM algorithm. (B) The ratio of the quantum mechanical
partition functions (equivalent to the free-energy difference)
between 12C and 13C isotopic substitutions at the carboxyl
carbon position from the PI-FEP/UM method.

Table 1. Computed and Experimental Primary 12C/13C
and Secondary 14N/15N Kinetic Isotope Effects for the
Decarboxylation of N-Methyl Picolinate at 25 °C in Water

12k/13k 14k/15k

exptl (120 °C)a 1.0212 ( 0.0002 1.0053 ( 0.0002
exptl (25 °C)a 1.0281 ( 0.0003 1.0070 ( 0.0003
PI-UM 1.0346 ( 0.8773 1.0067 ( 0.8862
PI-FEP/UM 1.0345 ( 0.0028 1.0083 ( 0.0016
a In ethylene glycol with quinoline, ref 57.
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along the centroid reaction coordinate is shown in Figure
3B. These calculations yield the secondary15N KIE, stem-
ming from the loss of bending and torsional modes involving
the carboxylate moiety at the transition state. Obviously, this
is a very small secondary effect, and the standard fluctuations
are too large when quantum corrections to the PMF for the
two isotopes are used directly (Figure 3A). Fortunately, the
present PI-FEP/UM method gives sufficiently stable and
well-converged results as depicted in Figure 3B, and the
computed secondary nitrogen KIE is computed as 1.0083(
0.0016 (Table 1). (The ratio of the reduced mass for the
reaction coordinate for the sceondary isotope effects is
assumed to be one). The corresponding experimental value
is 1.0070( 0.0003 extrapolated to 25°C.57 The agreement
between theory and experiment is also good, further sup-

porting a unimolecular decarboxylation mechanism in this
model reaction.

4.2. Deprotonation of Nitroethane by Acetate Ion in
Water. The initial step in the oxidation of nitroalkanes by
nitroalkane oxidase (NAO) is the abstraction of a CR proton
of nitroalkane.60,61 When the substrate is nitroethane, the
deprotonation step is rate-limiting.62 Analyses of the crystal-
lographic structure and mutagenesis experiments suggest that
Asp402 is the base responsible for the proton abstraction.63,64

Recently, Valley and Fitzpatrick determined the KIEs for
the dideuterated substrate [1,1-2H2]nitroethane in NAO, and
its model reaction of proton/deuteron abstraction by an
acetate ion.65 In the NAO-catalyzed reaction, the KIE was
found to be 9.2( 0.4, while in aqueous solution, the KIE
was found to be 7.8( 0.1. Here, we report the KIE results
for the proton abstraction of nitroethane by an acetate ion in
aqueous solution.

In the present study, we employ a reparameterized
semiempirical model using the AM1 formalism, and this SRP
model was fitted to the Gaussian theory 3 (G3) results, and
the details of the SRP parametrization procedure and its
application to the NAO enzymatic reaction have been
described previously.6 The aim here is to examine our PI-
FEP/UM method for KIE calculations, but we emphasize
that the SRP model is a good one, and the computed energy
of reaction for the proton abstraction of nitroethane by acetate
is 8.7 kcal/mol, in adequate accord with the G3 result of
10.3 kcal/mol.6,34 The classical PMF for the deprotonation
of nitroethane by acetate is presented in Figure 4. The
computed barrier is 27.4 kcal/mol, while the computed free
energy of reaction is 7.1 kcal/mol, slightly higher than the
experimental value of 5.8 kcal/mol obtained from the relevant
experimental pKa.34

Since light atoms are involved in the proton abstraction
reaction, quantization of the “primary” and “secondary”

Figure 3. Nuclear quantum-mechanical free-energy correc-
tions for the N-methyl picolinate decarboxylation reaction in
aqueous solution along the centroid reaction coordinate as
defined in Figure 1. Quantized atoms include the primary N1

atom in pyridinium and the three adjacent (secondary) carbon
atoms (the methyl and C2 and C6 carbon atoms). (A) Total
free-energy contributions are shown in blue for 14N and in red
for 15N substitution for the nitrogen atom from PI-UM calcula-
tions. (B) The ratio of the quantum partition functions (equiva-
lent to the free-energy difference) between 14N and 15N
isotopic substitutions for the nitrogen atom from PI-FEP/UM
simulations.

Figure 4. Classical and quantum potentials of mean force
for the deprotonation of nitroethane by an acetate ion in
aqueous solution. The reaction coordinate is defined as the
difference of distances of the transferring proton between the
donor atom (C1) and acceptor atom (O), ZPT ) r(C1-H) -
r(H-O).
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hydrogen atoms as well as the donor carbon atom and
acceptor oxygen atom has a major impact on the computed
free energy of activation, by lowering the barrier height by
3.0 kcal/mol. Thus, the estimated free energy of activation
is 24.4 kcal/mol, in excellent agreement with the experi-
mental value of 24.8 kcal/mol. This result underscores the
importance of including nuclear quantum mechanical effects
to accurately predict the activation free energy in reactions
involving hydrogen transfers. We note that the overall barrier
reduction is identical to that estimated previously using the
EA-VTST-QM/MM method.34 In addition, to dissect the
specific contributing factors of the nuclear quantum effects,
we have used the multidimensional tunneling algorithms
developed by Truhlar and co-workers,8 extended to enzyme
applications,1-3 to determine the average tunneling transmis-
sion factor, yielding a value of〈κ〉 ) 1.3.34 This suggests
that that tunneling only makes minor contributions in the
present case for the aqueous reaction. The PI-FEP/UM
simulations include both zero-point and tunneling contribu-
tions that are not separable.

To directly compare the computed KIE with experimental
results, which employed the dideuterated compound, 1,1-
2H2[nitroethane], we also made the same substitutions in our
computation at the CR position. The experimental KIE of
7.8 corresponds to a free-energy difference between the two
isotopic reactions of 1.21 kcal/mol. Employing the PI-FEP/
UM method (Figure 5A), we obtain a computed value of
6.13 ( 0.68 (Table 2), somewhat smaller than the experi-
mental result. However, this corresponds to a free-energy
error of only 0.15 kcal/mol, or 12%. Using the more efficient
algorithm, the PI-FEP/UM method (Figure 5B), we obtained
a computed deuterium KIE of 8.50( 0.01 (Table 2). It is
interesting to note that there is noticeable difference in the
computed deuterium primary KIE between the two compu-
tational algorithms because the effects are much greater than
the heavy isotope effects. Previously, we reported a study
of the same reaction in water using the EA-VTST-QM/MM
method, and a total KIE of 6.0 was obtained.6,34

5. Conclusions
We have described an integrated path integral and free-
energy perturbation-umbrella sampling method for comput-
ing kinetic isotope effects for chemical reactions in solution
and in enzymes. The approach is based on the BQCP
sampling method, a combination of the bisection sampling
scheme and centroid path integral simulations. The required
accuracy for KIE calculations is achieved by the combined
use of free-energy perturbation and umbrella sampling
between different isotopic reactions. This is made possible
because the bisection sampling scheme leads to a linear
coordinate scaling relationship proportional to the ratio of
the masses of different isotopes. Thus, the centroid path
integral sampling for different quantized isotopic atoms can
be similarly scaled, giving rise to small errors in free-energy
perturbation/umbrella sampling simulations. The idea of
making quantum mechanical corrections using the centroid
path integral over configurations sampled by classical
mechanical simulations has been explored previously, notably
by Sprik et al. and the quantized classical path approach by

Warshel et al., which has been applied to several enzyme
systems.18-20,66 Here, we formulated two algorithms for
computing KIEs for chemical reactions in condensed phases
and in enzymes. We found that the PI-FEP/UM method
yields relatively small statistical uncertainties in the computed
KIEs, enabling the computed results to be compared with
experimental results with reasonable confidence. However,
when KIEs are obtained by taking the free-energy difference
obtained from the quantum mechanical potentials of mean

Figure 5. Nuclear quantum-mechanical free-energy correc-
tion for the deprotonation reaction of nitroethane by acetate
in aqueous solution. The primary and secondary hydrogen
atoms on C1 carbon and the donor (C1) and acceptor (O)
atoms have been quantized. The reaction coordinate is
defined in the legend of Figure 4. (A) The total free-energy
contributions are shown in red for 1H and in blue for 2H
substitutions, and (B) the ratio of the quantum-mechanical
partition functions is displayed between hydrogen and deu-
terium substitutions at the C1 carbon.

Table 2. Computed and Experimental 1H/2H Kinetic
Isotope Effects for the Deprotonation of Nitroethane by
Acetate at 25 °C in Water

1k/2k

exptla 7.8 ( 0.1
PI-UM 6.13 ( 0.68
PI-FEP/UM 8.50 ( 0.01

a 25 °C in aqueous solution, ref 63.
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force for the two isotopes, the statistical noise becomes too
large to be comfortable; even the estimated KIEs are similar
to those from the PI-FEP/UM calculations.

The PI-FEP/UM method is illustrated by computing the
kinetic isotope effects for two chemical reactions in aqueous
solution. In the first reaction, the decarboxylation of N-
methyl picolinate involves heavy atom transfer reactions, and
both the primary12C/13C and the secondary14N/15N KIEs
are computed, and the results are found in good accord with
experimental results. In particular, the computed primary and
secondary KIEs are 1.0345( 0.0028 and 1.0083( 0.0016,
and the corresponding experimental values are 1.0281(
0.0003 and 1.0070( 0.0003 at 25°C. In the second
application, the proton-transfer reaction between nitroethane
and by an acetate ion, a prototypical model for the enzymatic
process by nitroalkane oxidase, was found to lower the free-
energy barrier from the classical simulations by 3 kcal/mol
when nuclear quantum effects are included using the PI-
FEP/UM method. The computed primary deuterium isotope
effect is 8.50 ( 0.01, also in reasonable accord with
experimental results (7.8( 0.1). The present study shows
that the PI-FEP/UM method in connection with BQCP
sampling allows computation of both primary and secondary
kinetic isotope effects involving light as well as heavy atom
transfers in solution. The method has also been applied to
enzymatic reactions, providing a useful tool for the study of
enzyme reaction mechanisms and for interpreting experi-
mental KIEs.
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Abstract: Biological function of biomolecules is accompanied by a wide range of motional
behavior. Accurate modeling of dynamics by molecular dynamics (MD) computer simulations is
therefore a useful approach toward the understanding of biomolecular function. NMR spin
relaxation measurements provide rigorous benchmarks for assessing important aspects of MD
simulations, such as the amount and time scales of conformational space sampling, which are
intimately related to the underlying molecular mechanics force field. Until recently, most
simulations produced trajectories that exhibited too much dynamics particularly in flexible loop
regions. Recent modifications made to the backbone æ and ψ torsion angle potentials of the
AMBER and CHARMM force fields indicate that these changes produce more realistic molecular
dynamics behavior. To assess the consequences of these changes, we performed a series of
5-20 ns molecular dynamics trajectories of human ubiquitin using the AMBER99 and
AMBER99SB force fields for different conditions and water models and compare the results
with NMR experimental backbone N-H S2 order parameters. A quantitative analysis of the
trajectories shows significantly improved agreement with experimental NMR data for the
AMBER99SB force field as compared to AMBER99. Because NMR spin relaxation data (T1,
T2, NOE) reflect the combined effects of spatial and temporal fluctuations of bond vectors, it is
found that comparison of experimental and back-calculated NMR spin-relaxation data provides
a more objective way of assessing the quality of the trajectory than order parameters alone.
Analysis of a key mobile â-hairpin in ubiquitin demonstrates that the dynamics of mobile sites
are not only reduced by the modified force field, but the extent of motional correlations between
amino acids is also markedly diminished.

1. Introduction
NMR spin relaxation spectroscopy and molecular dynamics
(MD) computer simulations are both widely used tools to
study the dynamics of biomolecules. Although both methods
probe motions on the picosecond to nanosecond range, they
are highly complementary in many aspects. Spin relaxation
is sensitive to reorientational dynamics of the lattice functions
of spin-relaxation active interactions, such as N-H bond
vectors belonging to15N-1H magnetic dipole-dipole inter-

actions, while MD simulations provide information on the
motions of all atoms of a biomolecule.1-4 Due to the strong
dependence of the MD simulation on the applied force field
and the computational protocol,5 validation of simulations
against experimental data is critically important. NMR spin
relaxation data reflect motional amplitudes and time scales
of both overall tumbling and internal motions for many sites
throughout a protein and are therefore excellently suited for
this task.

Comparisons of MD simulations6-16 with NMR relaxation
data typically focus on the generalized N-H S2 order
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parameter by Lipari and Szabo.17,18 S2 is a measure of the
spatial restriction of the N-H vector in a molecule-fixed
frame that takes values between 0 (large amounts of motion)
and 1 (no motion) and which can be extracted from
longitudinalT1, transverseT2, and heteronuclear Overhauser
effect (NOE) data. Due to the underlying spin physics, the
experimentalS2 order parameters only report on motions that
occur on time scales comparable to or faster than the overall
tumbling correlation timeτc of the biomolecule, which is
typically in the low nanosecond range. Such comparisons
between MD simulations and NMR relaxation have been
hampered in two important ways. First, due to the limited
available computer power, MD trajectories have typically
been much shorter than the overall tumbling correlation time
and therefore did only reflect a subset of motions observed
in NMR relaxation experiments. Therefore, the computed
order parameters were on average higher than the ones of
longer simulations using the same force field. Second,
computed order parameters belonging to loop regions were
often found to be substantially lower than their experimental
counterparts, raising questions about the adequacy of the
applied computational protocols or force fields. It is important
to note that because these two kinds of errors have the
tendency to cancel each other at least partially, agreement
between calculated and experimentalS2 values could be
accidental without validating the quality of the force field
itself.

At the same time, the development of simplified contact
models led to the remarkably accurate prediction ofS2

profiles from average 3D structures relying on very few
adjustable parameters.19-21 This shows that the problem is
generally not rooted with local features of the structural
model but rather with the MD force field itself.

The situation has started to change recently due to the
availability of increased computer power and adjustments
made to the force fields. A correction to the CHARMM C22
force field, called CMAP, was introduced, which modifies
the potential of the backbone torsion anglesæ andψ.22 The
use of this corrected force field was found to improve the
overall agreement between MD-derived and experimental
NMR order parameters of hen lysozyme, although some
discrepancies remain.23 A similar modification was intro-
duced into the AMBER99 force field with the result that an
implicit solvent trajectory of HIV-1 protease yielded dynam-
ics in good agreement with experimental data for that
system.24 Improvements provided by the AMBER99SB force
field at reproducing experimental order parameters have been
further demonstrated for hen lysozyme and human ubi-
quitin.25

As MD simulations now routinely exceed in length the
overall tumbling correlation timesτc, order parameters
computed over the whole trajectory include motions that are
too slow to affect in significant waysT1, T2, and NOE
relaxation parameters. Because these motions would not be
reflected in the experimentalS2 values, their effect on
calculated S2 values introduces a bias and makes the
comparison of experimental and simulation results at the
order parameter level not straightforward. In fact, recent
residual dipolar coupling measurements suggest that ad-

ditional motions are present on nanosecond to millisecond
time scales that are not reflected in relaxation-derivedS2

values. Therefore, as MD trajectories are increasing in length,
a further drop inS2 values, at least for some protein systems,
is expected.

An alternative approach for assessing the quality of a
protein MD trajectory directly compares experimental and
predictedT1, T2, and NOE relaxation parameters by leaving
out theS2 order parameter comparison as an intermediate
step.16,26-28 This approach requires both a proper description
of internal motions as well as an accurate modeling of overall
tumbling. A related approach directly compares spectral
density componentsJ(ω),16 whereby the extraction of spectral
densities from the experiment requires additional experiments
or makes additional assumptions.29

Here, we report the results of molecular dynamics trajec-
tories of the well-characterized protein ubiquitin computed
in the AMBER software package,30 using both the
AMBER9931 and the modified AMBER99SB24,25force fields.
Several sets of experimental NMR spin relaxation data have
been published for ubiquitin,32-36 making it a valuable model
system for assaying the quantitative accuracy of the MD-
derived NMR relaxation parameters. Ubiquitin has also been
successfully used as a model system for the MD investigation
of NMR relaxation active motion in the past, yielding
fundamental insight into the nature of internal protein
dynamics.34,37,38 More recently, a 0.2µs ubiquitin MD
trajectory calculated using the GROMOS96 43a1 force field39

was reported by Nederveen and Bonvin (referred to as the
“NB trajectory” from here on) from which both order
parameters and spin relaxation parameters were computed.28

The results of the current work indicate that the modified
AMBER99SB force field performs qualitatively better than
previous force fields at reproducing experimental order
parameters, and it yields NMR spin relaxation parameters
in near-quantitative agreement with experimental values.

2. Materials and Methods
2.1. Molecular Dynamics Simulations.Explicit solvent MD
trajectories were run using the AMBER 8.0 software
package30 with the AMBER9931 and the AMBER99SB24,25

force field under particle mesh Ewald periodic boundary
conditions.40 Two initial configurations were generated in
which ubiquitin (PDB code 1UBQ)41 was solvated with 6080
water molecules represented with either the SPC or TIP3P
model42 such that no solute atom was within 12 Å of a box
edge. The four resulting systems (AMBER99 with SPC,
AMBER99 with TIP3P, AMBER99SB with SPC, and
AMBER99SB with TIP3P) were energy-minimized and
heated to 50 K through 10 ps of canonical (NVT) MD, with
a 2 fs time step and SHAKE constraints on bonds involving
hydrogen atoms43 followed by heating to 150 and 300 K in
successive 20 ps steps under the same conditions. Next, the
systems were allowed to equilibrate in a 50 ps isothermal-
isobaric (NPT) simulation in order to equilibrate the solvent
density. After this initial equilibration period, an additional
5.0 ns of production MD was performed on each of the four
systems under NPT conditions, and separately, 5.0 ns of
production MD was performed under NVT conditions. The
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result was a set of eight 5.1 ns trajectories, spanning all
combinations of the two force fields, two water models, and
two production run conditions. Snapshots of each trajectory
were stored to disk every 1.0 ps during both the equilibration
and production periods. Finally, the AMBER99 and
AMBER99SB trajectories computed under NPT conditions
with the SPC water model were extended for a further 15.0
ns yielding final trajectories 20.1 ns in length. Superposition
of the snapshots to remove the effects of overall translation
and rotation was performed within the AMBER ptraj module
by superimposing the backbone heavy atoms of residues
1-72, using the snapshot at the midpoint of the production
run (2.5 or 10.0 ns) as the reference structure.

2.2. Correlations Functions and Order Parameters.
Bloch-Wangsness-Redfield spin relaxation theory44-47

expresses spin-relaxation rates induced by reorientational
motion in terms of the spectral density functions:

where C(t) is the time correlation function of the lattice
portion of the spin interaction causing relaxation. For the
relaxation of15N spins in proteins, the relevant interactions
are the magnetic dipole-dipole interaction with the co-
valently bonded proton spin and the15N chemical shielding
anisotropy. The principal axes of the tensors describing these
two interactions are assumed to be collinear and parallel with
the15N-1H bond vector. For a protein in isotropic solution,
the reorientational correlation function in eq 1 takes the
form

where P2 is the second Legendre polynomial [P2 )
1/2(3x2 - 1)], eLF is a unit vector collinear with the bond
vector defined relative to the laboratory frame (LF), and the
angular brackets indicate averaging over timeτ.

The “model-free” formalism developed by Lipari and
Szabo for parametrization of the functions described in eqs
1 and 2 requires that any internal motions of the interaction
vector be separable from global tumbling of the molecule.17,18

For isotropic overall tumbling, eq 2 may then be factored as

whereCO(t) andCI(t) describe global and internal reorienta-
tion, respectively, where the correlation functionCO(t) is

whereτc is the rank 2 correlation time for global tumbling.
The internal correlation function is approximated by17,18

where the unit vectore is defined relative to a fixed internal
frame.CI(t), which is normalized [CI(0) ) 1], decays with
an effective correlation time (τe) to a plateau valueS2, the
square of the generalized order parameter. The angular
brackets indicate averaging over timeτ. S2 represents the
spatial restriction of the motion of the interaction vector and

is determined by17,18,48

where σY2m
2 are the variances of the normalized spherical

harmonics of rank 2,Y2m[θ(t),æ(t)], over the trajectory and
θ(t) andæ(t) are the polar angles representing the interaction
vector relative to a fixed internal frame. Equation 5 is valid
for monoexponentially decaying correlation functions with
a correlation time faster than the overall tumbling correlation
time τc or for multiexponential correlation functions with
all correlation times much shorter thanτc.

Recently, a general method for calculating NMR spin
relaxation parameters from MD trajectories, known as
isotropic reorientational eigenmode dynamics (iRED), was
introduced.38 In this method, the snapshots generated from
the MD trajectory are treated analytically to yield an isotropic
ensemble from which a covariance matrixM is computed
with elements

whereeLF,i andeLF,j are the normalized bond vectors, taken
from the same snapshot, and the brackets indicate averaging
over all snapshots. Because eq 7 contains only inner products,
Mij is rotationally invariant; that is, it is valid in an arbitrary
frame that makes no assumptions about separability between
internal and overall tumbling motions.S2 values can be
computed fromM by solving the eigenvalue problemM |m>
) λm|m> (m ) 1, ...,N, whereN ) number of interaction
vectorsem) and using38

where the sum extends over the N-5 eigenvectors|m>
corresponding to internal modes with eigenvaluesλm (i.e.,
all eigenvectors except those with the five largest eigenval-
ues). Equation 8 provides a computationally efficient way
to determine order parameters without requiring the explicit
removal of overall tumbling from the trajectory.

2.3. Spectral Density Functions and Spin Relaxation.
To obtain an accurate estimate forτc from a MD trajectory,
the trajectory’s length must exceedτc by at least 1-2 orders
of magnitude, which poses a challenge even for modern
computers. Moreover, MD simulations tend to significantly
underestimateτc. Therefore, when constructing the overall
correlation functionC(t) from the trajectory, it is often
advantageous to first computeCI(t) from the trajectory and
model CO(t) with a τc determined experimentally.CI(t) is
computed using the left part of eq 5 after first removing
overall tumbling by superimposing each snapshot with
respect to a reference snapshot.

OnceCI(t) is computed, it can be converted by Fourier
transform (eq 1) into the spectral density function needed to
calculate NMR spin relaxation parameters. For this purpose,
it is convenient to fit the numerical correlation function to a
set of exponentials, so that the spectral density function can

CI(∞) ) S2 ) 1 -
4π

5
∑

m)-2

2

σY2m

2 (6)

Mij ) 1
2

〈3(eLF,i eLF,j)
2 - 1〉 (7)

S2 ) 1 - ∑
m)1

N-5

λm||m〉j|2 (8)

J(ω) ) 2∫0

∞
C(t) cos(ωt)dt (1)

C(t) ) 〈P2[eLF(τ) eLF(τ + t)]〉 (2)

C(t) ) CO(t) CI(t) (3)

CO(t) ) e-t/τc (4)

CI(t) ) 〈P2[e(τ) e(τ + t)]〉 = S2 + (1 - S2) e-t/τe (5)
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be expressed analytically as a sum of Lorentzians.27 The
internal correlation functions are computed for the interval
t ) 0, ..., 0.3TMD, where TMD is the total length of the
molecular dynamics trajectory. Each correlation function is
then fit to a multiexponential function:27

subject to the normalization condition that∑j Aj ) 1.0 (j )
0, ..., 5),Ak g 0, and 0e τk for all k. Because it captures
the long correlation time behavior ofCI(t), A0 is analogous
to S2 from the Lipari-Szabo model (eq 5).

The best-fit parameters generated from fitting the MD
correlation functions to eq 9 are used in combination with
the experimental value ofτc to calculate the spectral density
function:

whereτ′ ) τcτk/(τc + τk). The spectral density functions are
then used to compute the NMR observables15N T1, 15N T2,
and the 1H-15N NOE using the following well-known
equations:49

wheredoo ) (1/20)(µo/4π)2(h/2π)2 γN
2 γH

2<rNH
-3>2, coo )

(1/15)∆σ2, µo is the vacuum permeability,h is Planck’s
constant,γN andγH are the gyromagnetic ratios of15N and
1H, respectively,rNH ) 1. 02 Å is the N-H bond length,
and ∆σ ) -160 ppm is the chemical shift anisotropy of
15N in an amide group.ωN, ωH, ωN+H, and ωH-N are the
Larmor frequencies as well as their sum and difference in
radians per second of15N and1H spins, respectively.

The quality of the agreement between experimental and
calculated values ofT1, T2, and NOE was assessed in a way
that is independent of their relative magnitudes. For this
purpose, we define a parameterQP in analogy to theQ value
used for residual dipolar couplings:50

wherePobsandPpredare the experimentally and MD-derived
values, respectively, of either the parameter setPT ) T1, T2,

and NOE or setPR ) R1, R2, and NOE, and the sum runs
over the residues for which both experimental and MD data
are available. ForPT, mobile residues with largeT1 andT2

values are emphasized, whereas forPR, the influence of these
residues onQ is diminished.

2.4. Torsion Angle Correlations.As the AMBER99 and
AMBER99SB force fields differ in theiræ and ψ torsion
angle potentials,25 it is important to understand what (if any)
influence the reparametrization has on the extent of correlated
motions among these torsion angles. A complex covariance
matrix C can be defined with elements51

where cov(f,g) ) <f*g> - <f*><g>, wheref andg are
functions of the torsion anglesθk,l (æ andψ for each residue).
In contrast to cov(θk, θl), eq 15 does not depend on the choice
of the origin of the torsion anglesθk andθl.

3. Results and Discussion
3.1. Overall Effects of the AMBER99 and AMBER99SB
Force Fields.Analysis of the ubiquitin molecular dynamics
trajectories computed with both the AMBER9931 and the
AMBER99SB24,25 force fields indicates that all simulations
are stable over the course of the production runs. The
backbone CR atom root-mean-square difference (RMSD) of
each snapshot with respect to the crystal structure (excluding
the mobile C-terminal tail residues 73-76) shows that, after
an initial equilibration period, each of the trajectories
represents an ensemble with similar RMSD values. The
RMSD traces for the AMBER99 and AMBER99SB trajec-
tories with the SPC water model under NPT conditions,
which will be discussed in greater detail below, are shown
in Figure 1A. The CR RMSDs of the individual residues,
which provide site-specific information regarding the extent
of motion sampled throughout the protein backbone, shows
clear differences between these two trajectories (Figure
1B): the extent of fluctuations in several of the loops is larger
with AMBER99 than with AMBER99SB. The rigidification
of the backbone torsion anglesæ andψ in AMBER99SB25

is also reflected in the average angular RMSDs ofæ andψ
in the hairpin loop (residues 7-10), which decreases from
20.1° to 16.3° for AMBER99SB in an NPT simulation with
SPC water, while the angular RMSD values for the secondary
structural elements, which are intrinsically more rigid, remain
unchanged at about 7-12° in both trajectories.

3.2. Comparison of Calculated Order Parameters with
Experiment. Order parameters computed from MD trajec-
tories are commonly used as a metric for comparing
dynamics found in experiments and simulations. Such
comparison focuses on the spatial aspects of motion but does
not provide direct information on agreement of the corre-
sponding time scales. Besides the length of the trajectory,
several factors in the simulation may influence the calculated
order parameters including the force field, the choice of water
model, and the choice to run NVT- or NPT-type dynamics.
The impact of these factors was assessed by calculating a
total of eight trajectories combining the AMBER99 or

Ck,l ) cov(cosθk,cosθl) + cov(sinθk,sinθl) +
icov(cosθk,sinθl) - icov(sinθk,cosθl) (15)

CI(t) ) A0 + ∑
k)1

5

Ak e-t/τk (9)

J(ω) )
A02τc

1 + (ωτc)
2

+ ∑
k)1

5 Ak2τ′

1 + (ωτ′)2
(10)

1
T1

) R1 ) doo[3J(ωN) + J(ωH-N) + 6J(ωN+H)] +

cooωN
2J(ωN) (11)

1
T2

) R2 ) 1
2
doo[4J(0) + 3J(ωN) + J(ωH-N) + 6J(ωH) +

6J(ωN+H)] + 1
6
cooωN

2[4J(0) + 3J(ωN)] (12)

NOE ) 1 +
γH

γN
dooT1[6J(ωH+N) - J(ωH-N)] (13)

QP )
[1

N
∑
i)1

N

(Pi
obs- Pi

pred)2]1/2

[1

N
∑
i)1

N

(Pi
obs)2]1/2

(14)
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AMBER99SB force fields, with either the SPC or TIP3P
water models, running either under NVT or NPT conditions.
All eight trajectories combining these three parameter pairs
were run for 5 ns of production dynamics and then analyzed
to yield S2 for each backbone N-H bond vector. The MD-
derived order parameters are compared with the 61 experi-
mentally determined values from Lienin et al.34 used here
as a reference. Statistics of the comparison are summarized
in Table 1. In general, AMBER99SB trajectories have higher
correlation coefficients, a lower RMSD, and a lower standard
deviation in theSMD

2/SNMR
2 ratio than the corresponding

AMBER99 trajectories, demonstrating that the AMBER99SB
force field does a better job of reproducing experimental

order parameters. Although the statistics also indicate slightly
better results for NPT conditions, the difference between NPT
and NVT conditions is minimal compared to the difference
caused by changing the force field. Comparing the results
for the SPC and TIP3P water models suggests that the choice
of water model has some, albeit small, effect on calculated
order parameters.

While the agreement between the predictedS2 values using
AMBER99SB and the experimental results of Lienin et al.
is overall good,34 it is important to know if further improve-
ments can realistically be expected. Tjandra et al.33 have
reported ubiquitin order parameters under conditions very
similar to those of the Lienin et al.34 data set. The bottom
row of Table 1 shows that these two experimental data sets
are well-comparable, reflecting good reproducibility and high
quality, and they provide information about inherent uncer-
tainties in experimentally derived order parameters. The
correlation between the two experimental data sets is clearly
higher than the correlation between the experimental data
and the best MD-derived data set, which helps establish an
upper limit for the agreement between simulations and
experiments that can be expected under optimal circum-
stances.

The averageSMD
2/SNMR

2 ratio (see the final column of
Table 1) suggests that the AMBER99 trajectories slightly
overestimate the dynamics of ubiquitin, while the
AMBER99SB trajectories slightly underestimate them (al-
though in both cases the difference from a 1:1 ratio is less
than the standard deviation over the data set). Ratios less
than one for the AMBER99 simulations are consistent with
a body of literature reporting that MD trajectories based on

Figure 1. Backbone fluctuations over the 20 ns trajectories computed with AMBER99 (green) and AMBER99SB (red) under
NPT conditions with SPC water. The backbone RMSD for all residues (A) is comparable between the two trajectories. The
AMBER99 trajectory experiences larger fluctuations for many of the residues in mobile regions (B), although the backbone
RMSD is similar for many residues of the most rigid regions of ubiquitin.

Table 1. Statistical Comparison of Order Parameters
Calculated from Each of the 5 ns MD Trajectories with the
Experimental Data Set34

data set Rp
a Rs

b RMSDc <SMD
2/SNMR

2>d

AMBER99, SPC, NPT 0.817 0.784 0.069 0.99 ( 0.11

AMBER 99, SPC, NVT 0.776 0.785 0.078 0.99 ( 0.12

AMBER 99, TIP3P, NPT 0.901 0.763 0.086 0.95 ( 0.15

AMBER 99, TIP3P, NVT 0.901 0.765 0.076 0.96 ( 0.12

AMBER 99SB, SPC, NPT 0.921 0.794 0.042 1.02 ( 0.05

AMBER 99SB, SPC, NVT 0.919 0.766 0.048 1.02 ( 0.07

AMBER 99SB, TIP3P, NPT 0.946 0.811 0.036 1.02 ( 0.04

AMBER 99SB, TIP3P NVT 0.964 0.826 0.044 1.01 ( 0.10

experimental set33 0.981 0.902 0.026 0.99 ( 0.05
a Pearson’s correlation coefficient between the simulation and the

experimental set.34 b Spearman’s rank correlation coefficient between
the simulation and the experimental set.34 c Root-mean-square
deviation between the simulation and the experimental set.34 d Av-
erage is taken over all residues for which there are both MD and
experimental data.
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this and similar force fields often underestimateS2 in loop
regions.1,10,14-16,52

The trajectories using the two force fields exhibit differ-
ences in their internal motional correlation times, and
therefore the total length of the trajectory,TMD, required to
produce optimal agreement with experimentalS2 values is
different for the two force fields. To demonstrate this effect,
the order parameters were computed from the AMBER99
and AMBER99SB trajectories after 500 ps and 1, 5, 10, and
20 ns and compared against the experimental values (Table
2). The order parameters from the 20 ns AMBER99 and
AMBER99SB trajectories are plotted as a function of the
residue number, along with the experimental values of Lienin
et al.34 in Figure 2. For the relatively rigid sites (S2 g 0.85),
both the AMBER99 and AMBER99SB simulations tend to
overestimateS2, regardless of the length of the trajectory,
which results in<SMD

2/SNMR
2> > 1.0 (at least for short

trajectories). A previously reported ubiquitin trajectory

calculated with the AMBER99SB force field did not display
the baseline offset seen here, because the comparison was
made against a different experimental data set with slightly
higher order parameters, on average, for the rigid sites.25,33

Comparison against the Tjandra et al.33 experimental values
relieves the baseline offset but does not improve the quality
of agreement otherwise (data not shown). On average, the
GROMOS96 force field reproduces the order parameters of
the rigid sites in ubiquitin quite well,28 and the CHARMM
C22/CMAP force field performs similarly well for the rigid
sites of hen lysozyme.23

By contrast, mobile regions of ubiquitin, such as the
â-hairpin loop and several of the loops closer to the C-
terminus of the protein, turn out to be too floppy in the
AMBER99 simulation, whereas they tend to be in good
agreement with experimental results in the AMBER99SB
simulation (Figure 2). Plots of the AMBER99 order param-
eters computed after 1 and 20 ns correlated against the
experimental data (Figure 3A and C) suggest that the 1 ns
order parameters are the best result for the AMBER99
trajectory. This is in contrast to the AMBER99SB trajectory,
which appears to improve by most of the applied statistical
measures as the trajectory duration increases (Table 2 and
Figure 3B,D).

Figure 2 shows that the order parameters for the mobile
regions (S2 < 0.85) clearly differ between the AMBER99
and AMBER99SB trajectories. While for both force fields
these order parameters decrease as the total trajectory time
increases (Figure 3), the rate of change is much larger for
the AMBER99 force field than for AMBER99SB. Order
parameters calculated over 20 ns show that the dynamics of
the mobile regions are too unrestricted in the AMBER99
trajectory (Figures 2 and 3c). A similar behavior has been
observed in the NB trajectory.28

For AMBER99, it is clear from Table 2 and Figure 3A
and C that the 1 ns trajectory does a better job of reproducing
the dynamics of the mobile regions of ubiquitin than the
longer trajectories. The continuous increase of the RMSD
as the trajectory duration increases and the accompanying
decrease in<SMD

2/SNMR
2> dominated by the underestimated

order parameters of the mobile regions indicates that the

Table 2. Order Parameter Statistics as a Function of
Trajectory Duration with Respect to the Experimental Set34

data set Rp
a Rs

b RMSDc <SMD
2/SNMR

2>d

AMBER 99, 500 ps 0.775 0.722 0.066 1.05 ( 0.16

AMBER 99, 1 ns 0.791 0.741 0.062 1.04 ( 0.14

AMBER 99, first 5 ns 0.817 0.784 0.069 0.99 ( 0.11

AMBER 99, second 5 ns 0.907 0.785 0.058 0.82 ( 0.11

AMBER 99, third 5 ns 0.730 0.760 0.071 1.01 ( 0.14

AMBER 99, fourth 5 ns 0.709 0.790 0.076 1.01 ( 0.16

AMBER 99, 10 ns 0.865 0.810 0.082 0.97 ( 0.11

AMBER 99, 20 ns 0.853 0.795 0.084 0.97 ( 0.12

AMBER 99SB, 500 ps 0.916 0.733 0.051 1.04 ( 0.06

AMBER 99SB, 1 ns 0.901 0.745 0.052 1.04 ( 0.07

AMBER 99SB, 5 ns 0.921 0.794 0.042 1.02 ( 0.05

AMBER 99SB, second 5 ns 0.942 0.801 0.042 1.03 ( 0.11

AMBER 99SB, third 5 ns 0.882 0.743 0.052 1.04 ( 0.07

AMBER 99SB, fourth 5 ns 0.808 0.760 0.060 1.04 ( 0.14

AMBER 99SB, first 10 ns 0.938 0.807 0.039 1.02 ( 0.05

AMBER 99SB, 20 ns 0.944 0.807 0.040 1.01 ( 0.07
a Pearson’s correlation coefficient between the simulation and the

experimental set.34 b Spearman’s rank correlation coefficient between
the simulation and the experimental set.34 c Root-mean-square
deviation between the simulation and the experimental set.34 d Av-
erage is taken over all residues for which there are both MD and
experimental data.

Figure 2. Ubiquitin backbone N-H bond order parameter profiles from 600 MHz NMR data (black line)34 and iRED analysis of
the 20 ns AMBER99 trajectory (green diamonds) and AMBER99SB (red triangles) trajectories.
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problem lies with the force field itself rather than with poor
sampling statistics, as is further demonstrated through the
analysis of 10 ns subtrajectories of the AMBER99 simulation
(see the Supporting Information). By contrast, it is clear from
Figures 2 and 3D that the 20 ns AMBER99SB trajectory
reproduces the dynamics of the mobile regions of ubiquitin
well. This conclusion is supported by the decreasing RMSD
and the approach of<SMD

2/SNMR
2> to 1.0 (Table 2), by the

similarity in the statistics from each of the four 5 ns subsets
of the trajectory, and by more detailed analysis of 10 ns
subtrajectories provided as Supporting Information.

This result is largely consistent with previously reported
AMBER99SB ubiquitin and hen lysozyme simulations25 and
a hen lysozyme trajectory computed with the CHARMM
C22/CMAP force field.23 Both AMBER99SB and CHARMM
C22/CMAP were produced from their parent force fields by
adjusting the backboneæ andψ torsion parameters, and the
improvement at reproducing NMR order parameters indicates
that these changes were made in the right direction. However,
the question of whether these modified potentials properly
sample the amplitudes and time scales ofæ andψ fluctua-
tions on even longer time scales (tens of nanoseconds to
milliseconds) cannot be addressed by comparison with spin-
relaxation-derivedS2 values, which are insensitive to motions

with correlation times slower than global tumbling. They will
have to be validated using experimental data that are sensitive
to these motions, such as residual dipolar couplings.53-57

3.3. Time-Correlation Functions and Relaxation Pa-
rameters.Time scales of internal dynamics can be extracted
from reorientational correlation functions of each N-H bond
vector calculated from a trajectory according to eq 2. For a
well-sampled Markov process, the decay of the time-
correlation function to a plateau is (multi)exponential. For a
finite trajectory, only if a correlation function is well-
converged does it approach a plateau value, which corre-
sponds to the computedS2 order parameter. Because the
statistical error of a correlation function becomes often
unacceptably large for timest > TMD/3 (whereTMD is the
total length of the trajectory), internal correlation functions
CI(t) are computed here up to times 0.3TMD. Even then, there
is a finite chance for the occurrence of rare events, for
example, a local torsion angle transition, which can lead to
the absence of a plateau inCI(t).

For the calculation of NMR relaxation data from a
trajectory, high-quality correlation functions are required only
for times t e τc. Therefore, the presence of rare events is
inconsequential for the NMR relaxation parameter calculation

Figure 3. Ubiquitin backbone N-H bond order parameter correlation plots. Order parameters calculated from the AMBER99
trajectory at 1 ns (A), and 20 ns (C) and the AMBER99SB trajectory at 1 ns (B) and 20 ns (D) are correlated with the same
experimentally derived data set in all panels.34
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as long as the average recurrence time of such events
significantly exceedsτc (4.1 ns for ubiquitin).

A set of 72 correlation functionsCI(t) has been computed
for t e 6 ns, corresponding to each of the 72 backbone15N-
1H pairs for both 20 ns trajectories using AMBER99 and
AMBER99SB. The correlation functions show different
behaviors that can be subdivided into three distinct categories.
The first category is exemplified by the correlation functions
of Asn 25 (Figure 4A,B). They are characterized by an
extremely rapid drop fromCI(0) ) 1 to a value typically
near 0.9, followed by a rapid convergence to a stable plateau
value corresponding toS2. The very fast time-scale motions
producing the initial decay reflect local librations. Their effect
on spin relaxation rates is simply scaling byS2; that is, the
precise correlation times of these motions do not enter.
Consequently, multiexponential fitting of these correlation
functions to eq 9 yields only a few significantly nonzeroτk

andAk values, withA0 closely matchingS2, as can be seen
for Asn 25 in both the AMBER99 trajectory (Table 3) and
the AMBER99SB trajectory (Table 4). Relaxation parameters
of N-H bond vectors that exhibit this type of correlation
function are rather well-reproduced by both the AMBER99
and the AMBER99SB trajectories.

The second category of correlation functions exhibits a
rapid drop at the beginning, similar to that found for the
first category, followed by decay with a correlations time
. 1 ps to a plateauS2 e 0.85. Examples of such correlation

functions are those of Leu 8 (Figure 4D), Lys 11 (Figure
4F), and Gly 47 (Figure 4H) from the AMBER99SB
simulation.

The third category of correlation functions is characterized
by substantial deviation from multiexponential decay be-
havior without a clear indication of convergence toward a
plateau. Excluding the C-terminal tail, 15 correlation func-
tions computed from the AMBER99 trajectory fall into this
category (Leu 8, Thr 9, Gly 10, Lys 11, Ser 20, Ile 36, Gln
41, Ala 46, Gly 47, Lys 48, Gln 49, Leu 50, Gly 53, Arg
54, and Thr 55). All of these residues but Ile 36 display large
errors in their order parameters (Figure 2). The only core
domain residues in the AMBER99SB trajectory that fall into
this category are Ser 20, which is also one of the residues
with the worst predicted order parameter from this trajectory,
and Gln 41, which also has a predicted order parameter below
the experimental value.

The two categories of correlation functions reflecting
significant internal mobility (categories 2 and 3) can be
illustrated for residues 7-11, which form the loop region of
the N-terminalâ-hairpin. This is the most mobile region of
ubiquitin, except for the C-terminal tail. Tables 3 and 4
include a summary of the fitting parameters for these residues
from the AMBER99 and AMBER99SB trajectories, respec-
tively. For all sites in this loop,A0 is much lower thanS2 in
the AMBER99 simulation, consistent with the absence of a
plateau in the calculated correlation functions. Exponents
with τk > 1.0 ns are observed in these sites, contributing

Figure 4. Ubiquitin backbone N-H bond correlation functions from the 20 ns AMBER99 trajectory (A, C, E, and G) and
AMBER99SB trajectory (B, D, F, and H). The green line (AMBER99) and the red line (AMBER99SB) are the correlation functions
computed from the trajectories, and the thin lines are the best fit to the correlation functions generated using eq 9. Best fit
parameters for all correlation functions in this figure are presented in Table 3 (AMBER99) and Table 4 (AMBER99SB). The
experimental order parameter34 is represented as a dashed line in each panel for reference.
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20% or more of the total amplitude ofCI(t). In the examples
of Leu 8 and Lys 11, a plateau is never actually reached
due to the large amplitude contribution from low nanosecond
time scale motion (Figure 4C, Table 3). While these motions
have a notable effect on the calculatedS2 values, they are
too slow to affect the relaxation parameters in a significant
way. Therefore, the poor agreement between the spin
relaxation parameters calculated from the AMBER99 trajec-
tory and the experimental values (Figure 5) does not stem
from these slower motions but, rather, from the large-
amplitude motions on the subnanosecond time scale (note
the presence of 100-400 psτk associated withAk > 0.1 for
these residues in Table 3).

The behavior of the correlation functions for theâ-hairpin
vectors is quite different in the AMBER99SB trajectory, as
is summarized in Table 4. Although the values ofA0 are
still noticeably lower than the experimental order parameters
for most sites, they are all much higher than those of the
AMBER99 trajectory. Similar to the AMBER99 trajectory,
the order parameter calculated for Lys 11 deviates signifi-
cantly from its experimental value, despite the fact that its

correlation function is well-converged aside from being
slightly noisier than some of the other correlation functions
(Figure 4F). In addition to the influence of the underestimated
order parameter, the discrepancy between back-calculated
and experimental relaxation parameters for Lys 11 stems
largely from the presence of a sizable 540 ps motional mode
(Table 4), which is highly relaxation-active. Increasing the
threeτk of 540 ps to 2 ns without adjustment of any of the
amplitudesAk results in a reduction of the back-calculated
T1 from 618 to 582 ms andT2 from 239 to 230 ms and
increases NOE from 0.511 to 0.647. The agreement with
the experimental values (T1 ) 518 ms,T2 ) 205 ms, and
NOE ) 0.608) is improved by this parameter adjustment,
suggesting that the 540 ps motion dominating the back-
calculated relaxation parameters in the simulation is absent
in the experiment.

There are several sites outside of theâ-hairpin which
display significantly enhanced dynamics in the AMBER99
trajectory. The locations in primary sequence of residues with
low order parameters in the AMBER99 trajectory and in the
NB trajectory are similar but not identical (compare Figure

Table 3. Exponential Fitting Parameters for the 20 ns AMBER99 Trajectory

residue
number A0

A1
a

τ1
b

A2

τ2

A3

τ3

A4

τ4

A5

τ5 S2(NMR)c

7 0.733 0.103 0.025 0.006 0.027 0.107 0.850
11 387.104 192.394 192.392 12.236 0.013

8 0.000 0.792 0.055 0.034 0.027 0.092 0.800
9846.996 363.549 41.353 5.185 0.031

9 0.364 0.360 0.000 0.089 0.060 0.128 0.750
4201.172 1196.254 105.116 7.747 0.005

10 0.460 0.195 0.000 0.000 0.125 0.219 0.750
4109.661 3159.690 2904.702 126.644 0.015

11 0.078 0.474 0.235 0.085 0.086 0.042 0.710
9323.300 114.892 4.706 0.032 0.000

25 0.894 0.009 0.073 0.008 0.009 0.008 0.910
719.858 0.604 0.034 0.026 0.008

47 0.614 0.149 0.117 0.016 0.087 0.017 0.810
275.002 5.592 0.037 0.005 0.000

a Ak are the amplitudes of the corresponding exponential contributions to the correlation function (eq 9). b Correlation times, τk, are given in
units of picoseconds. c Lienin et al.34

Table 4. Exponential Fitting Parameters for the 20 ns AMBER99SB Trajectory

residue
number A0

A1
a

τ1
b

A2

τ2

A3

τ3

A4

τ4

A5

τ5 S2(NMR)c

7 0.854 0.005 0.024 0.004 0.022 0.091 0.850
340.465 340.446 340.446 21.858 0.019

8 0.775 0.008 0.006 0.048 0.056 0.108 0.800
589.888 587.012 586.469 59.368 0.014

9 0.693 0.002 0.006 0.077 0.149 0.000 0.750
879.298 879.071 39.568 0.002 0.000

10 0.693 0.005 0.004 0.037 0.084 0.176 0.750
470.807 470.333 469.508 22.166 0.007

11 0.580 0.003 0.090 0.001 0.131 0.195 0.710
540.833 539.761 539.701 36.031 0.028

25 0.901 0.006 0.068 0.008 0.009 0.008 0.910
269.870 0.603 0.034 0.014 0.002

47 0.778 0.042 0.033 0.042 0.080 0.024 0.810
9355.259 49.153 4.560 0.009 0.009

a Ak are the amplitudes of the corresponding exponential contributions to the correlation function (eq 9). b Correlation times, τk, are given in
units of picoseconds. c Lienin et al.34
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2 with Figure 6 of ref 28), whereas the discrepancy between
the MD and experimental order parameters of these sites is
reduced or eliminated for all sites in the AMBER99SB
trajectory. For example, the correlation function for Gly 41
(Figure 4G,H) and its fit parameters (Tables 3 and 4) indicate
a significant change in dynamics caused by the change in
force field. Gly 47 has a relatively high experimental order
parameter (S2 ) 0.81),34 which is very different from the
value predicted from the AMBER99 simulation (S2 ) 0.63).
In contrast, the correlation function from the AMBER99SB
trajectory for Gly 47 rapidly converges to a stable asymptote
(Figure 4H) and has a predicted order parameter of 0.82, in
excellent quantitative agreement with experimental results
(S2 ) 0.81).34

Calculating15N T1 and 15N T2 spin relaxation times and
heteronuclear NOEs is a stringent test of an MD trajectory’s
quality, because it requires that both the amplitude and the
time scales of spin-relaxation active motion be reproduced
well. For this purpose, the fit parameters from the correlation
functions are used to generate spectral densitiesJ(ω) for each
N-H bond vector along the ubiquitin backbone using eq
10. These spectral density functions are then used to calculate
T1, T2, and NOE (eqs 11-13) for a magnetic field strength
of 14.1 T, which corresponds to the field strength at which
the reference data set was measured.34 The results are shown
in Figure 5. Note that residues 23-25 display chemical
exchange contributions toT2 which occur on the microsecond
to millisecond time scale and are not modeled here.

On average, the AMBER99SB trajectory significantly
better predictsT1, T2, and NOE than the AMBER99 trajectory
(Table 5). At the level of individual residues, both the
AMBER99 trajectory (Figure 5, left panels) and the
AMBER99SB trajectory (Figure 5, right panels) show good

agreement with experimental results for most of the rigid
residues found in secondary structural elements. However,
it is again apparent that the dynamics of theâ-hairpin loop
(residues 7-10) and numerous other loops are severely
overestimated in the AMBER99 trajectory, consistent with
the order parameter analysis. The NB trajectory was also
used to back-calculate the relaxation parameters of ubiquitin,
and the authors found poor agreement in similar regions.28

The AMBER99SB trajectory, on the other hand, reproduces
the experimental relaxation times and heteronuclear NOEs
well for most sites.

While the overall agreement between experimental and
calculated values ofT1, T2, and NOE is clearly higher for
the AMBER99SB trajectory than for the AMBER99 trajec-
tory, the different magnitudes of the individual parameters
makes a quantitative comparison less straightforward. In
analogy to theQ value used for residual dipolar couplings,50

the parametersQT andQR presented in Table 5 (eq 14) allow
direct quantitative comparison between the individual pa-
rameters, by renormalizing the RMSD to eliminate the
influence of differences in parameter magnitudes. In general,
QR is lower thanQT because the influence of the C-terminal
tail residues, which are less well-modeled even in the 20 ns
AMBER99SB trajectory, is diminished inQR as compared
to QT. This effect is seen most clearly by comparing RMSD,
QT, andQR for the AMBER99SB trajectory.

The use ofQT,R demonstrates why comparison of simula-
tion against experimental spin-relaxation times and hetero-
nuclear Overhauser effects is a more objective measure of
simulation quality than comparison withS2 alone. Statistics
and correlation plots (Table 2 and Figure 3) indicate that
the 1 ns AMBER99 trajectory yields the highest-quality
reproduction of the experimental order parameters of any

Figure 5. 600 MHz T1, T2, and NOE data predicted from the 20 ns AMBER99 (A, C, and E) and AMBER99SB (B, D, and F)
trajectories. Computed values are displayed as green (AMBER99) or red (AMBER99SB) diamonds along with the experimental
values34 as a black line for reference.
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subtrajectory from that simulation, and yet the totalQR for
that trajectory (QR ) 0.453) is clearly worse than that for
the full 20 ns trajectory (QR ) 0.315). This demonstrates
that an order parameter comparison, while informative, does
not provide a quantitative assessment of the quality of a
trajectory because it ignores the potentially complex interplay
between time scale and amplitude effects.

3.4. Dynamics of theâ-Hairpin Loop. Having demon-
strated that the AMBER99SB simulation reproduces well
experimental order parameters, spin relaxation times, and
heteronuclear Overhauser effects, the trajectory is used to
study the dynamics of the turn of theâ-hairpin near the
N-terminus of ubiquitin in more detail. Application of the
RED protocol, which is a variant of the iRED protocol used

Figure 6. Internal motion correlations in the â-hairpin of ubiquitin (residues 5-12) from the 20 ns AMBER99 and AMBER99SB
trajectories. Rank 2 reorientational motion of backbone N-H bond vectors is represented as the iRED covariance matrix for
internal motion constructed only from the N-5 eigenvectors corresponding to internal motion for AMBER99 (A) and AMBER99SB
(B). Correlations in the backbone æ and ψ torsion angles are represented by a cross-correlation matrix of the real part of eq 15
for AMBER99 (C) and AMBER99SB (D). The backbone structure diagram in the center of the figure displays the residues of the
â-hairpin represented in panels A-D, with three key covariance interactions from the AMBER99SB iRED matrix mapped as
solid lines (where the N-H bond vectors project out of the page) and a dashed line (where the N-H bond vectors project into
the page). The imaginary part of the covariance matrix of eq 15 behaves similarly to the real part depicted in panels C and D.

Table 5. Spin Relaxation Times and Heteronuclear Overhauser Effects Calculated from the 20 ns AMBER99 and
AMBER99SB Trajectories with Respect to the Experimental Data

data seta Rp
b Rs

c RMSDd QT
e (QR)e <MD/NMR>f

AMBER99, T1 0.866 0.744 0.029 0.061 (0.051) 1.016 ( 0.057
AMBER99, T2 0.846 0.600 0.029 0.150 (0.091) 1.031 ( 0.118
AMBER99, NOE 0.747 0.659 0.119 0.173 0.900 ( 0.235

∑ ) 0.384 (0.315)
AMBER99SB, T1 0.913 0.729 0.024 0.050 (0.043) 1.006 ( 0.048
AMBER99SB, T2 0.943 0.635 0.022 0.119 (0.062) 0.981 ( 0.072
AMBER99SB, NOE 0.938 0.517 0.066 0.091 1.030 ( 0.153

∑ ) 0.260 (0.196)
a Residues Ile 21 and Asn 25 are excluded from the calculation because of an exchange contribution to the experimental T2 which would not

be reproduced in the simulation. b Pearson’s correlation coefficient between the simulation and the experimental set.34 c Spearman’s rank
correlation coefficient between the simulation and the experimental set.34 d Root-mean-square deviation between the simulation and the
experimental set.34 e Q value between the simulation and the experimental set calculated from eq 14. Values in parenthesis are calculated from
R1, R2, and NOE. f Average is taken over all residues for which there is both MD and experimental data.
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in the present study, did previously show correlations in the
reorientational motions of various residues in theâ-hairpin
loop including correlations between many of the backbone
torsional degrees of freedom.37 Optimization of a combined
reorientational and torsional covariance matrix against
experimental spin relaxation data resulted in a clear reduction
of the amount of correlations among the torsional degrees
of freedom.37

Similarly to the previous study, both the portion of the
iRED covariance matrix corresponding to internal reorienta-
tions of theâ-hairpin and a matrix of correlation coefficients
between theæ and ψ torsion angles for the same region
constructed from the AMBER99 trajectory show significant
(negative) correlations spanning the loop and its joiningâ
strands (Figure 6A,C). In contrast, the same matrices
computed from the AMBER99SB trajectory suggest lower
correlations between these sites (Figure 6B,D). The matrices
in Figure 6A and B are constructed by removing the
eigenmodes corresponding to global reorientation from the
total iRED covariance matrix, and their diagonal elements
are proportional to 1- S2 (eq 8). Figures 6 and 7 show that
motional correlations are differentially altered and reduced
on average in the AMBER99SB trajectory relative to the
AMBER99 trajectory. Because it is difficult to experimen-
tally quantify these motional correlations (off diagonal
elements of the matrices in Figure 6), validation of the
simulated correlations is not feasible at this time. Altered
correlations are likely to have ramifications for estimating
thermodynamic quantities, in particular, configurational
entropies, from trajectories using AMBER99SB.

4. Conclusions
Comparison of MD simulations against NMR spin-relaxation
data represents a rigorous quality test of MD simulation
protocols and force fields. Presently available computational
power enables routine calculation of molecular dynamics
trajectories of biomolecules extending into the tens of

nanoseconds range. These simulations are reaching the point
where they allow one to systematically assess and distinguish
between finite conformational sampling effects and the
accuracy of the force field itself.

Comparisons with NMR order parameters have long
suggested that the amount of dynamics of protein loops are
systematically overestimated in MD trajectories. Recent
modifications of backbone potentials of both the CHARMM
C22 force field and the AMBER99 force field produce
significant improvements for both force fields.22-25 Due to
the distinct sensitivity of the experimental NMRS2 order
parameters to the associated motional time scales, their
usefulness as a comparison metric between simulation and
relaxation data is somewhat limited. Many computedS2

values depend on the duration of the trajectory with longer
trajectories displaying on average lower computed order
parameters. This is consistent with experimental evidence
from residual dipolar couplings measured in multiple align-
ment media suggesting the presence of additional motions
on nansecond to millisecond time scales that are not captured
by T1-type relaxation data.53,55-57 At present, such motions
cannot be comprehensively probed by standard MD simula-
tions; therefore, they will require other methods such as
enhanced sampling techniques.

We demonstrate here that comparison directly against the
“raw” relaxation parametersT1, T2, and NOE is comple-
mentary to and for fully quantitative purposes preferable over
the use ofS2 parameters to assess the performance of MD
simulations. Comparison based on relaxation parameters
implicitly includes the complex time-scale effects of the
motions on spin-relaxation parameters. While internal mo-
tional correlation times can be separately extracted from a
model-free analysis17,18 or alternative treatments,58 they are
typically much less well-defined than the corresponding order
parameters, and they also depend on the model selection
procedure.59

Because overall rotational tumbling is neither properly
reproduced by current force fields nor properly sampled by
trajectories in the tens of nanoseconds, a hybrid approach is
used here that combines the experimentally derived overall
tumbling correlation functionCO(t) with the internal cor-
relation function CI(t) calculated from the trajectory. A
drawback of the method is that the relaxation parameters
cannot be meaningfully predicted without accurate knowl-
edge of the overall tumbling correlation time. However, if
fit parameters using eq 9 to the internal correlation functions
of MD trajectories were systematically reported in future
simulations, such as the ones of Tables 3 and 4, relaxation
parameters can be readily back-calculated once experimental
relaxation data are available, either by using the experimen-
tally determined overall tumbling correlation time,τc, or by
treating τc as a fit parameter that optimizes agreement
between the experiment and simulation. Such a procedure
is a special case to the reporting of the dominant part of
iRED eigenmodes together with their corresponding cor-
relation times, from which the overall tumbling time can be
modeled by fitting the correlation times of the five eigen-
modes with the largest eigenvalues to the experimental data.38

While in the present treatment isotropic overall tumbling is

Figure 7. Comparison of torsion-angle correlation coefficients
between â-hairpin matrices using AMBER99 (Figure 6C) and
AMBER99SB (Figure 6D). The average correlation coef-
ficients are 0.017 ( 0.270 for AMBER99 and 0.013 ( 0.196
for AMBER99SB. The linear correlation coefficient between
the AMBER99 and the AMBER99SB correlations is Rp ) 0.48.
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assumed, which is adequate for ubiquitin,33 it can be easily
extended to axially symmetric or fully anisotropic overall
tumbling motion.60

We find that for ubiquitin the modified AMBER99SB
force field is better at reproducing both the amplitude and
time scale of spin-relaxation active internal motions than
AMBER99. The overall reproduction of NMR relaxation
times and the heteronuclear NOE, as well as NMR order
parameters, using this force field is good, which includes
the loop region of the N-terminalâ-hairpin. The reduction
in motional amplitudes is accompanied by both a slowdown
of the intramolecular dynamics and a reduction of torsion
angle correlations. Some discrepancies still remain with
AMBER99SB, indicating that there is room for further
improvement. Moreover, the rate of macromolecular global
tumbling is systematically overestimated in MD simulations
using most current water models, which will require im-
provements of the way explicit solvent water is modeled and
how water molecules interact with the solute. Such advances
would be particularly beneficial for assessing simulations of
(partially) unfolded and disordered protein systems whose
overall motion is not separable from internal dynamics and
for which an internal order parameter is not defined any
longer.38,61,62
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Abstract: Time-dependent density functional theory (TDDFT) is a powerful tool allowing for

accurate description of excited states in many nanoscale molecular systems; however, its

application to large molecules may be plagued with difficulties that are not immediately obvious

from previous experiences of applying TDDFT to small molecules. In TDDFT, the appearance

of spurious charge-transfer states below the first optical excited state is shown to have significant

effects on the predicted absorption and emission spectra of several donor-acceptor substituted

molecules. The same problem affects the predictions of electronic spectra of molecular

aggregates formed from weakly interacting chromophores. For selected benchmark cases, we

show that today’s popular density functionals, such as purely local (Local Density Approximation,

LDA) and semilocal (Generalized Gradient Approximation, GGA) models, are qualitatively wrong.

Nonlocal hybrid approximations including both semiempirical (B3LYP) and ab initio (PBE1PBE)

containing a small fraction (20-25%) of Fock-like orbital exchange are also susceptible to such

problems. Functionals that contain a larger fraction (50%) of orbital exchange like the early

hybrid (BHandHLYP) are shown to exhibit far fewer spurious charge-transfer (CT) states at the

expense of accuracy. Based on the trends observed in this study and our previous experience

we formulate several practical approaches to overcome these difficulties providing a reliable

description of electronic excitations in nanosystems.

I. Introduction

Density functional theory (DFT) is one of the most promising
tools to provide an accurate yet computationally feasible
electronic-structure theory for large nanoscale systems, and
the time-dependent extension of DFT (TDDFT) makes
possible perhaps the only first principles approach to access

the optical properties of large molecular systems containing
hundreds of atoms.1-3 Combined the two have been suc-
cessful in determining ground-state geometries, vibrational
spectra, and photoexcitations of many small molecules.4,5

These days, accurate measurements are now readily available
through various absorption and emission time- and frequency-
resolved spectroscopies even for large molecular systems and
their assemblies. The understanding and controlled manipu-
lation of optical properties of nanoscale molecular clusters* Corresponding author e-mail: serg@lanl.gov.
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may lead to many technological applications such as light-
harvesting and photovoltaic devices6,7 and precision chemo-
and biosensors8,9 to name just a few. Several comprehensive
reviews of quantum-chemical methodology for UV-visible
spectra of large molecules has been published recently (e.g.
refs 10 and 11). So there is a clear need to apply TDDFT
here.

Density functional theory formally permits the expression
of the total ground-state energy and other properties of a
quantum many-body system as functionals of the electron
density alone and provides a formally exact scheme for
solving the many-body problem.12 TDDFT is an extension
of density functional theory in which many-body excitations
are associated with the poles of the exact density re-
sponse.3,13,14 Practical density functionals are approximate
and typically make use of an auxiliary orbital-based Kohn-
Sham (KS) scheme in which the kinetic energy contribution
of the total energy is expressed as an orbital functional. The
only contribution to the total energy that must be approxi-
mated is the exchange-correlation contribution. This contri-
bution is often approximated by functionals which depend
on the electronic density locally (Local Density Approxi-
mation, LDA) or semilocally (Generalized Gradient Ap-
proximation, GGA) in a way convenient for calculations.
However, more accurate functionals require further long-
range information about the density which is contained in
the Kohn-Sham orbitals. A step toward a general orbital
exchange-correlation functional is the exact-exchange (EXX)
which has recently become popular in the solid state-physics
community. Results within EXX should exhibit both the
proper asymptotic behavior for the effective potential,∼1/r
for finite systems, and a derivative discontinuity as the
number of particles changes through integer values. Properly
describing these could mean more accurate band-gaps and
optical spectra. We note too that long-range effects will
become important when treating the excited states of the
jellium model. These problems are discussed in detail in refs
14-16.

Orbital exchange in the DFT formalism is the exact orbital
contribution of exchange to the exchange-correlation func-
tional and can be written as a Fock-like integral over the
KS orbitals.17,18 The rewards for using orbital exchange are
tempting and include more realistic potentials, better decay-
ing KS orbitals, and more accurate excited states. However,
extracting the local potential and its derivative kernel from
this exact-exchange functional is difficult and in practice, is
often done approximately by replacing the local exact-
exchange potential by a nonlocal Hartree-Fock exchange.
All current routine applications of TDDFT are based on the
adiabatic approximation, where the memory effects in the
time-dependent density evolution are neglected.19,20 The
adiabatic approximation, for example, makes it impossible
to describe highly correlated electronic states such as those
having predominantlydoublecharacter.21 It has been argued
that omission of nonadiabatic effects is also solely respon-
sible for the charge-transfer problems.22 In this paper, we
show that long-range orbital-based exchange improves upon
the semilocal approximations when describing charge-transfer
states. This can be rationalized by noting that the hybrid

TDDFT kernel constitutes a specific case of nonadiabatic
approximation.23

One of the greatest challenges to the universal applicability
of practical TDDFT is the inability of popular density
functionals (and their kernels) to routinely and accurately
describe certain excitations with a long-range spatial
extent.24-27 For example, charge-transfer (CT) states cor-
respond to excited states in which the photoexcited hole and
electron do not greatly overlap due to incorrect long-range
functional asymptotics and the missing discontinuity of the
approximate xc-potentials with respect to particle number.
Subsequently, TDDFT often predicts charge-transfer states
of substantially lower energy and below optical states. A
heuristic way to understand this is to consider the KS orbital
excitations as zeroth-order approximations to the true excita-
tions of the system. The TDDFT linear response formalism
can be thought of as the inclusion of an effective mixing
determined by the exchange-correlation kernel between the
pair of occupied and unoccupied KS orbitals that constitutes
the excited state. With the most commonly used approximate
kernels, such as LDA and GGA models, many bound exciton
states are not described at all.27,28This is because the kernal
is local and the orbital overlap is negligible. This problem
is further complicated by the neglect of an important
derivative discontinuity in most functionals. This results in
a mismatch of ionization potentials between the donor and
acceptor portions of molecule.29 Thus, the energies of CT
states are frequently so significantly lower than what they
should be that these states often become the lowest energy
states in calculated electronic spectra.

These TDDFT shortcomings have been well identified and
explored in the case of small molecular systems and local
approximations. In this work, we explore how DFT’s
predictive power changes when we simulate the ground and
excited states of larger molecules and aggregates. In par-
ticular, we investigate the appearance of low-lying unphysical
CT states which depends on the choice of density functional.
We first focus on ground- and excited-state geometries in
the substituted molecules. Such calculations constitute a
common approach to investigate the coupling of electronic
and vibrational degrees of freedom (frequently quantified as
Frank-Condon overlaps) and to calculate spectroscopically
observed vibrational structure in absorption and fluorescence
spectral line shapes.30,31We next study electronic interactions
mediated by aggregation in molecular assemblies. Computa-
tion of small molecular aggregates is a typical technique to
determine interchromophore interactions in molecular
assemblies.32-34 This allows determination of aggregation
type (H or J) and electronic coupling energies. The calculated
information is useful for building reduced Frenkel exciton
models, for example, one for Light-Harvesting Complex II
(LHCII).35,36Such tasks extend well beyond a standardsimple
case of ground-state geometry optimizations followed by
excited-state calculations and constitute the area where the
performance of TDDFT has not been consistently tested yet.

We chose representative molecules with properties that
could be useful for several important technological applica-
tions: donor-donor and donor-acceptor substituted mol-
ecules and aggregates of thiophene oligomers and bacteri-
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ochlorophylls. Substituted organic chromophores are promising
candidates in several areas, such as nonlinear optical response
applications.37,38 The thiophenes have been exploited for
applications in organic electronics related to novel display,
photovoltaic, and lighting technologies.39,40 Finally, the
chlorophylls constitute the main pigment in the biological
photosynthetic light-harvesting complexes.35,36Previous theo-
retical work within DFT on some of these systems has been
carried out within the DFT formalism for donor-acceptor
molecules,41,42 thiophenes,43 and bacteriochlorophylls.44,45

Here our calculations examine the qualitative and quantitative
aspects of TDDFT for excited-state molecular electronic
structures. The results are compared for several commonly
used functionals with varying fractions of Hartree-Fock
(HF) exchange as implemented in standard quantum chemical
packages. By tuning the fraction of HF exchange we hope
to gain insight into how the orbital dependence of the
exchange function affects the description of electronic excited
states.

Details of our numerical modeling are presented in section
II. In section III we analyze computational results obtained
via different DFT approximations. Finally, we discuss the
trends that emerge and summarize our findings in section
IV.

II. Computational Methodology
Figure 1 shows the chemical structures of the molecules
considered, including donor-acceptorDA ((E)-4-(4-(meth-
ylsulfonyl)styryl)-N,N-diphenylbenzenamine) and donor-
donorDD (4,4′-[(1E,1′E)-2,2′-(biphenyl-4,4′-diyl) bis(ethene-
1,1′-diyl)]bis(N,N-dimethylbenzenamine)) substituted mole-
cules, thiophene oligomer (Th4), and bacteriochlorophyll-a
(Bchl-a).

Ground-state geometry optimizations of the charge-neutral,
singlet states of the substituted molecules have been done
with the Turbomole program suite.46 The lowest excited-
state geometries were obtained next using Turbomole as well.
This code is able to search for a minimum over the TDDFT
excitation energy surface with respect to nuclear coordinates
using analytic gradient techniques.47 All optimizations were

performed in the gas phase using the SV basis set and one
of a set of density functionals; see below. The SV and similar
6-31G basis sets are known to be an efficient blend of
accuracy and manageable size for large conjugated mol-
ecules.48 For the thiophenes and chlorophyll calculations we
used geometries extracted from the experimental X-ray
crystallographic data.49,50 In addition to the single molecule
limit, we consider thiophene dimers (2Th4) generated from
the coordinates of two nearest neighbor pairs in the unit cell.49

For the single molecules, twoTh4 geometries exist in the
crystal structure. One structure is slightly more elongated.
The calculated excited-state spectra are essentially identical
for both geometries. Similarly, the coordinates ofRâ Bchls-a
pair (2Bchl-a) have been extracted fromRs. molischianum
crystal data.50 At the obtained geometries we calculate
corresponding excited-state structures up to 20 lowest excited
states using the Gaussian 03 package51 with a 6-31G basis
set and density functionals corresponding to the methods used
for geometry optimizations (unless specified otherwise).

We use several common density functionals with vari-
ous fractions of orbital exchange, namely HF (100%),
BHandHLYP (50%), PBE1PBE (25%), B3LYP (20%),
TPSS-H (10%), TPSS (0%), BP86 (0%), and SVWN (0%).
The set represents a gradual decreasing fraction of exchange.
The treatments of correlation in each functional are not
comparable and do not scale with the given fractions of
exchange; however, the effects of correlation are assumed
to be smaller than the relative error in the exchange amount.
General trends seen as a function of the fraction of orbital
exchange should persist regardless of the details of the
correlation functional. We expect that functionals, including
exchange, are less dramatically affected by CT problems.
However, when the faction of exchange becomes large, these
functionals typically provide less accurate energetics because
the cancellation of errors between exchange and correlation
is reduced.52 For example, the BHandHLYP functional53

combines semilocal exchange-correlation with orbital ex-
change in a 50-50 ratio. By construction, this functional
handles a large fraction of long-range exchange exactly but
fails to describe correlation in a compatible way.

To interpret computational trends we use a transition
orbital analysis, which allows precise identification and
visualization of the electronic excitations in question.54 These
transition orbitals provide a graphical real-space representa-
tion of the transition densities associated with the molecular
electronic excitations computed with TDDFT. This analysis
offers the most compact description of a given transition
density in terms of its expansion in single KS transitions.
The Gaussian 03 code was locally modified to be able to
perform the transition orbital analysis.

III. Results and Discussion
Through a series of benchmark calculations, we highlight
the difficulties appearing when we apply TDDFT to molec-
ular systems of sizes important to nanoscale applications.
An important issue with using TDDFT for larger molecular
systems is the introduction of spurious low-energy CT states.
In the following subsections, we investigate several fre-

Figure 1. Chemical diagrams of the molecules studied:
donor-acceptor (DA) and donor-donor (DD) substituted
chromophores, thiophene oligomer (Th4), and bacteriochlo-
rophyll a (Bchl- a).
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quently unexpected manifestations of this problem and
explore their implications.

We arbitrarily label three types of singlet excited states:
‘optical’, ‘dark’, and ‘charge transfer’. The optical excitation
has a nonvanishing oscillator-strength, which means that it
is possible to detect this excited state spectroscopically. The
dark state refers to a low-energy electronic excitation with
vanishing oscillator strength, that will not appear in the
optical absorption. A CT state is a specific case of ‘dark’
state with a highly ionic nature where the photoexcited
electron and hole have significant spatial separation. The
oscillator strengths of CT states are expected to be weak
because the overlap between the charge-transfer state and
the ground state is extremely small and so are the transition
dipole moments between these states. For example, in organic
molecular crystals, CT states are usually higher in energy
than the relevant Frenkel-exciton band of optical and dark
states.55 However, DFT methods drastically underestimate
the energies of these states. For this reason, all three types
of states in dimers might be mixed, and their clear distinction
is not possible. The CT states become particularly trouble-
some in the optimization of the excited-state geometries when
the target excited state is not clearly constrained by sym-
metry, and level crossings may occur.

A. Donor-Acceptor Substituted Chromophores.We
begin this investigation by examining a relatively large
(approximately 70 atoms) molecular donor-donor (DD)
system. This molecule has a longπ-conjugated backbone
and donors (etholanimes) at both ends of the backbone. This
is perhaps the easiest test case for TDDFT and offers the
best opportunity for the theory to provide accurate results.
The molecule has no strong electron attractors, and we do
not expect large-scale charge transfer with electrons and holes
migrating from/to opposite ends of the molecule. The charge
transfer should be of a mild nature from the donors to the
conjugated backbone. In the upper left-hand corner of Figure
2, we plot the energy of the lowest excited state versus
functional for theDD molecule at both ground- and excited-
state optimal geometries. The respective calculated excitation
energies and their oscillator strengths are listed in Table 1.
The experimental values are from refs 42 and 56. Overall,
functionals with a moderate fraction of orbital exchange such
as B3LYP provide the best agreement with the experimental
absorption and fluorescence maxima, neglecting the proper
treatment of vibronic, temperature, and nonpolar solvent
effects.

The lowest-energy (band gap) transition in such conjugated
molecules typically has a remarkable oscillator strength and

Figure 2. The calculated optical excitation energy as a function of the percentage of orbital exchange for the ground-state (GS)
and the first excited-state (ES) optimized geometries of the donor-donor (DD) and donor-acceptor (DA) molecules just the GS
for the 2Th4 and 2Bchl- a dimers.
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characteristically appears as a main peak in the linear
absorption spectra.41,42 The calculated excited-state energy
shifts to the blue with an increase of the fraction of orbital
exchange. Likewise, the oscillator strength of the transition
follows the fraction of exchange. These trends are expected
since exact exchange cancels Coulomb self-interaction, and,
thus, a larger fraction of orbital exchange corresponds to a
contracted core. The valence states are also more tightly
bound by the orbital exchange potential, but the effect is
less extreme compared to the core contraction, since the HF
virtual orbitals are calculated for the N+1 electron system
and their energies correspond to electron affinities rather than
excitation energies. Consequently, the KS orbitals become
widely separated. This is consistent with results seen from
noble-gas solids and atoms treated by exact-exchange DFT.57

Since HF has even more weakly bound virtual orbitals than
EXX, we expect the effect to be somewhat overemphasized.
The energy of the first singlet state calculated at a relaxed
excited-state geometry exhibits similar trends as a function
of the fraction of orbital exchange. During excited-state
geometry optimization the bonds along the conjugated
backbone stretch, so that the bond-length alternation caused
by uneven distribution ofπ-electronic density reduces.28 This
allows the electrons to become more delocalized, and the
excited-state energy is reduced. The magnitude of the
observed Stokes shift and the respective geometry changes
intensify with an increase of the fraction of exchange.

To analyze the nature of the discussed excited state, Table
2 displays the transition orbitals of theDD molecule obtained
at the HF and BP86 limits, respectively. The two represent
extremes in the locality of the functional. BP86 has only
semilocal density-based exchange, while HF relies on the
full orbital exchange. For theDD molecule, we see no
qualitative difference between the HF and BP86 transition
orbitals: they represent delocalized electronic state with
electronic density slightly shifting toward the middle of the
molecule upon photoexcitation. Transition orbitals describing
emitting states are qualitatively similar to that of the
absorbing state. We note that the BP86 orbitals are slightly
more delocalized compared to the HF ones. This is due to

the short-range description embodied in the BP86 functional.
However, there is a quantitative difference in the energetics.
This is consistent with the well-known fact that local density
functionals are known to perform poorly for certain properties
in the limit of longer conjugated chains.28 The conjugation
length in this donor-donor (DD) molecule is perhaps too
short for these semilocal functional shortcomings to become
visually dramatic, but they remain energetically significant.

A more difficult test case is the donor-acceptor (DA)
molecule in which the charge transfer between the donor
and acceptor regions is energetically favorable and pro-
nounced. It is hard to properly describe the underlying long-
range interactions behind CT using a semilocal functional.
The upper right-hand corner of Figure 2 shows scaling of
the lowest singlet-state energy for theDA molecule, and the
calculated data are presented in Table 1. As for theDD
molecule, the excitation energy calculated at the ground-
state geometry dramatically increases with the increasing
fraction of exchange. This state is optically allowed having
substantial oscillator strength. The HF transition orbitals
shown in Table 2 reveal this excitation ofπ-π nature
delocalized between donor and acceptor. Steric distortion
prevents participation of terminal phenyls, and the state has
only weak CT character. In contrast, BP86 transition orbitals
display strong CT character in this excited state (see Table
2). Since the transition is delocalized, the overlap between
electron and hole wave-functions is small, which results in
a reduced oscillator strength compared to the other methods.
BP86 shows to the incorrect physical behavior of semi-
local functionals. The accurate numbers should lie some-
where in between HF and BP86 extremes, and this is where
the hybrid TDDFT excels.42 The situation with semilocal
functionals becomes even more problematic after excited-
state optimization. While the functionals with a large
percentage of orbital exchange (HF and BHandHLYP)
behave normally, other methods converge to low-lying
spurious CT states, where spatial overlap between an electron
and a hole orbital is negligible (see Table 2), making the
excitation optically forbidden (Table 1). A significant rear-
rangement of the molecular geometry is observed during
excited-state geometry optimization, and this facilitates the
crossover to the ionic CT state with a huge 1 eV Stokes
shift.

To rationalize that such ionic states are artifacts of the
method, we recall that the ground- and lowest-energy excited
electronic states of substituted push-pull molecules are often
described as a combination of neutral and zwitterionic basis
states represented by the corresponding molecular resonance
forms.58,59 The zwitterionic state assumes full separation of
positive and negative charges, and, consequently, it is
optically forbidden. The excited state usually possesses
greater zwitterionic basis state character than the ground state.
The molecular structures also become more zwitterionic in
character as solvent polarity increases.59 The semilocal
functionals and functionals with a small fraction of orbital
exchange do predict the ground state to be the mixture of
such states; however, the excited state is described to be of
solely zwitterionic character (see Table 2). In contrast, the
DA molecule exhibits pronounced fluorescence properties,42

Table 1. Calculated Excitation Energies (eV) of the
Donor-Donor (DD) and Donor-Acceptor (DA)
Compoundsa

molecule method % exchange GS ES

DD HF 100 3.88 (2.56) 3.24 (2.58)
DD BHandHLYP 50 3.38 (2.72) 2.90 (2.80)
DD PBE1PBE 25 2.89 (2.43) 2.58 (2.63)
DD B3LYP 20 2.76 (2.29) 2.48 (2.53)
DD BP86 0 2.20 (1.61) 2.1 (1.2)
DA HF 100 4.27 (1.57) 3.39 (1.64)
DA BHandHLYP 50 3.61 (1.40) 3.15 (1.50)
DA PBE1PBE 25 3.02 (1.06) 2.33 (0.13)
DA B3LYP 20 2.89 (0.99) 2.13 (0.08)
DA BP86 0 2.34 (0.72) 1.29 (0.02)
a The corresponding oscillator strengths f are given in parentheses.

GS and ES refer to the ground-state and the first excited-state
optimized molecular geometries, respectively. The SV basis set was
used for all calculations. Experimental absorption and fluorescence
maxima are ωabs ) 3.0 eV and ωfl ) 2.7 eV for DD and ωabs ) 3.2
eV and ωfl ) 2.7 eV for DA.
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pointing to the strong component of the neutral basis in the
excited state. The observed emission stems from the lowest
vibronic state, and Kasha’s rule is not violated. Thus all
available experimental data point that theDA compound does
not exhibit dual-fluorescence properties as observed on other
molecular systems such as 4-(dimethyl)aminobenzonitrile
(DMABN).60 Moreover, computational excited-state geom-
etry optimizations of the bright and the CT state for selected
GGA functionals (not shown) do not change the relative state
ordering. An opposite extreme is observed at the HF level
when both ground and excited states have a dominant neutral
component. Subsequently, the final result has a strong
dependence on the fraction of orbital exchange used in the
functional, which lessens the predictive power of TDDFT
in applications to the polar substituted molecules.

Finally, in order to assess the basis set dependence, we
performed several single point calculations on theDA
molecule with split-valence basis sets of increasing complex-
ity. The simplest is the 6-31G basis, then the same with
polarization functions (6-31G*), then with diffuse functions
(6-31+G), and with both (6-31+G*). Table 3 shows the
lowest optical excitation energy for both the original Tur-
bomole SV-optimized geometry obtained for a given func-
tional in vacuo and then the native geometry. The latter is
the optimized structure consistent with the level of theory
and basis set used for excited-state calculations. Adding
diffuse functions alone shifted the vertical absorption spec-
trum by a maximum of 0.13 eV to the red, and adding
polarization functions shifted the spectrum by 0.1 eV to the
red as well with the most dramatic basis set effect for pure
HF. These changes are less dramatic when native geometry

is used. In practice, these molecules are often studied in
solution, so we estimate solvent effects using the Polarizable
Continuum Model (PCM) based on the Integral Equation
Formalism61-64 for toluene. Adding PCM stabilized the
vertical absorption maximum by 0.15 eV to the red with the
most dramatic effects for the BP86 GGA kernel (see Table
3). Subsequently, using extended basis sets and solvent
models leads to the overall 0.1-0.25 eV red-shifts of the
excitation energies compared to plain 6-31G calculations in
vacuo without changing the essential photophysics. This is
a typical picture for extended molecules with delocalized
π-orbitals, in contrast to small molecules of a few-atoms,
where large basis sets are necessary.

B. Molecular Aggregates.In section IIIA, we have shown
that TDDFT may incorrectly predict excited-state properties
for large molecules with donor-acceptor character. Another
interesting case, where such problems persist, is molecular
aggregates. The separation distances are even larger for
aggregates, and the nonlocality should play an even more
important role. Modeling of molecular aggregates and
assemblies can frequently be reduced to computations on
characteristic dimers extracted from the underlying aggregate
structure. This allows for the understanding of electronic
couplings,33,65 excited state, and charge dynamics34 seen in
ultrafast optical probes. This information in important for
light-harvesting and photovoltaic applications of the materi-
als. According to molecular orbital and Hu¨ckel theory, every
excited state of an isolated molecule should split into a nearly
degenerate pair of states for the dimer (the Davydov’s pair).
The magnitude of splitting characterizes intermolecular
coupling. Depending on the orientation of the molecules,

Table 2. Hartree-Fock and BP86 Transition Orbitals of the Lowest Excited State for the Ground-State (GS) Geometries of
the Donor-Donor (DD) and Donor-Acceptor (DA) Moleculesa

a These orbitals represent the full orbital exchange and semilocal functional limits, respectively. GS refers to the ground-state optimized
molecular geometry.
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either the lower or higher energy state would acquire a larger
oscillator strength. These two classes are classified as J or
H aggregates, respectively.55 In this section, we investigate
both cases.

First, we examine the thiophene dimers (2Thio4) exem-
plifying the H-aggregate case. In the lower left-hand corner
of Figure 2, we plot the calculated excitation energies for
thiophene dimers compared to the single molecule limit.
Table 4 shows the respective data. The experimental result
is from ref 66. Thiophenes form H-aggregates in crystals.
Experimentally, this is exemplified by a blue-shifted absorp-
tion and small fluorescence yield compared to the corre-
sponding properties of the monomer. Parallel orientation of
the molecules in a dimer results in a positive intermolecular
coupling term. This shows up as a higher-lying optical state
(in phasecombination of monomer’s wave functions) than
the dark state (out of phasecombination of monomer’s wave
functions). This picture holds relatively well for functionals
with a large fraction of orbital exchange (HF and BHandH-
LYP): the Davydov’s states split equally up and down from
the isolated molecule limit (see Figure 2) and appear as a
linear combination of the monomer states in the transition
orbitals (see Table 5). With less than 50% exchange, several
spurious charge-transfer states appear. A smaller fraction of
exchange generally means a larger number

of charge-transfer states below the first optical singlet. For
example, LDA gives at least 4. For the BP86 GGA, the first
optical state is given as state 6 instead of 2. In this case,
Figure 2 shows these states as stars. They are heavily mixed
with dark and optically allowed excitonic states (e.g., Table
5). We further notice that these spurious charge-transfer states
disappear (shift upward in energy) with increasing separation
between monomers for hybrid functionals with small amount
of orbital exchange (B3LYP and PBE1PBE) but carry on
for all LDA and GGA models (not shown). Subsequently, a
small fraction of the HF exchange would help to predict the
correct monomer limit of excitation energies in the aggregate
at large intermolecular separations (>5 Å) when the inter-
chromophore orbital overlap vanishes but fails at smaller
distances. In contrast, the CT problems persist for GGA
semilocal functionals at all intermolecular separations, which
agrees with the results obtained for the ethylene dimer (off-
site excitations).67 The failure of semilocal functionals to
properly describe and characterize these low-lying states
means that TDDFT would provide a highly unreliable
description of electronic coupling and excitonic effects in
such molecular aggregates.

In a second example of molecular assemblies, we consider
a form of chlorophyll (Bchl-a) and its dimer (2Bchl-a) from
the light-harvesting system of purple bacteria. The compu-
tational results are shown in the lower right-hand corner of
Figure 2 and Table 6, and the experimental numbers are from
ref 68. TheRâ Bchls-a pair forms a near J-aggregate complex
as evidenced by the red-shifted first optical states in the
dimer. In this case, the dark states lie above the optical ones.
The full circular LHCII complex has, however, different
properties suitable for efficient light-harvesting.35,36,68We see
an interesting trend for the chlorophyll monomers. As more
orbital exchange is included, the predicted singlet energy is
reduced. This is probably because of a more localized nature
of the excited state and compact 2D size of the molecule.
This trend may be rationalized by noting that exchange

Table 3. Calculated Vertical Excitation Energies (eV) of
the Donor-Acceptor (DA) Compound within Several Levels
of Theorya

method/basis set SV geometry native geometry

HF/6-31G 4.31 (1.59) 4.45 (1.56)
HF/6-31G* 4.21 (1.57) 4.43 (1.48)
HF/6-31+G 4.18 (1.45) 4.33 (1.41)
HF/6-31+G* 4.07 (1.43) 4.22 (1.40)
HF/6-31G PCM 4.19 (1.70) 4.35 (1.60)
HF/6-31+G* PCM 3.96 (1.57) 4.11 (1.44)
BHandHLYP/6-31G 3.71 (1.40) 3.66 (1.42)
BHandHLYP/6-31G* 3.66 (1.44) 3.66 (1.42)
BHandHLYP/6-31+G 3.61 (1.33) 3.61 (1.33)
BHandHLYP/6-31+G* 3.51 (1.33) 3.49 (1.36)
BHandHLYP/6-31G PCM 3.59 (1.54) 3.51 (1.56)
BHandHLYP/6-31+G* PCM 3.42 (1.50) 3.45 (1.44)
PBE1PBE/6-31G 3.12 (0.99) 3.04 (1.06)
PBE1PBE/6-31G* 3.05 (0.97) 3.05 (1.08)
PBE1PBE/6-31+G 3.01 (0.99) 2.96 (1.03)
PBE1PBE/6-31+G* 2.99 (1.02) 2.97 (1.05)
PBE1PBE/6-31G PCM 2.99 (1.11) 3.03 (1.08)
PBE1PBE/6-31+G* PCM 2.87 (1.13) 2.91 (1.11)
B3LYP/6-31G 2.98 (0.90) 2.91 (0.99)
B3LYP/6-31G* 2.95 (0.93) 2.93 (1.01)
B3LYP/6-31+G 2.90 (0.89) 2.90 (0.98)
B3LYP/6-31+G* 2.87 (0.91) 2.92 (0.99)
B3LYP/6-31G PCM 2.85 (1.02) 2.77 (1.14)
B3LYP/6-31+G* PCM 2.73 (1.04) 2.75 (1.18)
BP86/6-31G 2.39 (0.62) 2.34 (0.72)
BP86/6-31G* 2.37 (0.62) 2.33 (0.71)
BP86/6-31+G 2.34 (0.62) 2.27 (0.69)
BP86/6-31+G* 2.31 (0.63) 2.31 (0.72)
BP86/6-31G PCM 2.25 (0.72) 2.20 (0.86)
BP86/6-31+G* PCM 2.16 (0.74) 2.17 (0.91)

a The corresponding oscillator strengths f are given in parentheses.

Table 4. Calculated Excitation Energies (eV) of
Thiophene Oligomer (1Th4) and Its Dimer (2Th4)a

molecule method
%

exchange
optical
state

dark
state

no. of CT
states

1Th4 HF 100 3.59 (1.47)
1Th4 BHandHLYP 50 3.36 (1.28)
1Th4 PBE1PBE 25 3.14 (1.26)
1Th4 B3LYP 20 3.04 (1.22)
1Th4 TPSS 10% 10 2.98 (1.21)
1Th4 TPSS 0 2.82 (1.13)
1Th4 BP86 0 2.77 (1.09)
1Th4 SVWN 0 2.77 (1.08)
2Th4 HF 100 3.67 (2.21) 3.47 0
2Th4 BHandHLYP 50 3.45 (2.19) 3.21 0
2Th4 PBE1PBE 25 3.24 (2.19) 2.97 1
2Th4 B3LYP 20 3.15 (1.5) 2.88 2
2Th4 TPSS 10% 10 3.08 (1.35) 3
2Th4 TPSS 0 2.92 (1.94) 4
2Th4 BP86 0 2.86 (1.86) 4
2Th4 SVWN 0 2.86 (1.83) 4
a The corresponding oscillator strengths f are given in parentheses.

Experimental absorption maximum is ωabs ) 2.7 eV for Th4 in
solution.
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creates a steeper optical potential comparable to the core
contraction. The net effect would be a smaller optical gap

for orbital based functionals and a larger gap for semilocal
ones. In the dimer, we observe the expected superposition
of the monomer’s states in the transition orbitals for HF and
BHandHLYP methods. As an example, Table 7 shows the
first dominant pair of transition orbitals localized on one
chromophore for the first and second excited state in the
HF limit. The second pair (not shown) involved the second
molecule, respectively. Below 50% exchange, however,
charge-transfer states begin to contaminate the optical spectra
(see Table 7) making it impossible to reliably identify the
states involved. Formation of such ghost states have been
observed before in chlorophylls treated with TDDFT based
on GGA models.69,70Finally we note that recently developed
functionals based on meta-GGA extensions (TPSS and TPSS-
hybrid) are subject to the same charge-transfer problems as
the other approaches for both thiophene and chlorophyll
dimers (Tables 4 and 6). The large fraction of the orbital
exchange turns out to be the only factor affecting the quality
of the results.

Recent TDDFT study of a much smaller system, the
ethylene dimer, shows a similar problem with CT states in
the symmetric dimers.67,71,72 Notably, in our examples of
2Thio4 and 2Bchl-a, the monomers are not identical.
Consequently the observed CT states have nonzero net charge
transferred between chromophores (see Tables 5 and 7),

Table 5. Transition Orbitals of Thiophene Dimer (2Th4)a

a The top two and bottom two rows represent Hartree-Fock and BP86 limits. States 1 and 2 in the HF limit refer to the dark and optical
transitions in the Davydov’s pair, respectively. States 1 and 6 in the BP86 limit show charge-transfer character in the lowest dark and optically
allowed transitions, respectively.

Table 6. Calculated Excitation Energies (eV) of
Bacteriochlorophyll a (1Bchl- a) and Râ Bchls-a Dimer
(2Bchl- a)a

molecule method
%

exchange
optical
state

dark
state

CT
states

1Bchl- a HF 100 1.21 (0.42)
1Bchl- a BHandHLYP 50 1.81 (0.40)
1Bchl- a PBE1PBE 25 1.90 (0.36)
1Bchl- a B3LYP 20 1.89 (0.35)
1Bchl- a TPSS 10% 10 1.91 (0.33)
1Bchl- a TPSS 0 1.88 (0.30)
1Bchl- a BP86 0 1.85 (0.27)
1Bchl- a SVWN 0 1.84 (0.27)
2Bchl- a HF 100 1.12 (0.90) 1.32 (0.08) 0
2Bchl- a BHandHLYP 50 1.71 (0.89) 1.85 (0.04) 0
2Bchl- a PBE1PBE 25 1.90 (0.54) 2
2Bchl- a B3LYP 20 1.88 (0.61) 2
2Bchl- a TPSS 10% 10 1.88 (0.67) 2
2Bchl- a TPSS 0 1.84 (0.64) 4
2Bchl- a BP86 0 1.81 (0.62) 4
2Bchl- a SWVM 0 1.85 (0.64) 4

a The corresponding oscillator strengths f are given in parentheses.
The experimental absorption maximum of Qx band of Bchls-a is at
about 1.6 eV for a light-harvesting antenna.
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opposite to what has been observed in a perfectly symmetric
case due to symmetry reasons.67 In any case, it is an
inaccurate xc-potential that leads to the appearance of
unphysical low-lying states, generally dubbed as ‘CT states’,
irrespectively if the actual charge is transferred or not upon
excitation. We emphasize that physical analysis of coupling
between various molecular regions is very important when
deciding whether TD-DFT is applicable to ‘problematic’
cases or not: Small overlap between individual subsystems
of a large system is particularly susceptible to the CT
problems. Either vanishing overlap (e.g., large separations
between monomers) or ‘strong’ communication (e.g., fully
π-conjugated bridge) will help to offset the CT failures (i.e.,
here hybrid functionals with small amount of the orbital
exchange may work). For example, the CT problems in
donor-acceptor substituted compounds would be even more
severe if the donor/acceptor subsystems are separated by

some chemical defect such as an sp3 kink. These conclusions
fully agree with the general analysis in refs 67, 71, and 72.

IV. Conclusions
In this study, we have examined the performance of the
TDDFT approach for calculations of excited states. The
benchmark systems include several polar donor-acceptor
substituted compounds and molecular aggregates. These are
typical examples of nanosized molecules currently in the
focus of applied quantum chemistry. For all of the systems
studied, we have employed a wide range of modern func-
tionals including state-of-the-art meta-GGAs. Overall, today’s
available density functionals often do not handle charge-
transfer states properly. We see that no amount of sophistica-
tion in the currently available semilocal functionals describes
the CT states successfully. These problems, however, can
be overcome by including a larger fraction of orbital
exchange, but this is at the expense of accuracy. We point

Table 7. Transition Orbitals of Râ Bacteriochlorophyll a Dimer (2Bchl- a)a

a The top two and bottom two rows represent Hartree-Fock and BP86 limits, respectively. States 1 and 2 in the HF limit refer to the dark and
optical transitions in the Davydov’s pair, respectively. States 1 and 5 in the BP86 limit show charge-transfer character in the lowest dark and
optically allowed transitions, respectively.
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out that exact-exchange in density functional theory and
Hartree-Fock exchange are not identical, and, in particular,
they differ in their representation of virtual orbitals. EXX
DFT virtual orbitals are more strongly bound than their HF
analogies. This difference means that EXX-based virtual
orbitals for the LUMO should be more localized than the
HF analog. Consequently, our results will overemphasize the
trends but not create new ones. However, the general
conclusions of this work remain valid, and most of the
charge-transfer problems persist.

An optimal fraction of orbital exchange is not known, and,
most likely, is a system-dependent parameter. Nevertheless,
it is possible to formulate several practical approaches based
on the trends observed in this study and our previous
experience that may overcome the outlined difficulties. We
demonstrate that the excited-state geometries from TDDFT
calculations using semilocal functionals can be unreliable
and susceptible to CT problems. Combining of geometry
optimization using functionals with 50% or more orbital
exchange (e.g., HF or BHandHLYP) with excited-state
calculations using functionals of lower hybrid content (e.g.,
B3LYP of PBE1PBE) would prevent drastic geometrical
relaxation facilitating formation of ionic states.42 Such
combinations of different methodologies have been success-
fully used in the past. For example, coupling of semiempirical
AM1 (geometry) and INDO/S (electronic excitations) ap-
proaches has worked very well for many molecular sys-
tems.34,73Alternatively, using functionals with higher fraction
of the orbital exchange (e.g., BHandHLYP) for the entire
calculation set would result in a qualitatively correct physical
description, but the electronic excitation energies and the
respective oscillator strengths would be overestimated.34

Similar schemes can be applied to the excited-state descrip-
tion of aggregates and films: the intermolecular couplings
can be derived from calculations with a high percentage of
the orbital exchange (e.g., HF or BHandHLYP), whereas
electronic excitations of a single chromophore can be
calculated with numerically accurate DFTworkhorsessuch
as B3LYP or PBE1PBE. This would provide a reduced
Hamiltonian description to the subsequent modeling.34,73

There have been several successful attempts to develop
new specific functionals free of CT problems, including
asymptotically corrected functionals based on HF exchange
LC-TDDFT74,75 and CAM-B3LYP76-78 and ‘simple correc-
tion schemes’.79,80The performance of these new functionals
is yet to be thoroughly tested for extended molecular systems,
and these methods need to be widely adopted in standard
computational packages. We should also mention several
recentnoncanonicalDFT-based approaches for electronic
excitations, which address the above problems as well and
are currently making their way into standard computational
packages. This includes techniques based on the DFT-MRCI
method,10,69 nonlocal density current VK functional,81 GW
approximation (GWA),15,20 and Bethe-Salpeter equation
(BSE).82-84

We hope that these illustrated failures of TDDFT will
motivate future work on developing exchange-correlation
functionals (and kernels) which can better describe these
long-range excited states.
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Abstract: The analytical gradient of the “scaled opposite spin” (SOS-) and “modified opposite

spin” (MOS-) second-order Møller-Plesset perturbation theory (MP2) methods is derived and

implemented. Both energy and the first derivative can be evaluated efficiently with a fourth-

order scaling algorithm by using a combination of auxiliary basis expansions and Laplace

transformation techniques as opposed to the traditional fifth-order approach of MP2. A statistical

analysis of 178 small molecules suggests that the new gradient scheme provides geometries

of MP2 quality, indicating the reliability of the method in general chemical applications. A more

specific study of the group VI transition metal carbonyl complexes indicates that the new scheme

improves the MP2 description relative to available experimental data and higher-order theories.

The proposed gradient scheme thus endeavors to obtain improved structural features at reduced

computational cost.

I. Introduction
One of the key initial steps in any computational study or
chemical application is the determination of the equilibrium
molecular structure of the constituent systems. The avail-
ability of analytical gradients with respect to nuclear
displacements for the specific methodology used plays a
critical role in the fast and efficient identification of stable
geometries or transition states.1,2 So far, density functional
theory (DFT)3 has remained the most popular choice to
obtain optimized molecular geometries in studies that
especially involve large molecules, primarily due to its low
computational cost and reasonable performance. However,
one is constrained to choose the most appropriate functional
that is suitable for a particular problem as DFT cannot be
improved systematically. Also, the reliability of DFT in
studies where long-range dispersive effects are important is

questionable, as present-day functionals cannot account for
such interactions.4-8

On the other hand, ab initio methods like second-order
Møller-Plesset perturbation theory (MP2)9 offer the simplest
systematic route to introduce dynamic correlation effects
beyond the Hartree-Fock (HF) mean-field approximation10

and also account for dispersion interactions.11 However, there
are two important considerations that need to be addressed
regarding the computational cost and the reliability of MP2
results.

(i) The cost of computing the canonical MP2 energy and
analytic gradient grows formally asO(M5) with system size,
which limits the applicability of MP2 to large molecules.
Tremendous effort has gone into developing fast and efficient
lower-order scaling MP2 energy12-25 and gradient codes26-43

in the past few decades. In particular, the use of the
“resolution-of-the-identity” approximation (RIMP2)12,14,23,40-42

has emerged as an important tool to reduce the computational
prefactor of the fifth-order scaling MP2 energy and gradient
algorithm, leading to significant speedups at the cost of
introducing tolerable error. Then, there are the “local” MP2
(LMP2) approaches that use localized orbitals13,15,22or atomic
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truncations18,23 to obtain low-order scaling MP2 methods to
calculate the correlation energy. Some of these methods have
been made more efficient by using the RI approximation.22,23

Analytic gradients are available for a couple of these LMP2
approaches.35,43In particular, Schu¨tz et al. have demonstrated
that their LMP2 analytic gradient scheme could scale
quadratically with system size by exploiting the sparsity of
the fit coefficients and employing local domains.43

(ii) Although MP2 energies and geometries are known to
be quite reliable for closed-shell molecules,44 they tend to
overestimate interaction energies and underestimate bond
distances when compared to higher-order theories like
coupled-cluster singles and doubles with a perturbative
correction method [CCSD(T)]45 or available experimental
data. This is particularly true in case of stacking problems,
for example, the famous benzene dimer case.46 This trend is
also observed in the prediction of metal-ligand bond
dissociation energies and bond lengths in closed-shell transi-
tion metal (TM) complexes.47 When it comes to open-shell
systems like radicals and other transition metal compounds,
the performance of MP2 is rather poor.48 Also, MP2 is
limited to systems where the single-reference wavefunction-
based HF approximation is deemed a good starting point.
Finally, approaching the basis set limit of MP2 calculations
requires a large basis set description.49 However, as men-
tioned earlier, MP2 displays a tendency to overestimate
interaction energies, which means that this limit may or may
not be more accurate than small basis set results.46

Clearly, it is desirable to develop methodologies that are
both computationally efficient and accurate. In this context,
a family of “scaled” MP2 methods50-52 was recently pro-
posed, which could achieve significant statistical improve-
ments in performance across various chemical properties and
also maintain the size consistency feature of MP2. The idea
was first put forth by Grimme,50 who suggested that separate
scaling of the opposite-spin (OS) and same-spin (SS)
components of the MP2 correlation energies (SCS-MP2)

where cOS ) 6/5 andcSS ) 1/3, could yield QCISD(T)
() quadratic configuration interaction with single and double
excitations and triple excitations added perturbatively) quality
results as far as relative energies are concerned.53-57 This
method, however, does not offer any computational advan-
tage. Following this, we recently proposed two variants of
the above method, where only the OS contribution to the
MP2 correlation energy is scaled while the SS contribution
is neglected. In the scaled opposite-spin (SOS-MP2) ap-
proach,51 the optimal OS scaling factor that accounts for the
absence of the SS contribution was found to becOS ) 1.3.
However, for nonoverlapping systems, both SCS-MP2 and
SOS-MP2 provide an incorrect physical description of the
long-range correlation effects. To correct this deficiency, we
then proposed the modified opposite-spin (MOS-MP2)52

method that instead employs a distance-dependent scaling
of the OS correlation energy. The two-electron operator is
hence modified to

where the recommended value forω is 0.6 au andcMOS )
(x2 - 1). Both SOS-MP2 and MOS-MP2 methods (hence-
forth, collectively known as OS-MP2 methods) are dependent
on a single parameter unlike the two-parameter SCS-MP2
approach. In any case, the presence of empirical parameter(s)
is a drawback common to all the scaled-MP2 methods as
the recommended parameter value might not be suitable for
every chemical application. However, in the case of the
MOS-MP2 approach, it was found that the parameterω could
be tuned to improve the MP2 performance for a particular
property such as barrier height determination.52 The OS-MP2
methods not only show statistical improvements in accuracy
similar to (sometimes even better than) SCS-MP2 but are
also computationally advantageous as the inherent fifth-order
scaling nature with system size of the traditional MP2 can
be reduced to fourth order by using a combination of
auxiliary basis expansions12,14,58and Laplace transformation,59

without using any cutoffs.51,52Also, by further exploiting the
locality and sparsity of the expansion coefficients, the
computational cost can be reduced to almost quadratic
scaling.60

In this work, we derive the analytical gradient of the
fourth-order scaling OS-MP2 energy, establish that it can
also be evaluated withO(M4) computational effort, and
validate its chemical and computational performance. This
is significant as we can obtain improved results with an
inherently low-order scaling MP2-type gradient without using
any cutoff schemes, thereby extending the size of systems
currently feasible. The analytical gradient equations presented
here are exact within the use of RI and Laplace transforma-
tion approximations in the OS-MP2 energy expression. The
theoretical derivation of the OS-MP2 analytical gradient is
presented in section II after a brief review of the standard
representations in MP2 gradient theory.

The reported gradient scheme is based on a canonical HF
reference (i.e., diagonal Fock matrix), and the final gradient
expression is obtained by explicitly differentiating the OS-
MP2 energy equation. The fourth-order scaling result is
particularly interesting because it would seem to be impos-
sible to obtain if the quartic number of amplitudes must be
manipulated explicitly to obtain effective density matrices
and two-particle density matrices. However, we show this
can be avoided. The proposed algorithm, discussed in section
III, can be easily integrated with the existing OS-MP2 energy
code and the recently proposed RIMP2 analytic gradient
algorithm.41 The memory requirements for the current
implementation remain quadratic, while the cubic disk space
needed is doubled when compared to the OS-MP2 energy
evaluation. Also, the algorithm is constructed such that it
can be easily extended to accommodate the unrestricted cases
and the frozen-core approximation.

In section IV, we benchmark the CPU timing performance
of the proposed algorithm with a series of linear and globular
polyalanine peptide (tetra-, octa-, hexadeca-) systems and
compare with the timings obtained by other methods like
HF, standard MP2, and RIMP2. We also show that, in

EMP2 ) cOSEOS + cSSESS (1)

Θ̂ω(r ) ) 1
r

+ cMOS

erf(ωr )
r

(2)
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general, this gradient provides reliable MP2-like geometries
for small molecules through a statistical study of 178 systems,
and in particular, the OS-MP2 analytical gradient helps to
improve the MP2 description of difficult systems like group
VI transition metal carbonyls. Finally, in section V, we
present some conclusions.

II. Gradient Theory
In this section, we provide a short review of the standard
representations of the MP2/RIMP2 analytic gradient and
summarize the main energy expressions of the OS-MP2
theory to set the stage for the derivation of the OS-MP2
gradient. Table 1 summarizes the description of the notation/
indices used hereafter.

A. Standard Representation of the Analytical MP2
Gradient. The standard representation of the analytical
gradient of the conventional MP2 total energy (HF energy
+ correlation energy) with respect to perturbation in any
nuclear coordinate, sayx, can be written in the form61

Here, the gradient is expressed in the atomic orbital (AO)
basis as the sum of three pieces, namely, the contraction of
one- and two-particle density matrices,Pµν andΓµνλσ, with
the corresponding derivatives of the one- and two-particle
Hamiltonian and, third, the contraction of the energy-
weighted density matrix,Wµν, with the overlap derivative.
The two-particle density matrix (2-PDM) can be written as
a sum of a separable and a nonseparable piece30

The separable 2-PDM is given by

The definition of the MP2 correction to the density matrices,
Pµν

(2), Wµν
(2), andΓµνλσ

NS is well-known.30,37,62

In the case of RIMP2,12,14the evaluation of the correlation
energy is made computationally faster and efficient by using
auxiliary basis expansions to express the four-index integrals
in terms of three- and two-center two-electron integrals

where

and

We note that the option of using the RI approximation in
HF evaluation is not pursued here. As a consequence of the
RI approximation, the three- and two-center two-electron
integral derivatives also contribute toward the gradient.
Therefore, the analytical gradient of the total RIMP2 energy
(HF energy + RIMP2 correlation energy) takes up the
form41,42

where, Γµν
K and γKL represent the RI-specific 2-PDMs,

which are contracted with the three- and two-center two-
electron integral derivatives, respectively. The separable
2-PDM retains the same form as eq 5. The explicit definitions
of the RIMP2 correction to the density matrices are described
elsewhere.41,42

B. Review of OS-MP2 Energy Evaluation. Unlike
conventional MP2 and RIMP2, the OS-MP2 energy (both
SOS- and MOS-MP2) can be evaluated without any fifth-
order step when a combination of auxiliary basis functions
and a Laplace transformation is applied to the energy
expression51,52

where the energy denominator is given in terms of the
canonical orbital energies as∆ia

jb ) (εa - εi) + (εb - εj). In
the case of SOS-MP2, the integralsIhia

jb in the above equation
are simply the Coulomb integrals given in eq 6, while for
MOS-MP2, they are evaluated with the modified two-
electron operatorΘ̂ω(r ) shown in eq 2. The final working
expression for computing the OS-MP2 energy can be written
as

where

Table 1. Description of the Notation Used in the
Derivation

notation description

µ, ν, λ, σ atomic orbital (AO)
i, j, k, l active occupied MO
a, b, c, d active virtual MO
p, q, r, s any MO
K, L, M, N auxiliary basis function
τ Laplace quadrature pointa

Nτ number of quadrature points used
n number of basis functions
o number of active occupied MOs
v number of active virtual MOs
Naux number of auxiliary basis functions
superscript x derivative with respect to perturbation

in the nuclear coordinate xb

superscript (x) derivative of the AO integrals alone
(excluding MO coefficients)c

a Laplace quadrature-dependent terms indicated with left super-
script τ, for example, τXPQ

R . b Example: Spq
x ) ∂Spq/∂x c Example:

Spq
(x) ) ∑µν Cµp[(∂Sµν)/(∂x)]Cνq

Ex ) ∑
µν

PµνHµν
x + ∑

µν

WµνSµν
x + ∑

µνλσ

Γµνλσ(µν|λσ)x (3)

Γµνλσ ) Γµνλσ
S + Γµνλσ

NS (4)

Γµνλσ
S ) 1

2
(Pµν

HF + 2Pµν
(2))Pλσ

HF - 1
2
(Pµσ

HF + 2Pµσ
(2))Pλν

HF (5)

ICoulomb) (ia|jb) ) ∑
K

Bia
KBjb

K (6)

Bia
K ) ∑

M

(ia|M)VMK
-1/2 (7)

VMK ) (M|K) (8)

ERI
x ) ∑

µν

PµνHµν
x + ∑

µν

WµνSµν
x + ∑

µνλσ

Γµνλσ
S (µν|λσ)x +

∑
µν

∑
K

Γµν
K (µν|K)x + ∑

KL

γKL(K|L)x (9)

EOS ) -∑
ia

R

∑
jb

â Ihia
jbIhia

jb

∆ia
jb

(10)

-EOS ) ∑
τ

Nτ

wτ ∑
KL

τXKL
R τXKL

â (11)
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and

The evaluation of theX matrix in eq 12 is the dominant
step of orderO(NτoVNaux

2) in the energy evaluation. Notice
that the evaluation of theB matrix in eq 7 also scales as
O(M4) with system size; however, it is independent of the
Laplace quadrature and, therefore, evaluated only once in
the algorithm.

C. Derivation of the Analytical OS-MP2 Gradient. We
now present the formulation of the OS-MP2 analytical
gradient, which retains the same standard form expressed in
eq 9. However, the explicit definitions of the OS-MP2
correction to theP, W, Γ, andγ matrices in eq 9 are different
from the case of the RIMP2 gradient.41,42 The formulation
presented below is valid for both SOS-MP2 and MOS-MP2
analytical gradients. In the case of the MOS-MP2 gradient,
the involved three-center and two-center two-electron inte-
grals and their derivatives are evaluated using the modified
two-electron operator given in eq 2. Subsequently, all terms
built from these modified integrals would depend on the
parameter “ω”.52

Each piece of the OS-MP2 gradient can be evaluated with
O(M4) or lower computational cost, whereM is the system
size, unlike RIMP2 or MP2 that involve fifth-order scaling
terms. This achievement is possible because the quartic
number of amplitudes areneVer explicitly formedsinstead,
all one- and two-particle density matrices are cast in terms
of more compact intermediates in the auxiliary basis, such
as theX matrix defined above in eq 12. For the sake of
simplicity, we present the derivation for a restricted closed-
shell system. However, the following derivation can be
readily extended to the unrestricted case in a straightforward
manner.

The OS-MP2 analytical gradient for a restricted, closed-
shell system can be obtained by directly differentiating the
working energy expression in eq 11, which gives

Straightforward differentiation of eqs 7, 8, 12, and 13
transforms eq 14 to

The details about the intermediate steps leading to the above
equation are outlined in Appendix A. The three-index RI-
specific 2-PDM in the above equation is given by

and

The formation of theΓ matrix in the eq 16 is the dominant
fourth-order step in the evaluation of the analytical gradient
and scales asO(NτoVNaux

2). Note that this cost is isomorphic
with the X matrix formation in eq 12. The “Laplace
quadrature independent” (indicated by bar above symbol)
two-index RI-specific 2-PDM in eq 15 is given by

and

In eq 15, the three-center, two-electron integral derivative
is given by

where

The terms Upi
x and Upa

x in eq 20 represent the orbital
responses to the displacementx. Rewriting the first term in
eq 15 by inserting eq 20 gives

In the above equation, the first term is obtained by scaling
and incrementing theΓ matrix in the molecular orbital (MO)
basis for every Laplace quadrature point,τ, to produce a
“Laplace quadrature independent” quantity

Subsequently, theΓh matrix is back-transformed into the AO
basis by rearranging the MO coefficients in eq 21 through
two fourth-order scaling steps of orderO(oVnNaux + on2Naux)

Note that the two-step back-transformation has to be
performed only once as the Laplace quadrature independent
Γh matrix is used in eq 24.

The second and third terms in eq 22 involve the occupied-
occupied, occupied-virtual, virtual-occupied, and virtual-

τYML
â ) ∑

K

VMK
-1/2 τXKL

â (17)

γjKL ) ∑
τ

Nτ

wτ
τγKL (18)

τγKL ) -∑
M

τYKM
R τYML

â (19)

(ia|M)x ) (ia|M)(x) + ∑
p

Upi
x (pa|M) + ∑

p

Upa
x (ip|M) (20)

(ia|M)(x) ) ∑
µν

Cµi(µν|M)xCνa (21)

2 ∑
τ

Nτ

wτ ∑
ia

R

∑
M

τΓia
M,â(τêi

a)2(ia|M)x )

2 ∑
M

[∑
µν

Γhµν
M,â(µν|M)x +

∑
τ

Nτ

wτ ∑
ia

R
τΓia

M,â(τêi
a)2∑

p

all

{(pa|M)Upi
x + (ip|M)Upa

x }] (22)

Γh ia
M,â ) ∑

τ

Nτ

wτ
τΓia

M,â(τêi
a)2 (23)

Γhµν
M,â ) ∑

i

R

Cµi(∑
a

R

CνaΓh ia
M,â) (24)

τXKL
R ) ∑

ia

R

Bia
KBia

L (τêi
a)2 (12)

τêi
a ) exp[(εi - εa)tτ/2] (13)

-
1

2
EOS

x ) ∑
τ

Nτ

wτ ∑
KL

(τXKL
R )x τXKL

â (14)

-
1

2
EOS

x ) ∑
τ

Nτ

wτ[∑
ia

R

∑
M

τΓia
M,â(τêi

a)2{2(ia|M)x +

tτ(ia|M)(εi
x - εa

x)}] + ∑
KL

γjKLVKL
x (15)

τΓia
M,â ) ∑

L

τYML
â Bia

L (16)
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virtual blocks of the orbital response matrix,Ux. Following
the strategies used by Aikens et al.,37 we make use of the
closed-shell coupled-perturbed Hartree-Fock equations (see
Appendix B) and the orthonormality constraint

to manipulate the sum of the second term in eq 22 and the
second term in eq 15 through some interesting algebra (see
Appendix C) to arrive at

where

and

and

and

The expressions forQki
x are given by eqs B1 and B2. In the

above equations,τêi ) exp(εitτ/2) and τêa ) exp(-εatτ/2).
The details of the steps involved in arriving at eq 26 are
indicated in Appendix C.

Similarly, the sum of the third terms in eqs 15 and 22 can
be written as

where

and

and

and

The “g” function introduced in eqs 29 and 34 above is
continuous at the limit ofεi ≈ εk (or εc ≈ εa) and tends to
the finite valuetτ(τêi)2 [or - tτ(τêa)2]. It thus ensures that the
first term in eqs 26 and 31 are well-behaved when nearly
degenerate orbitals are encountered.25

When all of the information given above is used, the
expression of the analytical gradient of the closed-shell OS-
MP2 energy takes up the form

From this stage on, the expression for the OS-MP2 analytical
gradient takes up the same form as the corresponding RIMP2
analytical gradient expression.41 Although further manipula-
tion is required to arrive at the final standard expression given
in eq 9, it involves the same strategies and techniques that
were used in the derivation of the RIMP2 analytical gradient
and will not be discussed in detail here. Some of the
important steps following eq 36 are the assembly of the
Lagrangian, followed by the iterative solution of theZ-vector
equation27 to obtain the virtual-occupied block of the
1-PDM, P, and finally, with the help of eqs B4-B6 and
further rearrangements, the standard expression given in eq
9 can be obtained.37,41 The final expressions of the energy-
weighted 1-PDM,Wh is summarized below:

The effective LagrangianLck that goes into theZ-vector
equation, eq B9, is given by
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and

(L1)ai and (L2)ai in eq 41 are defined by eqs 30 and 35,
respectively.

III. Fourth-Order Scaling Algorithm
In this section, we present the algorithmic details of the
efficient fourth-order implementation of the proposed gradi-
ent method beyond the initial self-consistent field (SCF)
steps. It is convenient to break up the post-SCF algorithm
into the following four major sections.

A. Pre-Gradient. This section of the algorithm prepares
for the evaluation of OS-MP2 energy and analytical gradient
as shown in Chart 1. Similar to the OS-MP2 energy
algorithm,51,52 the first two steps involve the formation of
VKL

-1/2 and (ia|K), which are subsequently used to formBia
L

through a simple matrix multiplication. Following this step,
the three-center two-electron integrals are transposed to the
order (a, i, K) going in the order of the fastest to the slowest
index and stored on disk in order to efficiently form the
1-PDM contributions in the next stage of the algorithm.

B. Gradient I. This part of the algorithm involves the
formation of the Laplace dependent quantities. The major
steps are outlined in Chart 2. It includes the formation of
theX and the 2-PDM,τΓ matrix, for each Laplace quadrature
point through two almost isomorphic fourth-order scaling
steps, which are incidentally the dominant fourth-order steps
of the OS-MP2 energy and gradient evaluation. The contri-
butions to the occupied-occupied and virtual-virtual blocks
of the 1-PDM,P, are also obtained through the formation
of intermediate matrices that involve two smaller fourth-
order steps. The matrices,τγ, τΓ, andP are then appropriately
scaled and incremented on disk in order to form the Laplace
quadrature independent quantities that will be used in the
next part of the algorithm.

C. Gradient II. The RI-specific gradient entities are
formed in this section. In particular, some of the small fourth-
order scaling steps involved in this section are the formation
of the pieces of the Lagrangian,L1 and L2, the two-step
back-transformation of theΓh from a MO to AO basis, and
finally contribution to the OS-MP2 gradient is obtained by
contracting the three-index RI-specific 2-PDM,Γh, with the
corresponding three-center integral derivatives. Also, the
analogous contribution to the gradient from the two-index
RI-specific 2-PDMγj contracted with the two-center integral
derivatives is accumulated. The outline of the major steps is
shown in Chart 3.

D. Gradient III. The final section of the algorithm wraps
up the evaluation of the analytical gradient. The last piece
of the Lagrangian,L3, which is a Fock-like matrix given by
eq 41, is formed. It has a quartic computational cost for small
systems and a quadratic cost for large systems.36 With the
assembly of the effective Lagrangian, theZ-vector equation27

can be solved self-consistently analogous to the SCF itera-
tions, to obtain the virtual-occupied block of the 1-PDM,
P. Finally, the 1-PDM,P; energy-weighted 1-PDM,W; and

the separable 2-PDM,ΓS are assembled, and the correspond-
ing contributions to the overall gradient are obtained by the
contraction with the respective nuclear derivatives.

Of the four major sections described above, in terms of
algorithm and coding, onlyGradient I is unique to the
evaluation of the OS-MP2 gradient. The existing OS-MP2
energy code can be readily extended to evaluate key entities
like τΓ andP. The sectionGradient II is common between
RIMP2 and OS-MP2 gradient schemes,41 while the final
section,Gradient III, is common for all MP2-based analytical
gradient evaluations.36,41 We will therefore concentrate on
only discussing the algorithmic details ofGradient Iand refer
the reader to refs 36 and 41 for further information on the
other sections of the algorithm. Also, the changes that are

(L3)ck ) ∑
ij

AijckPh ij + ∑
ab

AabckPhab (42)

Chart 1. The Major Steps of the Pregradient Algorithmic
Section along with the Details of the Ordering of Indices of
the Various Entities Involveda

a Cost of computation and order of disk storage, if necessary, are

shown below.

Chart 2. The Major Steps of the Gradient I Algorithmic
Section along with the Details of the Ordering of Indices of
the Various Entities Involveda

a Cost of computation and order of disk storage, if necessary, are

shown below.
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required to incorporate frozen-core approximation need to
be made only in theGradient II andGradient III sections.
As this is already implemented,36,41 the OS-MP2 gradient
can automatically and conveniently deal with the frozen-
core approximation with no further changes.

At this stage, we would also like to note that, between
SOS-MP2 and MOS-MP2 analytical gradient imple-
mentations, the only major difference is the use of modified
three- and two-index two-electron integrals,Ih(ω) ) ICoulomb

+ cMOS‚IErf(ω), and integral derivatives,Ihx(ω) ) ICoulomb
x +

cMOS‚IErf
x (ω), in the latter algorithm, which is obtained at

almost no additional cost.52 Therefore, all algorithmic discus-
sion of the SOS-MP2 gradient is applicable to the MOS-
MP2 analytical gradient as well.

In this implementation of the OS-MP2 analytical gradient,
we endeavor to achieve fourth-order CPU scaling, quadratic
memory (∼3Naux

2 ), cubic disk storage (∼4oVNaux), and
third-order I/O. In both RIMP241 and the OS-MP2 gradient,
the formation of the three-index 2-PDM is the dominating
step with costsO(o2V2Naux) andO(NτoVNaux

2 ), respectively.
Similar to the discussion on the evaluation of the RIMP2
and OS-MP2 energy, there is a contest between the inherent
fifth-order nature of the former and the repeated evaluation
of the dominating fourth-order step for each Laplace quadra-
ture point for the latter. However, as the system size
increases, the fourth-order nature of the OS-MP2 analytical
gradient would eventually kick in and considerable improve-
ments in the CPU timing would be seen. This aspect will be
discussed further in the Results and Discussion section. There
are a few other competing fourth-order steps in the OS-MP2
gradient evaluation that would tend to dominate the calcula-
tion, especially for small systems. For instance, the iterative
Z-vector solution and final assembly ofP, W, andΓS are

isomorphic with the SCF and SCF gradient evaluations.
However, these are also highly dependent on the cutoff
employed for integral thresholding and convergence criterion,
as we will see in the next section.

The evaluation of the analytical gradient is done mainly
through a series of matrix multiplications. The upper bound
on the memory requirement for these matrix multiplications
is O(3Naux

2), which is required to form, for example, eq 17.
We should note here that the evaluation of the OS-MP2
energy also has the same memory requirement. In order to
maintain this requirement, the three index entities are saved
on disk and read, when necessary, within a loop structure
that only requires quadratic memory to perform the matrix
multiplication. Also, the three-index quantities are saved to
disk in an order that would avoid disk-based sorting and
unnecessary transpositions. For example, the three-index
2-PDM, τΓ, is initially formed in the order (a, P, i), moving
from the fastest to the slowest index, which is then used in
eqs 28 and 33 to form the intermediateτΩki and τΩca

matrices. They are, however, subsequently transposed, in-
cremented, and saved to the disk in the order (a, i, P) in
order to reduce the number of read and seek operations on
disk, when they are later used to form theL1 andL2 matrices
in the Gradient II section.

In the formation of the intermediates,τΩki and τΩca,
through eqs 28 and 33, looping over the free indicesk and
i (or c anda, respectively) leads to a fourth-order I/O step.
In order to avoid this, the intermediates are efficiently formed
through a batching scheme over the auxiliary basis functions.
For example, to formτΩki through eq 28, (ka|M) and τΓia

M,â

are loaded as tiles of sizeoVP from disk to memory, where
the batch size,P, is determined by the memory constraint
discussed above, givingP ) (3Naux

2 - o2)/(2oV + V). The
tiles of integrals (ka|M) that are read in order (a, k, M∈P)
are subsequently transposed in memory to the order (k, a,
M∈P), while the tile τΓia

M,â is accumulated in the order (a,
M∈P, i). A smaller batch size,P ) (3Naux

2 - V2)/(2oV + V),
is used for the formation ofτΩca.

Apart from a small number of quadratic entities, the major
disk storage corresponds to the three-index quantities of size
oVNaux. At first glance, the current gradient scheme might
seem to require about 6oVNaux disk space. This can be
reduced to just 4oVNaux by overwriting files holding inter-
mediate quantities likeτΓia

M,â andΓh iν
M,â. In comparison to the

energy calculation, the amount of disk space required to do
a gradient evaluation is almost doubled. This is a modest
increase. For example, to do an OS-MP2 analytical gradient
calculation on a hexadeca alanine peptide with a 6-31G*
basis and a double-ú quality auxiliary basis (o ) 225; V )
1305;Naux ) 5390;n ) 1610) would imply a disk storage
requirement of∼50 GB.

IV. Results and Discussion
In this section we evaluate the performance of the proposed
method both computationally and chemically. We have
implemented the quartic scaling SOS-MP2 and MOS-MP2
analytical gradient schemes in our quantum chemical soft-
ware package, QCHEM 3.0.63 All reported calculations were
performed with QCHEM. While the discussion above

Chart 3. The Major Steps of the Gradient II Algorithmic
Section along with the Details of the Ordering of Indices of
the Various Entities Involveda

a Cost of computation and order of disk storage, if necessary, are

shown below.
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referred to the algorithm for a closed-shell case, we have
also implemented the straightforward extensions necessary
to perform unrestricted calculations and to use the frozen-
core approximation.

A. Benchmark Timing. We have considered linear (1D)
and globular (3D) polyalanine peptides (tetra-, octa-, and
hexadeca-) as model systems to benchmark the computational
performance of the proposed algorithm. Table 2 reports the
total CPU benchmark timings obtained for the analytical
force evaluation of the above systems on a 2 GHz AMD
Opteron processor with a 1 GB memory limit using the
6-31G** basis with frozen-core approximation and a
double-ú valence polarized auxiliary basis set. A threshold
of 10-12 au was employed for integral screening, while the
SCF direct inversion in the iterative space (DIIS) conver-
gence was set to 10-8 au for all calculations unless specified
otherwise.

Table 2 clearly indicates that the use of auxiliary basis
expansions brings about significant speedups in the gradient
evaluation. For example, if we consider the tetrapeptides,
the RIMP2 gradient evaluation is about twice as fast as the
conventional MP2 gradient and costs less than 3 times that
of the HF gradient. On the other hand, the SOS-MP2 and
MOS-MP2 gradient timings are slightly lower than the
corresponding RIMP2 timings. The similarity in timings
reflects the contest between the repeated evaluation of the
fourth-order scaling steps for each Laplace quadrature point
in the OS-MP2 methods and the fifth-order scaling steps of
RIMP2 for small systems. Also, it indicates that the crossover
occurs around the 20 heavy atom regime (less than 400 basis
functions) for these polypeptide systems. The SOS-MP2 and
MOS-MP2 gradient timings are very similar for all systems
considered, indicating that the extra cost of evaluating the
modified long-range integrals and their first derivatives for
the latter method is almost negligible.

As the system size increases, the fourth-order scaling
behavior of the OS-MP2 analytical gradient becomes more
apparent. At the octapeptide level, the OS-MP2 gradient costs
about 3 times the HF gradient and is about 4 times faster
than the conventional MP2 gradient. At the hexadeca level
(80 heavy atom regime and about 1610 basis functions), the
OS-MP2 gradient timings show significant speedups and are
about 4 times faster than the corresponding RIMP2 timings.
Table 2 also indicates that dimensionality of the system is

critical to the overall CPU timing. Globular systems are more
expensive than the linear analogues due to the larger number
of significant AO basis function pairs.

In order to take a closer look at the performance of the
method, Tables 3 and 4 show the CPU timings obtained for
the key steps of the SOS-MP2 energy and gradient calcula-
tion for the linear and globular polypeptides. The formation
of the X matrix and Γh matrix, solution of theZ-vector
equation, and assembly of the separable part of the 2-PDM
(ΓS) are among the most time-consuming steps in the
evaluation of the analytical SOS-MP2 gradient. The costs
of evaluatingX andΓh are isomorphic given that both terms
go asO(NτoVNaux

2). The latter is slightly more expensive
due to the additional cost of incrementing the 2-PDM on
disk for each Laplace quadrature point and becomes the
dominant fourth-order step in the evaluation of the SOS-
MP2 analytical gradient as the system size increases. For
small systems, the solution of theZ-vector equation and
formation of theΓS matrix dominate the gradient calculation.
However, these two steps [and also the formation of (ia|P),
other pieces ofGradient IIandGradient III] are inextricably
connected to the dimensionality of the system and the cutoff
for the integral screening. With a tight integral cutoff (10-12

au), these two steps, therefore, appear to dominate the
calculation for a large system like the globular hexadecapep-
tide. The corresponding linear analogue clearly indicates that
the X and Γh formation becomes the most time-consuming
step. In order to emphasize the effect of the integral threshold,
the timings obtained for a looser cutoff (integral threshold:
10-10 au; DIIS convergence: 10-7) are also shown in Tables
3 and 4. The looser criteria thus enable us to speed up the
SCF, SCF Gradient, and Gradient III calculations by about
40%, 38%, and 27% for the globular hexadecapeptides and
by about 38%, 30%, and 24% for the linear analogue,
respectively. We should note here that the choice of threshold
is closely related to the accuracy of the calculation. Tight
tolerances are recommended if a high level of accuracy is
desired. On the other hand, the various pieces of the energy
[excluding (ia|P) formation] andGradient I evaluation are
independent of the cutoff threshold as well as dimensionality
of the system and, therefore, show no change in computa-
tional cost between the linear and globular analogues. We
should also emphasize at this stage that the speedups obtained
by the SOS-MP2 and MOS-MP2 analytical gradient lies

Table 2. CPU Timings Obtained on Opteron Cluster for the Force Evaluation of Polyalanine Peptides with 6-31G** Basis
and the Corresponding Auxiliary Basis at Various Levels of Theory (in Seconds)

full gradient CPU timinga

systemb SCF HFc MP2 RIMP2 SOS-MP2 MOS-MP2

3D
Tetra 1153 1704 9160 4470 4106 4141
Octa 6773 9596 121 473 46 953 30 513 30 853
HexaDeca 32 751 46 305 781 151 226 751 227 251

1D
Tetra 847 1253 6559 3400 3010 3046
Octa 3909 5672 68 989 34 389 18 459 18 689
HexaDeca 20 379 29 098 721 879 166 379 164 979

a Full gradient CPU timing ) SCF + correlation energy + gradient. b Number of basis functions (n): nTetra ) 410; nOcta ) 810; nHexaDeca )
1610. c HF energy + gradient timing.
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solely in the formation of the pieces ofGradient I as the
corresponding steps in the RIMP2 gradient involve terms
that are fifth-order in nature. TheGradient II andGradient
III sections are common for both OS-MP2 and RIMP2
gradient methods.

B. Chemical Tests and Application.While it is important
to achieve computational speedups, we should also ensure
that accuracy is not severely affected in the process. The
scaled-MP2 methods, SCS-MP2, SOS-MP2, and MOS-MP2,
are known to improve conventional MP2 relative energies
like atomization energies, for example. Grimme et al. have
also shown that the analytical SCS-MP2 gradient provides
marginal statistical improvements over the MP2 geometries.64

While this is an encouraging feature, there is no apparent
computational advantage achieved by using this method. We
have established in the previous sections and discussion that
our OS-MP2 analytical gradient provides significant speedups
relative to the RIMP2 (or SCS-MP2) analytical gradient. We
will now assess the performance of the OS-MP2 analytical

gradient through a statistical study of a database of main
group molecules and further specific application in transition
metal chemistry.

i. Statistical Study.We have recently set up a database of
molecular geometries of 178 small molecules computed at
various levels of theory.41 The database consists of a variety
of closed- and open-shell systems that are neutral or ionic
in nature. We have used our new OS-MP2 analytical gradient
techniques to obtain the structural information of these 178
molecules using two different basis sets, cc-pVDZ and cc-
pVTZ.65 Table 5 gives the statistical errors obtained relative
to experimental bond lengths for various methods like
conventional MP2, RIMP2, SCS-MP2, SOS-MP2, and MOS-
MP2. For each basis set considered, the mean absolute
deviation (MAD) and root-mean-squared (RMS) errors
obtained relative to experimental data for the various flavors
of MP2 are very similar. This consistency over such a diverse
collection of molecules indicates that reliable geometries can
be obtained from these scaled-MP2 methods. In general,

Table 3. Breakdown of the Dominant Fourth-Order CPU Steps in the SOS-MP2 Energy and Force/Gradient Evaluation of
the Globular/Three-Dimensional Polyalanine Peptides with 6-31G** Basis and Its Corresponding Auxiliary Basis (in Seconds)

tetra.3D octa.3D hexadeca.3D

criteriona 8/12 7/10 8/12 7/10 8/12 7/10

SCF 1153 717 6773 3991 32 751 19 601
HF gradient 550 353 2823 1725 13 553 8191
CPU energy + gradientb 2953 2463 23 740 19 710 194 000 168 500
energy { (ia|P) 44 41 486 425 5987 5214

Bia
Q 22 23 326 325 4943 4957

XPQ 150 151 2222 2221 33 870 33 990
Gradient I { Γh ia

P 164 167 2363 2358 35 247 35 343
τΩki 24 26 303 304 2584 2538
τΩca 50 49 643 649 9152 9144

Gradient II { (L1)iν + (L2)aν
73 67 724 674 7889 6887

∑µνM (µν|M)Γhµν
M,â 80 73 620 517 5185 4546

Gradient III { (L3) 270 209 1747 1284 9279 6694

Z vector 926 724 6099 4503 32 940 23 780

Γµνλσ
S 1084 867 7651 5898 41 880 30 490

a Cutoff for integral thresholding/SCF covergence criterion. b CPU timing ) correlation energy + SOS-MP2 gradient.

Table 4. Breakdown of the Dominant Fourth-Order CPU Steps in the SOS-MP2 Energy and Force/Gradient Evaluation of
the Linear/One-Dimensional Polyalanine Peptides with 6-31G** Basis and Its Corresponding Auxiliary Basis (in Seconds)

tetra.1D octa.1D hexadeca.1D

criteriona 8/12 7/10 8/12 7/10 8/12 7/10

SCF 847 554 3909 2476 20 379 12 493
HF gradient 406 296 1763 1246 8719 5788
CPU energy + gradientb 2163 1849 14550 13 230 146 000 135 000
energy { (ia|P) 36 34 337 311 4671 4466

Bia
Q 23 23 322 326 4932 4942

XPQ 150 150 2218 2220 33 880 33 890
Gradient I { Γh ia

P 164 154 2350 2366 35 319 35 345
τΩki 24 24 289 303 2582 2577
τΩca 49 49 634 647 9168 9173

Gradient II { (L1)iν + (L2)aν
59 52 501 487 5656 5245

∑µνM (µν|M)Γhµν
M,â 69 59 410 367 3532 3054

Gradient III { (L3) 183 147 828 666 4795 3577

Z vector 627 507 2832 2304 16 760 12 720

Γµνλσ
S 711 573 3281 2687 19 660 15 040

a Cutoff for integral thresholding/SCF covergence criterion. b CPU timing ) correlation energy + SOS-MP2 gradient.
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MOS-MP2 appears to make a slightly larger error (off by
∼0.2-0.5 pm) than the other MP2 methods. MAD and RMS
are found to improve for all methods by∼1.4-1.5 pm when
the size of the basis set is improved from cc-pVDZ to cc-
pVTZ, which indicates the value of using the larger basis
set. There is an even more significant change in the
maximum absolute (MAX) error (reduced by about 50%)
when changing the basis set from cc-pVDZ to cc-pVTZ.
These trends indicate that the OS-MP2 methods can provide
reliable geometries of molecules that are in general well-
described by traditional MP2.

ii. Study of Group VI Transition Metal Carbonyl Systems.
Although the scaled-MP2 methods are expected to improve
the conventional MP2 picture, it is not apparent in the
previous statistical study. One way to establish whether
improvements are obtained is to study systems that are
known to be difficult for traditional MP2. Computational TM
chemistry has remained a formidable challenge to the
theoretical community owing to its complex electronic
structure and high computational requirements.66,67Over the
years, DFT has proved to be the most popular methodology
used to describe TM geometries and bond energies,66-69

while conventional ab initio methods like HF and MP2 have
shown limited success with the closed-shell TM complexes.47

Higher-correlation treatments like CCSD(T) would ideally
provide reliable bond energies but are limited to small
systems and cannot be routinely used due to the expensive
nature of such calculations. In particular, MP2 is known to
consistently underestimate the metal-ligand bond distances
and, thereby, overestimate the corresponding bond energies.47

It was established recently that the closely related scaled-
MP2 method, SCS-MP2, provides an improved structural
description of certain transition metal compounds. Also,
when the scaling idea is extended to a higher order of the
MPn series, namely, SCS-MP3, considerable improvements
are obtained in description of the thermochemistry of
representative TM carbonyl compounds.57

To assess the performance of our analytical gradient
implementation of SOS-MP2 and MOS-MP2, we have
considered similar examples of TM-carbonyl complexes
such as M(CO)6, M(CO)5H2, and M(CO)3(C6H6) (M ) Cr,

Mo). The geometries of these complexes were optimized at
the SOS-MP2 and MOS-MP2 levels. The bond dissociation
energies (D0) of the M-CO bond in M(CO)6 and M(CO)3-
(C6H6) and the M-H2 bond in M(CO)5H2 were also
evaluated at the same level of theory. The Stuttgart-Bonn
set70,71of effective core potentials (ECP) was used to describe
the TM core, while the 6-311G** basis set was used for the
other lighter elements, and a triple-ú valence polarized
auxiliary basis was used as a fitting basis.72 All the methods
considered predict octahedral (Oh) symmetry for the M(CO)6
complexes,C3V symmetry for the C6H6-M(CO)3 systems,
andC2V symmetry for the M(CO)5(H2) complexes. The SOS-
MP2 optimized geometries of the Cr systems considered are
shown in Figure 1. Table 6 summarizes the main structural
characteristics obtained when the aforementioned systems
were optimized with RIMP2 and the three scaled-MP2
theories. We have also included, for purposes of comparison,
the structural features obtained from DFT optimizations using
two different, popular functionals, B3LYP73 and BP86.74,75

Table 6 also indicates the relative error in various bond
lengths (indicated within parenthesis) with respect to ex-
perimental data, if available.

The data provided in Table 6 suggest that RIMP2
consistently underestimates the metal-carbonyl (M-CO)
and metal-carbon(benzene) [M-C(arene)] bond distances
[with the exception of Mo-CO bond length for the complex
C6H6-Mo(CO)3], consistent with previous studies. All three
scaled-MP2 theories are able to correct this underestimation
and predict bond distances that are closer to the experimental
values. In particular, SOS-MP2 provides the best M-CO
and M-C(arene) bond lengths among the various flavors of
MP2, closely followed by MOS-MP2 and SCS-MP2. For
example, for the complex Cr(CO)6, the predicted absolute
error (relative to experimental data) in the RIMP2 Cr-CO
bond length is reduced from 6 to 1.9 pm by SOS-MP2, while
MOS-MP2 and SCS-MP2 are off by 2.4 and 3.4 pm,
respectively. The geometries predicted by DFT (both B3LYP
and BP86) are consistently closer to the experimental
information than the MP2 family, with BP86 providing
slightly better structures than B3LYP.69 The only exception
to the trend observed is the Mo-CO bond distance in the
complex C6H6-Mo(CO)3. In this case, RIMP2 seems to
predict the best Mo-CO bond length (error of 0.7 pm), while
the remaining methods including the DFT results seem to
overestimate the bond distance. This apparent success of
RIMP2 seems fortuitous and raises doubts about the validity
of the corresponding experimental data. The MP2-type
methods and BP86 tend to overestimate the CO bond
distances in most cases, while B3LYP tends to shorten the

Table 5. Statistical Errors in Calculated Bond Lengths of
178 Moleculesa Relative to Experimental Bond Lengths (re)
in Picometers

method MADb RMSc MAXd

cc-pVDZ
MP2 2.776 3.698 16.862
RIMP2 2.767 3.691 16.864
SCSMP2 2.776 3.632 16.734
SOSMP2 2.791 3.639 16.668
MOSMP2 3.201 4.078 17.641

cc-pVTZ
MP2 1.403 2.172 8.237
RIMP2 1.410 2.157 8.234
SCSMP2 1.359 2.111 8.270
SOSMP2 1.361 2.121 8.286
MOSMP2 1.828 2.443 8.184

a See Distasio et al.41 b MAD: Mean absolute deviation c RMS:
Root mean-squared deviation d MAX: Maximum absolute error

Figure 1. Obtained SOS-MP2 optimized geometries of (a)
Cr(CO)6, (b) C6H6-Cr(CO)3, and (c) Cr(CO)5(H2). For further
structural details, refer to Table 6.
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C-O bond. However, the absolute magnitude of the error
in the CO bond length is smaller than the M-CO and
M-C(arene) cases discussed above. In particular, the devia-
tion from the experimental CO bond distances appears to
be lower for the scaled-MP2 methods, especially SOS-MP2,
relative to RIMP2 and BP86. There is no experimental
structural information currently available for the M(CO)5H2

systems. However, the scaled-MP2 theories continue to
predict bond lengths [M-CO, M-C(arene), and CO] that
are slightly longer than the RIMP2 case, consistent with the
trend discussed above.

Table 7 summarizes the theoretical bond dissociation
energies (D0) obtained using the aforementioned methods.
The D0 values are obtained by correcting the electronic
dissociation energy (De) for changes in the zero-point

vibrational energies. Subsequent thermodynamic corrections
arising from the translational, vibrational, and rotational
degrees of freedom, as well aspV work (assuming ideal
behavior), were determined to be<2 kcal/mol for the systems
considered here. This information was obtained from the
vibrational frequency analysis performed on the optimized
structure at each level of theory considered above. Due to
the lack of analytical second derivatives for the RIMP2, SOS-
MP2, SCS-MP2, and MOS-MP2 methods, the vibrational
frequencies were obtained by performing numerical dif-
ferentiation of the respective analytical gradients. We also
note here that the calculated electronic dissociation energies
have not been corrected for basis set superposition error on
the basis of previous recommendations.47 To further sub-
stantiate the calculated dissociation energies, we have also

Table 6. Optimized Geometrical Features (Bond Lengths) of the Group VI Transition Metal Carbonyl Complexes Obtained
at the Various MP2 Levels and with the DFT Functionals Considered (in Picometers)a

system experiment RIMP2 SOS-MP2 SCS-MP2 MOS-MP2 B3LYP BP86

M-CO
Cr(CO)6 191.8b 185.8 189.9 188.4 189.4 192.1 190.4

(-6) (-1.9) (-3.4) (-2.4) (0.3) (-1.4)
Mo(CO)6 206.3b 203.8 206.4 205.5 205.7 207.7 206.5

(-2.5) (0.1) (-0.8) (-0.6) (1.4) (0.2)
C6H6-Cr(CO)3 184.5c 176.3 181.3 179.5 180.8 185.5 183.9

(-8.2) (-3.2) (-5) (-3.7) (1) (-0.6)
C6H6-Mo(CO)3 196d 196.7 199.1 198.3 198.7 198.5 197.9

(0.7) (3.1) (2.3) (2.7) (2.5) (1.9)
Cr(CO)5(H2) 185.6 190.2 188.6 189.6 191.8 186.6

179.2 183.7 182.2 183.1 191.8 190.1
Mo(CO)5(H2) 197.6 200.0 199.1 198.8 201.6 200.6

203.3 206.0 205.1 205.3 207.2 205.9

M-C (Arene)
C6H6-Cr(CO)3 223c 216.6 220.2 218.8 219.8 225.2 223

(-6.4) (-2.8) (-4.2) (-3.2) (2.2) (0)
C6H6-Mo(CO)3 237.6d 230.6 233.3 232.4 232.7 240.8 238.7

(-7.0) (-4.3) (-5.2) (-4.9) (3.2) (1.1)

CO
CO 112.8e 113.7 113.4 113.5 113.7 112.6 113.9

(0.9) (0.6) (0.7) (0.9) (-0.2) (1.1)
Cr(CO)6 114.1b 115.6 115.0 115.2 115.3 114.0 115.5

(1.5) (0.9) (1.1) (1.2) (-0.1) (1.4)
Mo(CO)6 114.5b 115.3 114.8 115.0 115.2 114.0 115.4

(0.8) (0.3) (0.5) (0.7) (-0.5) (0.9)
C6H6-Cr(CO)3 115.8c 117.4 116.3 116.6 116.8 115.2 116.7

(1.6) (0.5) (0.8) (1.0) (-0.6) (0.9)
C6H6-Mo(CO)3 116.1d 116.3 115.8 115.9 116.2 115.3 116.7

(0.2) (-0.3) (-0.2) (0.1) (-0.8) (0.6)
Cr(CO)5(H2) 116.3 115.6 115.8 115.9 114.1 115.7
Mo(CO)5(H2) 115.7 115.2 115.3 115.4 114.3 115.7

Cr-H2

Cr(CO)5(H2) 166.4 171.5 169.6 171.1 170 171.6
Mo(CO)5(H2) 186 189 188.1 189.6 192 190.3

H-H
H2 74.2 73.8 73.9 73.9 74.3 74.4 75.2

(-0.4) (-0.3) (-0.3) (0.1) (0.2) (1.0)
Cr(CO)5(H2) 83.2 80.8 81.6 82 81.4 82.6
Mo(CO)5(H2) 81.3 80.2 80.5 80.8 79.9 81.8
a The deviation from available experimental data is indicated within parantheses for each indicated method. b References 79 and 80. c Reference

81. d Reference 82. e Reference 83.
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performed the highly accurate CCSD(T) calculations on the
BP86 optimized geometry using the same ECP and basis
set as before. Due to the expensive nature of this method,
we have been limited to the smaller systems, M(CO)6 and
M(CO)5(H2). Table 7 also provides information about the
relative errors (e1) between the calculatedD0 value and
available experimental data (numbers indicated within pa-
rentheses).

The relative errors (e1) indicate that RIMP2 tends to
overestimate the M-CO and M-H2 dissociation energies.
This is consistent with the trend that RIMP2 tends to
underestimate the M-CO bond length. The overestimation
is significantly higher for Cr(CO)6 and Cr(CO)5(H2) with the
e1 being as high as 19.8 kcal/mol and 9.7 kcal/mol,
respectively, while Mo(CO)6 is about 6 kcal/mol off. This
trend is consistent with the previous studies on these
compounds.68 All the scaled-MP2 methods predictD0 values
that are closer to the experimental values than RIMP2,
consistent with the corresponding prediction of longer
M-CO and M-H2 bond distances. The Mo-CO bond
energy in the complex Mo(CO)6 is the only case where SOS-
MP2 seems to underestimate the bond energy by about 2
kcal/mol, while SCS-MP2 and MOS-MP2 are about 4-5
kcal/mol better than the RIMP2 result. In general, the SCS-
MP2 and MOS-MP2 results are similar in magnitude, while
SOS-MP2 is sometimes better than the former results or of
comparable quality. Among the DFT methods, B3LYP tends
to underestimate the bond energy while BP86 consistently
provides better results.69

The analysis so far assumes that the reference experimental
values are the best available estimates of bond energies. This
is not necessarily true; for example, inconsistencies between
experimental and theoretical results for the Cr-(CO) first
bond dissociation energy have raised doubts about the
validity of the reported experimental value of 36.8 kcal/
mol.47,76 Indeed, the more reliable CCSD(T) method com-
puted in this study with a triple-ú-quality basis predicts a
dissociation energy of about 41.7 kcal/mol and is almost 5
kcal/mol higher than the experimental estimate.47 Also, the
scaled-MP2 methods are designed to produce QCISD(T)-
or CCSD(T)-quality results. Therefore, in order to make a

fair comparison, we have also included the errors (e2)
obtained relative to CCSD(T) energies (italicized numbers
in Table 7).

The e2 errors are either lower than or similar to the
obtainede1 errors, indicating that the dissociation energies
obtained with the scaled-MP2 methods are closer to the
CCSD(T) values. In particular, the calculated SOS-MP2 bond
dissociation energy for Mo(CO)6 is about 0.7 kcal/mol lower
than the corresponding CCSD(T) value. The corresponding
e1 error indicated that SOS-MP2 underestimated the experi-
mental result. For the Mo(CO)5(H2) complex, there is no
experimental M-H2 bond energy data available. However,
our CCSD(T) result indicates that the trend of RIMP2
overestimation of bond energies and improvements from the
scaled-MP2 methods is still valid. Also, we should note here
that, with the newly proposed SOS-MP2 and MOS-MP2
analytical gradients, you can obtain these CCSD(T)-quality
energies for far lower computational cost. For example, the
complete geometry optimization procedure at the SOS-MP2
level for Cr(CO)6 took about 2.3 h on a Linux Opteron
processor, while the single-point energy evaluation performed
on the same processor at the CCSD(T) level alone took about
27.3 h.

For the C6H6-M(CO)3 systems, we are not aware of any
gas-phase experimental data available on the first dissociation
energy of the M-CO bond, and these systems are compu-
tationally too big to get CCSD(T) energies. Previous DFT
studies on the neutral C6H6-Cr(CO)3 system estimate the
first Cr-CO bond energy to be about 52 kcal/mol.77,78SOS-
MP2 estimates the Cr-CO bond energy to be about 54.3
kcal/mol, while SCS-MP2 and MOS-MP2 estimate about 60
kcal/mol. RIMP2 gives a much higher bond energy of 74.9
kcal/mol, while B3LYP predicts a low 43 kcal/mol. The
BP86 functional predicts the bond energy to be∼52 kcal/
mol, which is in agreement with previous studies.77,78 A
similar trend is observed with the Mo analogue. These
numbers are consistent with the previous discussion on the
Cr-CO bond distance where RIMP2 geometry predicted a
relatively short Cr-CO bond distance, while the scaled-MP2
methods are about 3-5 pm longer than RIMP2 bond
distance.

Table 7. Calculated Bond Dissociation Energies, Namely M-CO and M-H2, of the Various Group VI Transition Metal
Carbonyls Considered at Different Levels of MP2 Theory, DFT and CCSD(T) (in kcal/mol)

system exptl RIMP2 SOS-MP2 SCS-MP2 MOS-MP2 B3LYP BP86 CCSD(T)a

Cr(CO)6 36.80b 56.62 44.04 48.35 48.45 34.87 41.07 41.71
e1

c (19.82) (7.24) (11.55) (11.65) (-1.93) (4.27)
e2

d 14.91 2.33 6.64 6.74 -6.84 -0.64
Mo(CO)6 40.50b 46.45 38.87 41.46 41.82 38.15 41.13 39.58

e1
c (5.95) (-1.63) (0.96) (1.32) (-2.35) (0.63)

e2
d 6.87 -0.72 1.88 2.24 -1.43 1.54

C6H6-Cr(CO)3 51.89e 74.90 54.39 60.98 60.29 43.20 51.93
C6H6-Mo(CO)3 60.33 49.40 53.01 54.07 49.88 55.59
Cr(CO)5(H2) 15.00f 24.69 17.51 19.95 20.14 11.44 16.51 17.64

e1
c (9.69) (2.51) (4.95) (5.14) (-3.56) (1.51)

e2
d 7.05 -0.13 2.31 2.50 -6.20 -1.13

Mo(CO)5(H2) 17.81 13.81 15.12 15.82 11.05 12.48 15.16
e2

d 2.65 -1.35 -0.04 0.66 -4.12 -2.68
a CCSD(T) calculation performed on the BP86 optimized geometry. b Reference 84. c e1: error relative to experiment (indicated method -

expt). d e2: error relative to CCSD(T) [indicated method - CCSD(T)]. e DFT estimates from refs 77 and 78. f Reference 85.
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V. Conclusions
In this paper, we have presented the derivation and efficient
implementation of the fourth-order scaling analytical gradi-
ents of the SOS-MP2 and MOS-MP2 energies that are
obtained through a combination of auxiliary basis expansions
and a Laplace transformation. The theory is interesting
because all fifth-order steps that arise in a conventional
derivation of the opposite-spin MP2 gradient involve either
four-center two-electron integrals or the pair correlation
amplitudes. The former are obviously re-expressed in terms
of two- and three-center quantities with the use of auxiliary
basis expansions, and this paper shows that the amplitudes
also likewise need never explicitly enter the gradient expres-
sions. Instead, more compact two- and three-center inter-
mediates in the auxiliary basis are used.

Significant computational speedups can be achieved by
using these OS-MP2 analytical gradients to optimize the
molecular geometry of large-sized systems. The inherent
fourth-order nature of the algorithm helps to push the
boundary of the size of systems currently feasible with
conventional MP2 and RIMP2 methods, using reasonably
sized basis sets. The largest calculation performed in this
paper is the force calculation of the globular hexadeca alanine
polypeptide with 1610 basis functions. The overall SOS-
MP2 and MOS-MP2 force evaluation is about 3.4 times
faster than the corresponding RIMP2 calculation.

Apart from the computational advantages, the OS-MP2
methods achieve either a MP2 level of accuracy or even help
to improve the MP2 picture. Statistical results of the bond
lengths obtained from 178 molecules indicate that the
geometries obtained by the OS-MP2 methods are as good
as MP2. The geometrical optimizations and subsequent
calculation of the bond dissociation energies of the group
VI transition metal carbonyl complexes indicate that SOS-
MP2 and MOS-MP2 geometries help to significantly improve
the underestimation seen in MP2 bond lengths and conse-
quently predict M-CO and M-H2 bond dissociation ener-
gies that are closer to experimental and CCSD(T) results.

However, one should keep in mind that methods like SOS-
MP2 provide improvements in relative energies only when
MP2 is known to overestimate the corresponding energy
relative to higher-correlation treatments like CCSD(T).52

Also, given the empirical nature of these OS-MP2 methods,
one should probably investigate the choice of optimal
parameter while studying specific properties even though in
our study the recommended parameters perform just fine.
Apart from these caveats, the reduced scaling OS-MP2
gradient algorithm seems to be a fast, efficient, and accurate
method that can be used to determine molecular geometries
of medium- to large-sized systems.
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Appendix A
Outline of Steps Leading to eq 15.Direct differentiation
of eqs 7 and 12 leads to

Plugging eq A3 into eq A2 would then give

When the above equation is inserted into eq A1, we get

Subsequently, the above equation can be incorporated into
eq 14 to arrive at eq 15 by introducing the terms described
by eqs 16-19 and rearranging indices appropriately.

Appendix B
Summary of the Restricted Closed-Shell Coupled-
Perturbed Hartree-Fock and Related Equations.2,37 The
occupied-occupied and virtual-virtual orbital responses can
be written in terms of the virtual-occupied response, orbital
energy and derivatives of the overlap, one-particle Hamil-
tonian, and four-center two-electron integrals as shown
below:
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The closed-shell coupled-perturbed Hartree-Fock equation
in matrix notation is given by

where

The explicit assembly of the virtual-occupied orbital
responsesUx in eq B7 can be avoided by using theZ-vector
method27

whereL is the effective Lagrangian and theZ-vector solution
of the above equation corresponds to the virtual-occupied
block of the 1-PDMPhai.

Appendix C
Details of the Algebraic Steps Leading to eq 26.The
strategies used follow closely with that of refs 37 and 41.
Expanding the summation,∑p

all ) ∑k
occR + ∑c

virR + ∑l
occâ +

∑d
virâ, the sum of the second terms in eqs 15 and 22 can be

written as

When the spin orthonormality constraint in eq 25 is used,
the first term in the above equation can be rewritten as

As the indicies,k and i, both span over the same set of
occupiedR orbitals, the summation over these indicies can
be expanded as∑ki

R ) ∑k>i
R + ∑k<i

R + ∑k)i
R . When this

expansion is used and the indiciesk andi are exchanged for
the second term, eq C2 can then be written as

We now introduce a function,τgki, defined by eq 29 and
further use eq B1 to express the above equation as

In the above equation, the energy denominator in eq B1 is
effectively removed with the introduction of the function,
τgki, thereby neatly avoiding the potential singularity problem
that would arise when nearly degenerate orbitals are en-
countered. Also, the function,τgki, is continuous whenεi ≈
εk. The last term in eq C1 can be written in terms of theτgki

function as

Combining eqs C4 and C5, and using the inverse of the
mathematical summation trick used to arrive at eq C3, we
can easily write the sum of the terms considered in eq C1 as
eq 26.
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Abstract: We develop here a new method to fit the molecular electrostatic potentials obtained

in quantum mechanical calculations to a set of classical electrostatic multipoles, usually point

charges located at atomic positions. We define an object function of fitting as an integration of

the difference of electrostatic potentials in the entire 3-dimensional physical space. The object

function is thus rotationally invariant with respect to the molecular orientation and varies smoothly

with respect to molecular geometric fluctuations. Compared with commonly employed methods

such as the Merz-Singh-Kollman and CHELPG schemes, this new method, while possessing

comparable accuracy, shows greatly improved numerical stability with respect to the molecular

positions and geometries. The method can be used in the fitting of electrostatic potentials for

the molecular mechanics force fields and also can be applied to the calculation of electrostatic

polarizabilites of molecular or atomic systems.

The electrostatic interaction is the key component of the
diverse intra- and intermolecule interactions. Accurate treat-
ment of the electrostatic interactions is a fundamental
problem in the theoretical study of the structural and dynamic
properties of molecular systems.1 The ultimate method to
accurately treat the electrostatic interaction is of course
quantum mechanics (QM), in which the spatial and temporal
distributions of electrons are determined through the process
of solving the Schro¨dinger or Kohn-Sham equation. How-
ever, accurate ab initio quantum mechanical calculations are
currently too expensive to be applied to large molecules of
general interests in long time scale simulations. Because of
the great computational efficiency, molecular mechanics
(MM) has become a very effective and popular routine in
the simulation of molecular processes. In the molecular
mechanics, the complicated interatomic interactions are
decomposed in a straightforward fashion into different terms
such as the covalent terms (describing bond, bond angle,
torsion, and improper dihedral energies), the van der Waals
interaction, and the electrostatic interactions. The latter is
usually computed as the simple Coulombic interaction
between point charges on atoms, a much simplified and of
course not so accurate description.

Most terms of the MM force field can be determined quite
accurately. The covalent terms can be determined from high-
level QM calculations or high-resolution spectroscopic
studies. In both cases the parameters are found to be to a
large extent transferable between molecules. The repulsive
and attractive terms of the van der Waals interaction can be
either computed from extremely accurate QM calculations
or fitted to the condensed phase properties.2-6 The electro-
static force, however, is quite difficult to approximate. Right
from the start, approximating the complicated quantum
mechanical electron-electron interactions by simple Cou-
lombic interactions between point charges naturally leads to
the inaccuracy of the calculations. The problem is further
complicated by the fact that the atomic charge is a term
lacking a rigorous and consistent definition; as a result,
assigning the atomic charges is a nontrivial problem. Even
though, various schemes have been proposed to determine
atomic charges, such as the Mulliken population analysis,7,8

the natural bond orbital analysis,9,10 the atoms in molecules
analysis,11 the distributed multipoles analysis (DMA),1,12,13

the wavefunction mapping Class IV model,14-17 the elec-
trostatic potential expansion and analysis,18-20 and, most
importantly, the electrostatic potential (ESP) fitting.21-23 The
last method has proven to be very effective and has gained
great popularity in the applications of MM simulations. The* Corresponding author e-mail: weitao.yang@duke.edu.
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idea of ESP fitting was first proposed by Momany21 and has
subsequently been implemented in different ways such as
the Merz-Singh-Kollman scheme,22-24 the CHELP scheme,25

and the CHELPG scheme.26 These schemes share the same
basic idea, i.e., least-square fitting the electrostatic potentials
at chosen grid points. Because different schemes employed
different algorithms to construct and select the grid points,
the results from different methods vary and show different
numerical dependences to the QM level of theory and basis
sets.27 Nonetheless, it was shown that in general the charges
from ESP fitting methods are less varied with respect to the
change of molecular geometries, QM level of theory, and/
or basis sets, when compared with other methods based on
population analysis.27 The ESP charges are also consistent
with the chemical intuition and reproduce well the electro-
static multipolar properties of the molecules. Therefore, the
atomic charges generated from ESP fitting are widely used
in the simulations with the MM force fields,28,29 despite
several well-acknowledged deficiencies such as the transfer-
ability of the charges in different molecules.30

Recently, the applications of the ESP charges have been
extended beyond the MM force fields to the QM/MM
simulations and the molecular polarizability calculations.31-33

It was shown that the use of ESP charges can achieve similar
accuracy to other methods such as DMA, with much less
computational expense and complexity. However, it was also
found that conventional ESP methods bear many numerical
difficulties in the calculation of atomic polarizabilities.
Specifically, ESP charges show a dependence on the orienta-
tion and position of the molecule and a strong sensitivity to
the molecular geometry. To improve the quality and espe-
cially the numerical stability of ESP charges, an effective
and robust way of approximating the QM electrostatic
interactions by means of fitting the electrostatic potentials
is desired.

We report here a new method to fit atomic ESP charges
(and other multipoles) from QM calculations. While the
fitting process is still carried out as a process of minimizing
the difference between the electrostatic potentials from QM
calculation and from atomic multipoles, we define the object
function in the entire molecular volume space instead of
discretely selected grid points surrounding the target mol-
ecule. The object function is thus rotationally invariant to
the molecular orientation and varies smoothly upon the
change of molecular geometry. As a result, with comparable
numerical accuracy to existing ESP fitting methods, the new
method shows great improvements on the numerical stability
of the fitting results. The method will be very useful for
future study of molecular polarization interactions, in a pure
MM force field or in a combined QM/MM method.

Methods
We formulate the problem here as approximating the
interaction between a QM molecule and a classical point
charge. Given a molecular system with the electron densities
solved asF(r), without the consideration of the polarization
effects, the electrostatic interaction between this molecule
and a point chargeq at positionrq is

whereVQM(rq) is the QM molecular electrostatic potential at
the positionrq. One should note that in this equation, the
potential VQM(rq) is solely determined by the electron
densities and thus a property of the QM molecule. From this
equation it is also obvious that the exact interaction energy
has to be calculated from the quantum mechanically solved
electron densities which span the space wherever an electron
populates. In principle, this implies that an integration over
the entire space is necessary. However, since the electron
densities decay very rapidly from atoms, the integration in
fact need only be done over a limited space where electron
densities possess non-neglectable values. This space is
defined as the molecular volume space in the current work.

In general there are two routes to approximately calculate
this electrostatic energy. In the first approach, one may
approximate the QM electron densities by classical electro-
static multipoles centered at the atomic positions. In other
words, one directly seeks an approximate expression for the
electron density, such as the distributed multipole analysis
method. In the second approach, one could approximate the
QM potentialVQM(rq) by the potential of a set of classical
electrostatic multipoles. That is, given a QM potential in
space, one asks the question which set of classical electro-
static multipoles can best mimic this potential. Surely for
one point in space there are countless solutions to reproduce
the potential at this position; whether the specific solution
is useful or not depends on how well this solution also
approximates the potentials at other points in space.

Assuming again the electrostatic multipoles are centered
at the atomic positionsra, the question now becomes how
to determine a set of multipolesQ(ra) so that

where V(Q(rR),r) is the potential from all the multipoles
Q(ra). The straightforward solution to this problem would
be to solve the least-square minimization problem as

where the integration runs over the molecular volume space
where electron densities span.

One can in principle determine a set of multipoles by
directly solving the minimization problem defined in eq 3,
in which each point in the molecular volume space contrib-
utes equally to the object function. Intuitively, however, a
modified form of this equation with different weights for
different points in space is more suitable owing to two
practical considerations. On one hand, for those points near
an atom, the magnitudes of the electrostatic potential are
usually much larger than those of the points distant from
atoms; consequently, the potentials at these points will make
the most of the contribution to the minimization process and
numerically beat out other points. However, the near-atom
space is less important than other space in simulations with
classical MM force fields: the short-range interactions are
usually represented by covalent interactions which generally

Eele ) ∫ F(r)q
|r - rq|

dr ) q∫ F(r)
|r - rq|

dr ) qVQM(rq) (1)

V(Q(rR),r) = VQM(r) (2)

min [ ∫ (V(Q(rR),r) - VQM(r))2dr] (3)
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omit electrostatic interactions between near neighbors, while
the classical Coulombic term is an important component for
long-range interactions. On the other hand, for points very
distant from atoms, the values of the electrostatic potential
are very small so that they should also be weighted less.
That is to say, we would like to give more weight to points
within the medium range to atoms as usually defined in
classical simulation and give less weight to points too close
or too distant to the molecule. In analog to the picture of
the structure of liquid, one could imagine we are weighting
heavily the points within the first neighboring shell which
is of course most important in the simulations.

Similar to the original ESP fitting method, the problem is
now defined as the minimization of an object function of

in which W(r) is the weighting function. From the previous
discussion, it appears that an ideal weighting function should
approach zero at both small and large distances and exhibit
a maximum between 3 and 5 Å which is typically 1.4-2.0
times of van der Waals radii; interatomic interaction between
this distance is thought to be most important in molecular
simulations. The original ESP23,24method can also be for-
mulated in the same way, whereW(r) is in fact defined as a
discontinuous function as

in which the two cutoffs are chosen in the MSK method
as23,24

The discontinuity of the weighting functions in the common
ESP fitting methods leads to a well-known problem in the
ESP fitting process, namely the numerical instability of the
change of the ESP charges with respect to a structural
perturbation of the molecule.

To solve this numerical problem, we propose here a new
weighting function that not only meets the requirements
discussed above but also allows smooth changes with respect
to geometries. The new weighting function is defined as

in which F̃(r) is the predefined electron densities, andFref is
a reference electron density whose value is chosen in
combination withσ to ensure the weighting function behaves
as expected. The design of this weighting function is inspired
by the fact that the atomic (and molecular) electron densities
decay exponentially in space. By adjustingFref and σ, we
are able to create a Gaussian-like functionW(r) which
weights heavily on the points in the medium-range of the
molecule.

In principle the exact QM electron densityF(r) can be
used asF̃(r) in the calculation of the weighting function.

However, this is not an optimal solution sinceF(r) then
depends on both the molecular geometry and the basis sets.
The dependence to the basis sets thus complicates the
problem if the derivatives of the weighting function with
respect to the geometry are sought. To avoid this complica-
tion, we decide here to use the sum of the atomic electron
densities as

whereFatom(rΑ,r) is the atomic density of atomΑ which will
be predetermined. Hence, eq 4 can now be evaluated by 3-D
numerical integration which is readily available in many
quantum chemistry programs.

With the object function and weighting function available
to carry out the minimization process, we consider the
simplest case where there is only one point charge on each
atom. The potential is

in which qR stands for the point charge on atomR. We also
apply a constraint to ensure the charge of the molecule is
constant

With a Lagrange Multiplier for the constraint, the final object
function is

The solution is determined by solving then+1 linear
equations

and

This task can be accomplished by many well-established
techniques such as the Single Value Decomposition (SVD).

Obviously the results of this ESP fitting scheme critically
depend on the choices of two parameters in eq 7:σ and
Fref. Values of the two parameters cannot be determined by
simply minimizing the object function defined in eq 4 since
one could easily generate small values for the object function
with an ill-defined weighting function. Alternately, we
determined here to use an indirect criterion to evaluate the

γ ) ∫ W(r)(V(Q(rR),r) - VQM(r))2dr (4)

W(r) ) {0 |r - rR| < Rsmall

δ(r - rgrid) Rsmall e|r - rR| eRlarge

0 |r - rR| > Rlarge

(5)

Rsmall ) 1.4RVdw

Rlarge ) 2.0RVdw (6)

W(r) ) exp[- σ(log F̃(r) - log Fref)
2] (7)

F̃(r) ) ∑
A

Fatom(rA,r) (8)

V(Q(rR),r) ) ∑
R)1

N qR

|r - rR|
(9)

g ) qtot - ∑
j)1

N

qj ) 0 (10)

z ) γ + λg ) ∫ W(r)(V(Q(rR),r) - VQM(r))2dr + λ(qtot -

∑
j)1

N

qj) ) 0 (11)

0 )
∂z

∂qk

) - 2∫ W(r)VQM(r)
1

|r - rk|
dr + 2∫ W

(r)
1

|r - rk|
∑
j)1

N qj

|r - r j|
dr - λ (12)

0 )
∂z

∂λ
) qtot - ∑

j)1

N

qj (13)
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quality of the fitting. That is, given a specific conformation
of a target molecule, we randomly place a probe charge
around this molecule at reasonable distances (e.g., 2-7 Å)
and compare the electrostatic energies calculated with eq 1
and with ESP charges. The former is regarded as the exact
result, where the latter is an approximated result. The
criterion is defined as

whereEele,i is the exact electrostatic energy defined in eq 1,
EESP,iis the approximated electrostatic energy calculated with
ESP charges, andN is the number of trials to place the probe
charges. The relative-root-mean-square-deviation (RRMSD)
of energies defined in this equation thus allows us to
practically measure the quality of the electrostatic interactions
computed with the ESP fitted charges, which is the essence
of ESP fitting.

Of course, the best-fits of two parametersσ andFref will
vary with specific molecules. To ensure the two parameters
are transferable between different molecules, the variation
of fitting results with respect to the changes ofσ and Fref

has to be evaluated; the variations of the fitting results in
different molecules also have to be examined to identify the
range of the two parameters so that they are suitable for
different molecules. After that,σ andFref can be used in the
future study of other molecules.

Computation Details
The program Gaussian03 was employed for this study.34 We
modified the link l602 which was designed to carry out
population analysis. We first constructed an integration grid
with standard 3-D integration method used in Density
Functional calculations35 and then computed electrostatic
potentials on the grid points with the converged electron
densities. The fitting procedure was accomplished by solving
eq 11. Unless specifically stated, we did not apply the
constraints to reproduce the molecular dipole in the fitting
process.

To determine the atomic electron densities for calculating
eq 8, we carried out a UHF/aug-cc-pVQZ calculation for
different atoms in the first three rows in the periodic table.
Based on the well-known fact that the atomic electron
densities are exponentially decaying in a piecewise man-
ner,36,37 we fitted the atomic electron densities to

whereN is the number of components decaying exponentially
in each atom:N ) 1 for H and He,2 for Li to Ne, 3 for Na
to Ar, and4 for K to Kr. After the coefficientsAi and Bi

were determined for each element, they were tabulated and
stored in the program for the calculation of the weighting
function. It should be noted here that the exact solution of

atomic electron densities is not required because the uncer-
tainties will be absorbed late in the process of determining
σ andFref.

All QM calculations for the electrostatic potentials and
electron densities were carried out at the level of B3LYP/
6-31G*.38,39All molecular geometries were optimized at the
same level of theory prior to the ESP analysis and fitting. In
current work, the standard pruned (75,302) grid implemented
in Gaussian was chosen for the purpose of 3-D integration.
The Merz-Singh-Kollman ESP fitting method implemented
in Gaussian was used with a default setup, whenever it was
used for the purpose of comparison.

To evaluate the quality of the fitting and the values of the
two parameters,σ and Fref, in the weighting function, we
calculated the RRMS energy deviation defined in eq 14. In
the calculation, we placed the molecule in the center and
randomly placed a probe charge in the neighborhood of the
molecule. For obvious reasons the probe change would not
be included in the calculation if it was too close or too far
to the molecule. In general, we made selections to the
position of the probe charge so that it was within 7 Å to at
least one atom of the molecule and was not closer thanrVdW

+ 0.2 Å to any atom of the molecule. This selection ensures
us to have enough samples in the space region that are most
important in normal simulation studies. The standard van
der Waals radii were used. Specifically, they are 1.2, 1.70,
1.55, 1.52, and 1.80 Å for the elements H, C, N, O, and S,
respectively.40 For each set of the calculations, 40,000
effective random positions were generated for the probe
charge to ensure the convergence of the RRMS energy
deviation (data not shown).

Results
Exponentially Decaying of Atomic Density.In the current
work, the atomic densities were computed for the elements
H, Li-F, and Na-Ar. Some other elements were not
included in this calculation because the chosen basis sets
were not available for them. The computed atomic densities
for the elements H, C, N, O, P, and S are shown in Figure
1, which clearly demonstrates the exponential decaying

ERRMSD) x∑
i)1

N (Eele,i - EESP,i

EESP,i
)2

N
(14)

Fatom(r) ) ∑
i)1

N

Ai exp(- Bir) (15)

Figure 1. Atomic electron densities (in atomic units) of the
elements H (black), C (green), N (blue), O (red), P (pink), and
S (orange). The densities were computed by the UHF/aug-
cc-pVQZ method.
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behavior of the atomic electron densities. This is in agreement
with the electronic shell structure where the decay also
exhibits piecewise feature. As a result, the atomic electron
densities can be fitted into multiple components of decaying
exponentials. The fitting results for H, C, N, O, P, and S are
reported in Table 1. One more important observation in
Figure 1 is that the atomic electron densities of different
elements tend to have similar values at the distances near
van der Waals radii, even though they could be significantly
different at short and long distances. This observation, plus
the exponentially decaying feature of electron densities,
ensures that a weighting function can be satisfactorily
constructed according to eqs 7 and 8 with large weights for
regions close to the vdW isosurface of a molecule.

Determination of Parameters σ and Fref. The two
parameters,σ andFref, in the weighting function, have to be
determined in such a way that they are suitable for fitting
electrostatic potentials even for different chemical molecules.
For this purpose, a 2-dimensional scanning was performed
for the two parameters in broad ranges, for different
molecules including ethanol (CH3CH2OH), methylammo-
nium ion (CH3NH3

+), methylamine (CH3NH2), CH3COO-,
CH3COOH, DMSO (CH3S(O)CH3), and N-methylethana-
mide (NMA) (CH3CONHCH3).

Without loss of generality, we show the 2-D scanning
results for ethanol and DMSO in Figure 2. It is clear when
σ is too small orFref is too large, the quality of fitting is
rather poor. The best fit was obtained when the value ofFref

is about 10-4-10-5 (-10 e lnFref e -8) with reasonable
values ofσ. In fact, the quality of the ESP fitting is not
significantly changing over a broad range ofσ andFref. This
observation becomes a quite useful result. As long as the
values ofσ and Fref are within this region, they could be
used in the fitting of different molecules without the loss of
accuracy.

Based on these observations, we chose the values ofσ
and lnFref to be 0.8 and-9, respectively, for the rest of the
calculations. For these chosen values, we also computed
ERRMSDdefined in eq 14 for different molecules as a test of
the accuracy of the current method. The results are shown
in Table 2. In general, the current method performs as well
as the popular Merz-Singh-Kollman method. It must be

reminded sinceERRMSD is only one criterion of many
possibilities, it should never be used to draw qualitative
conclusions.

The basis set dependence of the current method was also
examined here. In Table 3 we show the atomic charges of
the methanol molecule fitted to ESP calculated with B3LYP
and different basis sets. It is shown that the charges tended

Table 1. Multiple Exponential Components of Atomic
Electron Densities

element A B

H (N ) 1) 0.384137961 3.90762643
C (N ) 2) 166.591448 29.0603279

3.23010126 5.01709331
N (N ) 2) 256.609200 31.2114908

2.58989432 5.45471548
O (N ) 2) 243.630909 26.3836036

2.53736474 4.29335839
P (N ) 3) 2282.83071 73.7103367

155.142338 15.6986998
1.82194667 3.38628928

S (N ) 3) 2736.19302 78.9192252
206.867393 17.4500522

2.78312612 3.51974385

Figure 2. Variation of ERRMSD with the change of lnFref and
σ: (a) molecule ETOH and (b) molecule NMA. Fref is in atomic
units.

Table 2. ERRMSD Calculated for Various Molecules

molecule MSK CHELPG current methoda

CH3CH2OH 13.7 21.4 10.6 (4.16)
CH3NH2 19.3 19.4 18.7 (1.08)
CH3NH3

+ .00673 0.00672 0.00677 (0.00146)
CH3COO- .00519 0.00482 0.00513 (0.00333)
CH3COOH 2.20 5.93 2.19 (1.08)
DMSO 11.3 7.47 6.46 (1.59)
NMA 5.00 3.99 2.48 (1.02)

a Data in the parentheses are ERRMSD calculated including also a
point dipole on each atom of the molecule. In this case, the values of
the two parameters, Fref and σ, are the same as those of the point
charge only without further optimization.
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to converge to similar values when a large basis set such as
cc-pVXZ or aug-cc-pVXZ is used. A similar observation has
been reported before.27

Molecular Orientation Dependence of the Fitting
Results. One important advantage of the current charge
fitting scheme is that the object function is defined in
molecular volume space, which is not changed by the global
movements of the molecule. As a result, the fitting results
will not be changed by the rotation or translation of the
molecule, within the limits of numerical accuracy. By
contrast, conventional charge fitting schemes, such as the
Merz-Singh-Kollman and the CHELPG methods, always
bear such a difficulty that the fitting grid points are changing
upon the rotation of the molecules. Consequently, the results
of those methods are numerical unstable and fluctuate
significantly. This deficiency has limited broader applications
of such methods to problems which require stable fitting
results.

To compare the dependences of the results on the global
rotation of the molecule, we randomly translated and rotated
the molecule N-methylethanamide (NMA) (CH3CONHCH3)
1000 times and for each orientation calculated the charges
by different methods. The root-mean-square-fluctuations
(RMSF) for each atomic charge were calculated and reported
in Table 4. As expected, the RMSF of the charges from the
CHELPG method are about the half of those in the MSK
method, indicating that the CHELPG method has slightly
weaker dependence on the molecular orientation and thus
better numerical stability.26 Importantly, the RMSF of the
charges in the current method is on average about 20-30
times smaller than those in the MSK method. Therefore, the
current method has the best numerical stability of the
methods compared here. It should be noted that increasing
the number of grid points will improve the numerical stability
of both methods. However, the improvements are relatively
moderate in the MSK and CHELPG methods but quite
significant in the current method. In the current method,
switching to a fine (99,590) grid for numerical integration
will reduce the RMSF by more than an order of magnitude
with the number of points only increased to 2.5 times. In

contrast, the RMSF of the MSK method is only reduced to
half when the number of points is increased 3 times (Table
4).

Molecular Geometry Dependence of the Fitting Results.
It is well-known that the molecular electron distribution
changes with the varying of the molecular geometry. The
direct consequence of this phenomenon is that the atomic
charges (dipoles and quadrupoles too), calculated by fitting
the electrostatic potential or by discrete multipole analysis,41

also change with a perturbation of the molecular geometries.
The correlation between the atomic charges and the molec-
ular geometries in fact provides an opportunity for designing
of a polarizable force field which allows charge transfer
within a molecule. For this purpose, the computed charges
must be differentiable with respect to the molecular geom-
etry, no matter whether the differentiation is carried out
numerically or analytically. When analytical differentiation
is difficult to achieve, the numerical method becomes the
only feasible way. In such a case, the numerical uncertainty
of the charges must be small enough so that its effect can
be neglected in the process of numerical differentiation,
otherwise, the numerical results cannot be trusted.

We carried out analysis again on the NMA molecule
(Figure 3). The bond C2-N4 is defined as the pivot for
intramolecular rotation with the relative geometries of the
left and right sides of the molecule fixed. The dihedral angle
O3-C2-N4-H5 was rotated for 360 degrees with 4 degrees
per step. The atomic charges were computed with the MSK

Table 3. Atomic Charges of the Methanol Molecule
Determined with B3LYP and Different Basis Sets

C O Ha Hb Hc

STO-3G 0.0882 -0.4509 0.3062 0.0193 0.0179
3-21G 0.2076 -0.6367 0.4116 0.0121 -0.006605
6-31G 0.3262 -0.7258 0.4448 -0.0066 -0.0320
6-31G* 0.1809 -0.6007 0.3902 0.0193 -0.008944
6-311G* 0.1856 -0.6376 0.4154 0.0225 -0.008504
cc-pVDZ 0.2061 -0.5644 0.3642 0.00777 -0.0214
cc-pVTZ 0.1601 -0.5711 0.3695 0.0252 -0.009039
cc-pVQZ 0.1792 -0.5809 0.3702 0.0227 -0.0140
cc-pV5Z 0.1954 -0.5881 0.3707 0.0202 -0.0185
aug-cc-pVDZ 0.1985 -0.5856 0.3672 0.0194 -0.0188
aug-cc-pVTZ 0.2009 -0.5865 0.3684 0.0189 -0.0205
aug-cc-pVQZ 0.1995 -0.5862 0.3683 0.0192 -0.0200
aug-cc-pV5Z 0.2000 -0.5863 0.3683 0.0191 -0.0201

a Hydrogen of the hydroxyl group. b Methyl hydrogen atom trans
to the hydroxyl group. c Methyl hydrogen atom gauche to the hydroxyl
group.

Table 4. rms Fluctuations of the Atomic Charges
Determined by Different Methods

atom MSKa CHELPG current methodb

C1 0.02374 (0.00878) 0.0127 0.000935 (0.000114)
C2 0.01095 (0.00446) 0.00501 0.000336 (0.000049)
O3 0.00260 (0.00113) 0.00102 0.0000983 (0.000016)
N4 0.00805 (0.00389) 0.00424 0.000546 (0.000052)
H5 0.00274 (0.00125) 0.00100 0.000210 (0.000014)
C6 0.01899 (0.00851) 0.0101 0.000914 (0.000095)
H7 0.00625 (0.00236) 0.00332 0.000265 (0.000031)
H8 0.00586 (0.00217) 0.00332 0.000254 (0.000031)
H9 0.00589 (0.00220) 0.00316 0.000254 (0.000031)

H10 0.00495 (0.00219) 0.00265 0.000254 (0.000025)
H11 0.00520 (0.00233) 0.00265 0.000252 (0.000024)
H12 0.00524 (0.00230) 0.00265 0.000252 (0.000024)

a ESP charges were fitted with default grids in Gaussian03. The
data in the parentheses were fitted with a grid setup of 6 layers and
2 points per unit area, which yields a number of grid points
approximately 3 times the default setup. b ESP charges were fitted
with (75 302) a DFT grid. The data in the parentheses were fitted
with (99 590) a DFT grid whose number of grids is approximately
2.5 times the former.

Figure 3. Structure of the molecule N-methylethanamide
(NMA).
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method and current method for each rotated conformation.
The results are shown in Figure 4.

Not surprisingly, both methods consistently show the same
behaviors for the changes of the atomic charges with respect
to the rotation of the dihedral angle. The shape and the
magnitudes of both methods share a great resemblance. This

agreement demonstrates the validity of current method. More
importantly, however, the variations of the atomic charges
show great discontinuity in the MSK method, while they
are smoothly changing in the current method. This difference
marks the most important advantage of the current method
in the calculation of the atomic polarizablities since it allows
numerical differentiation with respect to geometrical pertur-
bations to be carried out with high numerical precision.

Discussion
The motivation to utilize ESP charges in the molecular
simulations is to approximate the electrostatic interaction in
an atomic pairwise manner, instead of explicitly dealing with
electron densities which is too complicated and too expen-
sive. If one only cares about the quality of simulation with
nonpolarizable MM force fields, the only quantity that
matters here is how well the ESP charges mimic the QM
electrostatic potentials. For this purpose, many methods have
been developed on the basis of fitting ESP at discrete grid
points in selected neighborhood regions of the target
molecule. The successes of the MM simulations using fitted
atomic charges strongly demonstrate the validity and useful-
ness of those ESP fitting methods.

When derivatives of the ESP charges are sought for the
calculation of the atomic/molecular polarizability, those
methods displayed numerical instability due to the nonsmooth
and noncontinuous nature of the object function of fitting.
Apparently, this discontinuity arises from the algorithm to
construct and select the grid points for fitting. To overcome
this problem, the grid points must be rotationally invariant
with respect to the molecular orientation and continuously
change with respect to geometrical perturbation.

From this perspective, the current method completely
overcomes this problem by implementing a new algorithm
to generate rotationally invariant grids, specifically the 3-D
integration grids used in quantum chemistry calculations.
Furthermore, there is one additional advantage for utilizing
a complete set of grids in the entire molecular volume space.
That is, this improves the quality of fitting when higher order
multipoles are added to atomic sites. When the order of the
electrostatic multipoles increases, the magnitudes of the
electrostatic potential decay rapidly with a decreased order
to the distance. For example, the ESP is of order r-1 for a
monopole, r-2 for a point dipole, and r-3 for a point
quadrupole. This fact suggests that for multipoles it is
important to include grid points near atoms; otherwise, the
results will not be as reliable as monopoles.

As suggested by the results ofERRMSD(Table 2), the fitting
qualities of several ESP fitting algorithms, including the
current one, are comparable to each other. They all suffer
the same imperfection because the implementation of the
electrostatic multipoles is limited to monopole. As shown
in Table 2, the deviations of electrostatic energy calculation
are rather large for many molecules. Detailed inspection of
the results indicates the large deviation is mostly contributed
by the region closely surrounding the target molecule. In
those regions, it is well-known that atomic point charges
reproduce poorly the quantum mechanical ESP for two
reasons. One is the complicated electrostatic potential from

Figure 4. Variations of the ESP charges of the molecule NMA
with respect to the twisting of the dihedral angle O3-C2-N4-
H5. For the clarity of illustration, the charges of the hydrogen
atoms of the methyl groups are not shown: (a) the Merz-
Singh-Kollman method; (b) the current method; and (c) the
current method with the harmonically restrained charge model
(weight 0.005). The fitted charges are shown for atoms C1
(black), C2 (red), O3 (blue), N4 (yellow), H5 (green), and C6
(pink).
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the complex electron distribution in the close neighborhood
of the molecule. Another reason is the charge penetration
effect. To improve the fitting quality, higher order multipoles
could be added to the atomic positions. As an example, the
inclusion of atom-centered point dipoles will substantially
improve the quality of fitting results for the current method
(Table 2). Of course, the addition of a dipolar term will
increase the computational cost; such a cost might be still
affordable for MM force field based simulations, with the
steady improvement of computers’ speed.

Like many other methods, the current algorithm also bears
many problems common to the ESP fitting approach.
Obviously, fitting a set of electrostatic multipoles to the
electrostatic potential from accurate quantum mechanical
calculation is inherently a poorly posed question. Despite
the subtle differences, all ESP fitting methods rely on the
definition of an object function, often the rmsd of the
electrostatic potentials on selected grid points. Given the
complexity of the ESP surface and the drastic variation of
the values on the ESP surface, it is not surprising that the
fitting results are sensitive to many factors such as the choice
of the grid points, the basis sets of the QM calculations, and
the geometry and orientation of the molecules.

One such well-known example of the deficiencies of the
ESP fitting approach is the large charges on the buried atoms
of a molecule. In this case, the neighborhood spaces of those
atoms are often occupied by other atoms too, and the ESP
in those regions make little contribution to the object function
of the fitting process. The immediate consequence is that
the fitting quality is insensitive to the charges of those buried
atoms, and it leads to large and numerically unstable charges
on those atoms. To overcome such a difficulty, an “ad hoc”
yet very effective approach has been proposed as to restrain
the magnitude of the charges in the fitting process.42,43 This
restrained minimization approach can also be applied to our
method which generated a set of charges closer to common
intuitions (Table 5).

One particular motivation for the development of this new
method is to improve the numerical stability of the ESP
fitting process, specifically in the calculation of atomic
polarizabilities. The results shown in Figure 4 clearly
indicated that our new method is indeed providing better

results. The dependence of the charges on the molecular
geometries, in this case the dihedral angle of the peptide
plane, was discovered before and was proposed as a new
standpoint for designing polarizable force fields.41 Some may
argue that such a geometrical dependence could be an artifact
from the burying of some atoms. Especially given the
magnitude of the fluctuation of the charges, one may question
if such a fluctuating charge can be used in the MM force
fields. Answering those questions requires a comprehensive
analysis on the ESP fitting approach. Certainly as we
discussed before, the burying of some atoms will influence
the fitting process and ultimately will affect the fitted atomic
charges. In the case of the twisting of the peptide plane here,
however, the attempt to remove this effect by means of the
RESP approach is ineffective. By comparing the fitting
results with and without harmonic restraints (Figure 4b,c),
one clearly sees that the inclusion of restraint indeed lowers
the magnitude of the charge on the carbon atoms (C1 and
C6) for the dihedral angle close to zero which is the normal
stable conformation of this molecule. Nonetheless, the charge
dependence on the dihedral angle is retained regardless of
the presence of the restraints. This result suggests that the
variation of the buried extent of heavy atoms is not the major
source of the geometrical dependence of the fitted charges.
On the other hand, even though the charges of the carbon
atoms are closer to “chemical intuition” when the molecule
is at the stable conformations, the overall bumpy fluctuations
of the fitted RESP charges reminds us that great caution
should be taken when the RESP type of “ad hoc” ap-
proximations are used. The increased roughness implies that
the restraint might alter the numerical behavior of the object
function in an unpredicted and unstable way so that a
mathematically more elegant solution is desired (T. Heaton-
Burgess, to be published). Furthermore, from our point of
view, even though the fitting results without restraints may
be sometimes beyond our “chemical intuitions”, as long as
the overall electrostatic potential of the target molecule is
well approximated, the result will be accurate and will
capture the essence of the electrostatic interactions.

In summary, with much improved numerical stability, the
current method will make an important contribution to the
calculation of the polarizability type of properties and to the
development of the next generation of molecular mechanics
force fields.

Instructions on how to modify the Gaussian code to
implement this new algorithm can be found at http://
www.chem.duke.edu/∼yang/software.htm.
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Abstract: Semiempirical parameters for europium, gadolinium, and ytterbium have been

developed for use in the PM3 method to allow the structure and energetics of complexes

containing lanthanide(III) ions to be accurately modeled. At the semiempirical level, the

lanthanide(III) ion is represented by a +3 core and has a minimal basis of 6s5d6p (9 atomic

orbitals), the 4f electrons being included within the electronic core. Training sets containing up

to 19 lanthanide complexes, with data computed at the density functional theory (DFT) level,

have been employed for each lanthanide(III) ion. A gradient-based optimization algorithm has

been used, and important modifications of the core repulsion function have been highlighted.

The derived parameters lead in general to good predictions of the structure of the complexes

and demonstrate improvements in the prediction of water binding energies compared to the

AM1/sparkle model. For the 28 Eu(III), 28 Gd(III), and 29 Yb(III) complexes optimized at the

DFT level, the PM3 average unsigned mean errors for all interatomic distances between the

lanthanide(III) ion and the ligand atoms of the first coordination sphere are 0.04, 0.03, and 0.03

Å, respectively. The derived parameters are shown to be comparable to small-basis set DFT

calculations in predicting the experimental structures of various lanthanide(III) complexes. The

derived parameter sets provide a starting point should greater accuracy for a more restricted

range of compounds be required.

Introduction
Since the late 1980s there has been an increasing interest in
the physicochemical properties and reactivity of the lan-
thanide (Ln) elements, Ce (Z ) 58) through to Lu (Z ) 71)
driven by their potential applications in photoluminescence1-4

and medical imaging.5-9 For example, Gd(III) complexes are
currently used as “in vivo” magnetic resonance imaging
(MRI) contrast agents which increase the contrast between
diseased and normal tissue and/or show the status of organ
function and blood flow by enhancing the water proton
relaxation rate. Crucial to the design of such complexes is
ensuring the complexing ligands form compounds with
Gd(III) which possess high kinetic and thermodynamic
stability, as the free ions are extremely toxic. As far as Gd-

(III) is concerned, the usual complexing ligands involve
octadentate polyamino carboxylate (PAC) ligands such as
DOTA (Chart 1).10

An understanding of the chemistry of the lanthanides is
also of increasing importance in nuclear fuel reprocessing,11,12

where the separation of nuclear wastes containing both
trivalent lanthanides and trivalent minor actinides (e.g., Am-
(III) and Cm(III)] is complicated by the similar chemical
properties of these species. The recent upsurge in lanthanide
research activity has also been driven by an interest in the
use of these complexes in light conversion molecular devices,
such as luminescent materials4 and antennae in photosensitive
bioinorganic compounds.8

The use of quantum mechanical (QM) modeling is now
well established for the understanding of structures and
mechanisms involving thed-transition metal elements.13-15

However, there are considerable challenges for the routine
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application of QM approaches to the heavier elements.16 For
these elements, all-electron studies are generally prohibitive
due to the large number of orbitals and electrons (many of
which are in the core) and the difficulties associated with
the presence of open-shell 4f electrons. Moreover, as the
periodic table is descended, relativistic effects and electron
correlation become increasingly important. In addition the
complexes of the heavier elements often involve high
coordination numbers of the central metal atom and sterically
bulky ligands (>50 atoms) which often prohibits the use of
more established ab initio methods for their study.

At present most ab initio or density functional theory
(DFT) calculations make use of relativistic effective core
potentials (RECP) which treat only the heavy element
valence electrons and incorporate relativistic effects into the
core, thus reducing the computational effort.17 Within this
approach the 4f electrons may or may not be included within
the electronic core giving the so-called “large” or “small”
core approach. Calculations of Ln(NR2)3 (R ) H or SiH3)
at the DFT level using both large and small core RECPs
indicate accurate models can be obtained by including the
4f electrons within the electronic core.18

To date there have been a number of high-level ab initio
calculations reported on quite small lanthanide complexes.
Cao and Dolg have calculated the third and fourth ionization
energies of the lanthanide atoms (La to Lu) using the
CASSCF method19 and have also used ab initio methods to
study open-shell lanthanide dimers (Ce2, Pr2, and Gd2)20 and
the lanthanum monohalides.21 Takeda et al. have reported
stabilities of the hexafluoride anions of the lanthanides,
LnF6

2- and LnF6
3- (Ln ) Ce to Lu) at the CASSCF/RECP

level.22 For larger complexes, such as [Ln(DOTA)(H2O)]1-,
the Hartree-Fock (HF) method with a relatively small 3-21G
basis set has been shown to give quite good predictions of
the structure of these complexes.16,23,24

More recently, DFT has been the method of choice for
including electron correlation in calculations of quite large
lanthanide complexes. Cosentino et al. have reported calcula-
tions of [Gd(H2O)9]3+ at the HF, DFT, and MP2 levels using
a 3-21G basis set for the ligand atoms and found the results
to be in qualitative agreement with those obtained using
larger basis sets including polarization functions.24 Similarly,
Smentek et al. have reported calculations of a series of
lanthanide DOTA complexes which are in good agreement

with both experimental structural and energetic data.25 DFT
calculations showing good agreement between theory and
experiment have also been reported for Ln(dpm)3 (Ln ) La,
Nd, Gd, Er, Yb, Ly; dpm) dipivoloymethanoate),26 [Ln-
(H2O)9]3+ (Ln ) La, Eu, Lu), and structures involving the
2,2′:6′,2′′-terpyridine27 and the texaphyrin ligands.28 DFT
methods have also been used to calculate the structures and
bond strengths of the lanthanide halides, the results of which
have been shown to be in good agreement with high-level
CCSD(T) calculations.29

Due to the difficulties in modeling lanthanide complexes
a number of researchers have turned to the use of molecular
mechanics (MM) methods for structure prediction.30,31 The
use of MM techniques for studyingf-block elements is
sometimes problematic due to the scarcity of data for
parametrization. Villa et al. fitted an empirical potential to
HF calculations of [Gd(THP)OH2]3+, [Gd(TMA)(OH2)]3+,
and [Gd(DOTMP)]1- and were able to extend the use of the
empirical parameters to study other gadolinium containing
complexes.16,32Consentino et al. also parametrized their MM
potentials against ab initio calculations and found the quality
of the parameters depended strongly on the level at which
the potential energy surface was calculated.33 Moreover,
Kowall et al. have also developed potentials (including
polarization) that were fitted to ab initio calculation in order
to better describe Ln3+-water interactions (Ln) Nd, Sm,
Yb). These potentials were then used in classical molecular
dynamics (MD) simulations to understand water exchange
at tripositive lanthanide ions.34 Importantly, the calculated
coordination numbers of the lanthanide ions and the water
exchange rate constants were found to be consistent with
experimental data. More recently, van Veggel and Reinhoudt
have developed Lennard-Jones parameters for La3+, Nd3+,
Gd3+, and Yb3+ which correctly predict the experimental free
energies of hydration of these ions. In addition, these
calculations, using a TIP3P water model, also yield radial
distribution functions for each lanthanide ion in good
agreement with the available experimental data.35

However, in spite of advances in modern computation
hardware and the development of DFT methods and multi-
level modeling schemes (e.g., QM/MM36,37and ONIOM38),
the computational study of lanthanide chemistry is still at
the limit of computational feasibility. For this reason, in this
and other areas of condensed phase modeling there has been
a renaissance in the use of semiempirical molecular orbital
(MO) methods. For example, we39 and others40 have suc-
cessfully quantified the extreme tunneling in the enzyme
methylamine dehydrogenase (MADH) using a QM/MM
potential and variational transition state theory combined with
semiclassical tunneling corrections. To achieve the necessary
accuracy, a reparametrization of the PM3 Hamiltonian was
required. The use of such specific reaction parameters (SRP),
first suggested by Rossi and Truhlar,41 is central to the
continuing successful exploitation of these semiempirical
methods.

At present the majority of semiempirical methods (MNDO,
AM1, and PM3) are based upon the NDDO approximation
and have been widely applied to the study of systems
containing the main group elements.42-44 These methods have

Chart 1. Structure of the Gadolinium(III) DOTA Complex10
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recently been extended45 so that all the nonradioactive main
group elements (excluding the noble gases) can now be
treated using such techniques and have, in some instances,
been extended to included-orbitals. Thiel and Voityuk have
proposed an extension of the MNDO method to include
d-orbitals, MNDO/d, which has been successful in describing
hypervalent compounds of the main group elements where
d-orbitals are important.46,47As far as transition-metal atoms
are concerned we have been developing a parametrization
strategy to allow the PM3 method to be used to study iron-
containing proteins, focusing on iron-sulfur, iron-heme, and
iron-only hydrogenases.48-51 The development of parameters
for lanthanide elements is likely to be particularly challenging
given the difficulties in accounting for the 4f electrons and
relativistic effects and due to the size of the complexing
ligands (>50 atoms).

There has, however, been some progress in the develop-
ment of semiempirical methods to treat the heavy elements.
Culberson et al. has used the INDO method to examine the
electronic structure of a series of lanthanide complexes and
found the 4f orbitals were required for the halides but were
less important for the high coordination complexes.52 Kotzian
and co-workers have also used the INDO/S-CI method
(including spin-orbit coupling), to study a range of lan-
thanide monoxide complexes.53-55

In recent years, significant progress has been made with
the development of the so-called sparkle model for treating
lanthanide atoms. The success of the sparkle approach is
based upon the assumption that most Ln-ligand bonds are
essentially electrostatic in nature and the lanthanide 4f orbitals
do not make a significant contribution to the bonding.
Sparkles were originally introduced as part of the MOPAC
semiempirical package and were designed to represent pure
ionic charges.56 They can be visualized as essentially a charge
delocalized over the surface of a sphere, with an ionic radius
of 0.7 Å, integer nuclear charges (+2, +1, -1, or -2
depending on the entity they represent), zero heat of
atomization, no orbitals, and no ionization potential.57

Crucially they are unable to donate or accept electrons. In
the case of a lanthanide atom, the sparkle model involves a
nuclear charge of+3, the most commonly encountered
oxidation state across the series.

In 1994 the first sparkle model (within the AM1 scheme)
for lanthanide complexes (SMLC) was reported for Eu(III),
and the parameters were fitted to reproduce the structure of
a single Eu(III) complex, [Eu(acac)3.o-phen].58 This model
yielded Eu-ligand distances with an average Eu-ligand
deviation of 0.36 Å (from experiment) which was later
refined to 0.20 Å by the inclusion of two spherical Gaussian
functions in the core repulsion term.59 More recently, the
SMLCII model for Eu(III) was developed which improved
on the early revision by increasing the size of the training
set from a single Eu(III) complex to one which included 15
complexes spanning a range of ligand environments.60 This
approach led to a significant improvement in the prediction
of experimental structures for the 96 tested complexes
[deviation from experiment for Ln-ligand bonds, 0.68 Å
(SMLC), 0.28 (SMLCII), and 0.09 Å (most recent)]. The
AM1 sparkle model (AM1/SMLCII) has since been extended

to nearly all lanthanide(III) elements by fitting to complexes
available in the Cambridge Structural Database (CSD).61 To
date AM1/sparkle parameters are available for Gd and Tb;60

Pm and Sm;62 Yb;63 La and Lu;64 Dy;65 Pr;66 Nd;67 and Er
and Ce.68 Very recently the Tm(III) sparkle model has been
reported for use within the PM3 semiempirical scheme.69

Both the AM1 and PM3 sparkle implementations have been
extensively tested and are certainly capable of predicting
structures quite close to experiment for high coordination
complexes.

However, what is less clear is whether this approach is
capable of describing energetic processes (e.g., the binding
energy of water in [Gd(DOTA)(OH2)]1- important in de-
veloping new MRI contrast agents) or those lanthanide
complexes where covalent effects may be “non-negligible”
and the presence of the orbitals centered on the lanthanide
atom are important.

Developing the Semiempirical Model
1. Improving the Semiempirical Sparkle Model. The
success of the sparkle model is based on the assumption that
lanthanide(III) ions behave like simple ions. The open-shell
4f orbitals are shielded from external fields outside the
nucleus by the closed-shell 5s and 5p electrons. Thus the
effect of the 4f orbitals is often assumed to be small, much
in the same way as DFT or ab initio calculations using
“large” core RECPs assume a negligible contribution from
the 4f orbitals to the Ln-ligand bonding.18 However, the
sparkle model does assumecomplete ionization of the
valence electrons, and therefore covalent effects cannot be
included.60 Freire et al. have suggested that covalent effects
could be accounted for by includingsandp valence orbitals
on the sparkle+3 metal center.60 In our work we have chosen
to augment the AM1/sparkle model for lanthanides by adding
6s, 5d, and 6p orbitals to the valence basis and account for
the 4f electrons as part of the electronic core, in line with
“large” core RECP calculations.18 Thus each lanthanide atom
has a core charge of+3 and 6s, 5d, and 6p valence atomic
orbitals. We have chosen to implement our orbital-based
sparkle model within the PM3 framework.44

2. Modification of the Core Repulsion Function.Within
the NDDO approximation, the core-electron attraction
(Vµν,B) and core-core repulsion (EAB

MNDO) are usually
expressed in terms of two-center two-electron integrals (eqs
1 and 2) whereZA andZB correspond to the core charges,
RAB is the internuclear separation, andRA and RB are
adjustable parameters.42

The form of the core-electron attraction (eq 1) is common
to all NDDO methods, while eq 2 gives the form of the core
repulsion function used within the MNDO method.42 The
form of the core repulsion function in AM1 and PM3 differs
from that used in MNDO in that an additional term involving
one to four Gaussian functions (denoteda-c, eq 3) is also
included.43,44

Vµν,B ) -ZB(µAνA,sBsB) (1)

EAB
MNDO ) ZAZB (sAsA,sBsB)(1 + e-RARAB + e-RBRAB) (2)
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For methods which included-orbitals (e.g., MNDO/d and
AM1/d),46,47,70-72 it has been found that to obtain the correct
balance between attractive and repulsive Coulomb interac-
tions requires an additional adjustable parameterF (previ-
ously evaluated using the one-center two-electron integral,
Gss, eq 4), which is used in the evaluation of the two-center
two-electron integrals used in these terms (eq 5):

However, in spite of these modifications, when applying
these methods to the study of molybdenum complexes
Voityuk and Rösch70 found that use of the NDDO core
repulsion function (eq 3) led to some systematic deviations
for some Mo-X bond lengths. This led them to further
modify the form of the core repulsion function for their
AM1/d Hamiltonian by introducing bond specific parameters,
RMo-X andδMo-X (eq 6).

This modification was found to be more efficient than
using Gaussian functions and has since been used in the
extension of NDDO-based methods to the remaining main
group elements and the AM1* parametrization of some
second-row elements71 and transition metals.72 This is the
form of the core repulsion function adopted here. Thus for
each lanthanide (Eu, Gd, Yb) the PM3 Gaussian parameters
a-c are set to zero, there is an additional adjustable
parameterF, and for each Ln-X interaction there are separate
RLn-X andδLn-X parameters. In the AM1/d parametrization
of molybdenum70 and in our PM3 parametrization of iron,51

the core repulsion function had to be modified in the case
of atom X being hydrogen. We find that in our PM3 model
for the lanthanides no such modifications are required. The
form of our core repulsion function differs from that used
in the sparkle model which is based on the original AM1
and PM3 core repulsion function (eq 3).43,44

Parametrization Strategy
1. Construction and Optimization of the Error Function.
We here outline our developing strategy to obtain semiem-
pirical parameters for the lanthanide metals, which follows
closely our strategy used to obtain parameters for iron. A
central feature, common to all optimization strategies, is the
construction and subsequent minimization of the error
function,S, eq 7

whereqi
semiempiricalandqi

referenceare the molecular quantities
calculated at the semiempirical level and the corresponding
reference values (usually from experiment or high-level
calculation), andwi is an appropriate weighting factor. The
aim of any parameter optimization strategy is to minimizeS
efficiently and this can be achieved using either a genetic
algorithm (GA)41,48,49,73-76 or a gradient-based algorithm.44,45,50,51

One of the central features of the work reported herein is
the use of an efficient gradient-based optimization algorithm
based upon a modified Broyden-Fletcher-Goldfarb-Shanno
(BFGS) method.44,45,77,78Details of this algorithm and the
modifications for obtaining semiempirical parameters for
transition metals have been reported previously.50,51 There-
fore, our approach differs from the optimization of AM1/
sparkle and PM3/sparkle parametrizations which used a
combination of Newton-Raphson and simplex optimization
methods.60,63

The chosen error function (S, eq 7; see also Table S1 and
Figure S1) for each lanthanide element contained weighted
contributions from the internal coordinate gradients for each
reference complex and also the relative energy (calculated
at the DFT level) of the [Ln(DOTA)(OH2)]1- structures [the
square antiprismatic isomer (A) and the inverted antiprismatic
isomer (IA)]. Our parametrization strategy differs from that
of the AM1/sparkle approach60,63 in that our reference data
include not only structural but also some energetic data.

2. Choice of Reference Data.Historically the reference
data used in semiempirical parametrizations is obtained using
a wide range of experimental techniques.42-45,77,78There is,
however, a growing trend to replace some of the reference
data with information obtained from high-level ab initio
calculations (e.g., G2 or G3 methods) or, more recently, DFT
calculations.49-51,71,72 Such an approach is of increasing
importance, particularly in the absence of experimental data
or where the reliability of experimental data is questionable.
Winget et al. have suggested that a semiempirical method,
which behaved as well as, for example, B3LYP/6-31G*,
would be a significant advance in this area.71 For this reason,
in our PM3 parametrization for iron49-51,74 we chose to
calculate all our reference data at the DFT (B3LYP)79-81 level
using a 6-31G* basis set, and this is also the approach
adopted herein.

The reference data for europium, gadolinium, and ytter-
bium was obtained from DFT calculations at the B3LYP
level, performed using the GAUSSIAN 9882 and GAUSSIAN
0383 suites of programs. Our choice of DFT functional is
supported by the calculations of Heiberg et al. on a series of
LnF complexes (Ln) Nd, Eu, Gd, Yb) where the B3LYP
functional gave geometries and bond strengths in good
agreement with CCSD(T) values.29 The DFT calculations
reported herein employed the 46+ 4f n electron RECP of
Dolg et al., which treats the outermost 11 electrons explicitly,
with valence ground configurations 5s25p66s25d1 for the
lanthanide atom and 5s25p66s05d0 for the lanthanide(III)
cation.84 The remaining 46+ 4f n electrons are placed in
the core. The 3-21G basis set was chosen for the ligand atoms
as it has been found to give structures and conformational
energies of [Gd(H2O)9]3+ in qualitative agreement with those
obtained using basis sets including polarization functions.24

EAB
AM1,PM3 ) EAB

MNDO +
ZAZB

RAB
∑
i)1

4

[aiAe-biA(RAB-ciA)2
+

aiBe-biB(RAB-ciB)2
] (3)

F ) 1
2Gss

(4)

(sAsA,sBsB) ) e2

(RAB
2 + (FA + FB)2)1/2

(5)

EMo-X
AM1/d ) ZMoZX (sAsA,sBsB)[1 + 2δMo-Xe-RMo-XRMo-X] (6)

S) ∑
i

wi(qi
semiempirical- qi

reference)2 (7)
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However, for the lanthanide tricoordinated complexes (H,
Me, F, Cl, Br, NH2, Table 1) the ligand atoms were calculated
using the 6-31G* basis set. Our semiempirical model in
which the 4f electrons are placed in the core has been
parametrized against DFT calculations in which the 4f
electrons are also placed within the electronic core.

For each lanthanide, in addition to the 6 tricoordinated
complexes (Table 1) we also selected up to 10 complexes
from the CSD (Tables S2-S4, Figures S2-S4).61 In line
with the parametrization of the AM1/sparkle model, these

complexes involved a range of coordinating ligands such as
â-diketones, nitrates, mono-, bi-, tri-, and polydentate
ligands.60,63We also chose at least one dilanthanide complex
for each training set (Figures S2-S4). In view of the
importance of the DOTA ligand (Chart 1) in MRI contrast
agents we also included three structures involving the DOTA
ligand within our training sets [A isomer with and without
water and the IA isomer with water, Table 2]. The training
sets for Eu, Gd, and Yb contained up to 19 reference
structures. Each of the reference complexes was optimized
at the DFT level, the structures of which are given in Tables
1, 2, and S2-S4. Our parametrization for the lanthanides
thus differs from that for the AM1/sparkle model60,63 in that
our reference data are entirely calculated at the DFT level
(rather than being obtained from crystal structures alone).

All semiempirical calculations were performed using our
local semiempirical package (Manchester University Semi-
Empirical, MUSE) program.48 We have implemented the
semiempirical method PM3 method includingd-orbitals46,47

and for comparison have also implemented the AM1/sparkle
model60 within our program and validated our algorithm
against the available published data.60,63 We note that for
the location of minima on the potential energy surface, our
program uses the GAUSSIAN 0383 optimization suite,
whereas the published AM1/sparkle model makes use of the
optimization algorithms within the MOPAC suite of pro-
grams.57

3. Parametrization. Our initial goal was to obtain
parameters for gadolinium. Stewart suggests that the two
most common methods for generating initial sets of param-
eters are to use parameters from a previous method or to
use values derived from a similar element.45 In our case,
neither of these approaches were possible due to the absence
of either AM1 or PM3 published parameters for gadolinium.
We also note that due to the different functional form of the
AM1/sparkle model60 and our orbital-based model we were
unable to make use of the existing sparkle parameters for
gadolinium for initial estimates of our core repulsion
parameters.

The one-center terms,Uss, Udd, Gss, Gsd, Gdd, andHsd, were
obtained by fitting these parameters (using a GA85) to the
energies of 12 electronic states of the neutral and ionized
gadolinium atom.86 The parameterUpp was also estimated
from experimental data. Thus the one-center lanthanide
parameters, where the 4f electrons are part of the electronic
core can be obtained in essentially the same way as for first-
row transition metals.48 The remaining parameters (Gpp, âs,
âp, âd, ús, úp, úd) were assigned different values for different
parametrization runs. The core electron attraction and core
repulsion parameters,F, δGd-X, andRGd-X, were set equal
to 1.0, 1.5, and 2.0. Importantly, in our approachall the
semiempirical parameters were adjusted, with constraints
placed upon individual parameters to prevent them from
wandering toward unrealistic values, which may have limited
their transferability. We note that even though we allowed
the one-center termsUss, Udd, Gss, Gsd, Gdd, andHsd to change
from the GA optimized values, the relative energies of the
different states of the neutral and charged gadolinium atom
are in good agreement with experimental data (Table S5).

Table 1. Bond Lengths (Å) and Bond Angles (deg) for the
LnX3 (X ) H, CH3, F, Cl, Br, NH2) Complexes Calculated
at the DFT,a AM1/Sparkle, and PM3 Levels of Theory

average value

ligandb Eu Gd Yb

H
distances DFT 2.058 2.046 1.996

PM3 1.996 2.018 2.041
AM1/sparkle 1.003 0.837 0.814

angles DFT 111.7 (0.0) 111.6 (0.1) 114.2 (0.0)
PM3 103.1 (0.0) 106.0 (0.0) 110.5 (0.0)
AM1/sparkle 120.0 (0.1) 120.0 (0.1) 120.0 (0.0)

CH3

distances DFT 2.437 2.426 2.367
PM3 2.393 2.425 2.433
AM1/sparkle 2.040 2.093 2.096

angles DFT 107.8 (0.1) 107.8 (0.0) 109.6 (0.0)
PM3 110.8 (0.0) 113.3 (0.0) 116.0 (0.0)
AM1/sparkle 120.0 (0.0) 120.0 (0.0) 120.0 (0.0)

F
distances DFT 2.073 2.063 2.006

PM3 2.080 2.055 2.036
AM1/sparkle 2.290 2.315 2.252

angles DFT 115.5 (0.0) 116.3 (0.4) 118.9 (0.4)
PM3 108.8 (0.0) 110.0 (0.0) 114.2 (0.0)
AM1/sparkle 120.0 (0.0) 120.0 (0.0) 120.0 (0.0)

Cl
distances DFT 2.556 2.541 2.476

PM3 2.524 2.524 2.480
AM1/sparkle 2.308 2.333 2.265

angles DFT 119.6 (0.7) 118.6 (0.9) 120.0 (0.3)
PM3 106.2 (0.0) 108.6 (0.0) 120.0 (0.0)
AM1/sparkle 120.0 (0.0) 120.0 (0.0) 120.0 (0.2)

Br
distances DFT 2.696 2.683 2.618

PM3 2.601 2.671 2.610
AM1/sparkle 2.299 2.323 2.259

angles DFT 120.0 (0.0) 120.0 (0.0) 120.0 (0.0)
PM3 120.0 (0.0) 120.0 (0.0) 120.0 (0.0)
AM1/sparkle 120.0 (0.0) 120.0 (0.0) 120.0 (0.0)

NH2

distances DFT 2.253 2.241 2.179
PM3 2.257 2.253 2.167
AM1/sparkle 2.200 2.211 2.196

angles DFT 120.0 (0.1) 120.0 (0.1) 120.0 (0.1)
PM3 114.4 (0.0) 117.3 (0.0) 120.0 (0.0)
AM1/sparkle 120.0 (3.9) 120.0 (0.0) 120.0 (4.9)

a B3LYP/6-31G* and quasi-relativistic ECP of ref 84 for the
lanthanide atom. b Ln-X distances are essentially equivalent in each
complex. (In parentheses) unsigned mean deviation of bond angles.
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Thus our parametrization scheme includes energetic data as
well as structural data. We also note that ours andp Slater
exponents (ês, êp) are quite close to those used in the INDO/S
method for these lanthanides, whereas the Slaterd exponents

(êd) are somewhat smaller than the corresponding INDO/S
values (Table 3).52

For gadolinium, each parametrization run involved the
optimization of 33 parameters (including 18 bond specific
terms) and a reference training set of 18 complexes, of which
7 contained more than 50 atoms. We carried out several
parametrization runs starting from different initial parameter
values, reference training sets, and weighting factors in the
error function. Each explicit function and gradient calculation
typically involved some 1200 SCF and force calculations,
and due to the size of the reference structures the most time-
consuming part of each SCF calculation was the transforma-
tion of the Cartesian forces (for each structure) into internal
forces. Each parametrization run usually required less than
10 explicit gradient evaluations. In line with Stewart’s
algorithm44,45 we also found that during the initial stages of
the optimization the value of the error function (S, eq 7)
dropped rapidly, partly due to the crude initial guess of the
core repulsion parameters (F, δGd-X, andRGd-X). The error

Table 2. Experimental and Calculated Average Distances
(Å) and Dihedral Angles (deg) for the Lanthanide(III) DOTA
Complexes

distancea Euc Gdd Yb

DFTb

Isomer A
N 2.699 2.690 2.645
O 2.343 2.328 2.264
æ 39.4 39.5 40.2
Isomer IA + H2O
N 2.734 (2.680) 2.729 (2.663) 2.715e

O 2.381 (2.394) 2.365 (2.367) 2.298e

O (H2O) 2.538 (2.480) 2.530 (2.463) 2.436e

æ 39.7 (38.7) 39.9 (38.5) 40.8e

Isomer IA + H2O
N 2.746 2.741 2.722
O 2.393 2.378 2.315
O (H2O) 2.523 2.519 2.441
æ -28.8 -29.1 -29.0

PM3
Isomer A
N 2.697 2.700 2.645
O 2.384 2.359 2.284
æ 38.1 37.5 37.7
Isomer A + H2O
N 2.716 2.718 2.672
O 2.416 2.391 2.317
O (H2O) 2.523 2.497 2.436
æ 38.3 37.7 37.7
Isomer IA + H2O
N 2.756 2.755 2.710
O 2.418 2.392 2.319
O (H2O) 2.523 2.497 2.434
æ -24.4 -23.0 -23.8

AM1/Sparkle
Isomer A
N 2.603 2.617 2.525
O 2.389 2.397 2.325
æ 35.4 38.0 36.9
Isomer A + H2O
N 2.608 2.627 2.530
O 2.398 2.409 2.330
O (H2O) 2.397 2.413 2.297
æ 36.1 38.6 36.7
Isomer IA + H2O
N 2.613 2.639 2.534
O 2.403 2.415 2.333
O (H2O) 2.429 2.418 2.298
æ -20.2 -22.4 -19.9

a æ is the twist angle between the basal plane occupied by four
amine nitrogens and a capped plane occupied by the carboyxlate
oxygens of the acetate arms. b B3LYP/3-21G and quasi-relativistic
ECP of ref 84 for the lanthanide atom. c (In parentheses) average
experimental values.89 d (In parentheses) average experimental
values.90 e For comparison experimental values for the Lu structural
parameters are N ) 2.614 Å, O ) 2.279 Å, O(H2O) ) 2.417 Å, and
æ ) 39.6°.95

Table 3. PM3 Parameters for Europium(III),
Gadolinium(III), and Ytterbium(III)

parametera,b units Eu Gd Yb

Uss eV -18.826233 -18.911102 -18.650043

Upp eV -7.389669 -7.242997 -7.350925

Udd eV -20.425142 -20.259917 -19.196298

Gss eV 6.016223 6.053780 6.007332

Gpp eV 6.583764 6.629378 6.637371

Gdd eV 8.686045 8.771641 8.779865

Gsd eV 6.539961 6.584258 6.593397

Hsd eV 0.709285 0.620633 0.667674

âs eV -7.731346 -7.592416 -7.727729

âp eV -3.185841 -3.038541 -3.151070

âd eV -5.068540 -4.952733 -4.988789

ês bohr-1 1.481590 1.459057 1.459151

êp bohr-1 1.655881 1.614106 1.649188

êd bohr-1 1.748437 1.705403 1.826745

F bohr 2.003400 1.704389 1.972353

δLn-H dimensionless 2.003450 2.058686 2.062443

δLn-C dimensionless 1.995470 2.041816 1.976463

δLn-N dimensionless 1.982809 1.921203 1.932329

δLn-O dimensionless 1.964953 1.909225 1.907816

δLn-F dimensionless 1.939396 1.971044 1.915106

δLn-S dimensionless 1.974976 2.126802 1.954339

δLn-Cl dimensionless 2.077221 2.061006 2.051176

δLn-Br dimensionless 2.077995 2.229090 2.142167

δLn-Ln dimensionless 3.959263 4.007627 3.969686

RLn-H Å-1 1.802290 1.823080 1.721239

RLn-C Å-1 1.767034 1.756414 1.744168

RLn-N Å-1 1.826384 1.864247 1.959332

RLn-O Å-1 1.886109 1.925632 1.977981

RLn-F Å-1 1.983411 2.090731 2.044649

RLn-S Å-1 1.869981 1.834960 1.947567

RLn-Cl Å-1 1.734821 1.770806 1.800099

RLn-Br Å-1 1.728463 1.731540 1.764436

RLn-Ln Å-1 1.556393 1.516730 1.558195
a For complexes containing B, δLn-B and RLn-B were set equal to

the corresponding values for C; for complexes containing P, δLn-P

and RLn-P were set equal to the corresponding values for N; for
complexes containing Si, δLn-Si and RLn-Si were set equal to the
corresponding values for C. b For comparison INDO/S Slater expo-
nents are as follows: ês 1.656 (Eu), 1.678 (Gd), 1.812 bohr-1 (Yb);
êp 1.448 (Eu), 1.463 (Gd), 1.549 bohr-1 (Yb); êd 2.229 (Eu), 2.243
(Gd), and 2.279 bohr-1 (Yb).52
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function evaluated using the final optimized parameters was
typically less than 20% of the function evaluated using the
initial parameters. The final gadolinium parameters are given
in Table 3. It is worth pointing out that since our modified
BFGS algorithm avoids explicit geometry optimization,50,51

there is the possibility of obtaining parameters that yield very
small gradients for the reference structures but that, upon
geometry optimization, predict structures quite different from
the reference ones. By including a relatively large number
of reference structures and coordination environments we
hope to minimize this effect (Tables S6-S8).

We found during our initial attempts to obtain lanthanide
parameters for the [Ln(DOTA)(OH2)]1-complexes, that there
was a tendency for the Ln-N distances to be overestimated
by up to 0.2 Å, and for the dilanthanide complexes, the Ln-
Ln distances were quite poorly predicted, deviating from the
DFT values by up to 0.4 Å. These problems were somewhat
overcome by scaling these internal coordinate gradients by
quite large weighting factors relative to the other internal
coordinate gradients (Table S1). Parameters for europium
and ytterbium were obtained as follows. In line with
Stewart’s suggestion,45 initial values for europium parameters
were derived from the optimized gadolinium parameters but
with the core repulsion parametersF, δGd-X, andRGd-X reset
to the values 1.0, 1.5, and 2.0. However, deriving the initial
ytterbium parameters from those for gadolinium led to a set
of parameters which yieldedd-orbital populations that were
too large to be consistent with the expected trends across
the lanthanide series. Therefore the initial ytterbium param-
eters were extrapolated from the parameters of europium and
gadolinium.

The final ytterbium parameters (Table 3) are quite close
to the corresponding gadolinium ones, the largest change
occurs for theF parameter which has increased by 16%, and,
of the 32 optimized ytterbium parameters, only eight of these
differ from the gadolinium ones by more than 5% (Table
3). Similarly, only three of the optimized ytterbium param-
eters differ by more than 5% from the europium ones, the
largest difference being for theRLn-N parameter, which
decreases by 7% (Table 3). Generally speaking, the observed
parameter changes in going from Gd to Yb (separated by
Tb, Dy, Ho, Er, and Tm) and also Eu to Yb appear to be
quite small. Stewart45 suggests interpolation or extrapolation
as ways of obtaining initial estimates for parameters; given
the closeness of the Yb parameters to those of Eu and Gd,
extrapolation may be possible, without further optimization,
to obtain parameters for other lanthanides close to the ones
reported herein (e.g., Sm, Tb, Tm, Lu). However, it is
important to recognize that the observed parameter changes
may also be influenced not only by the properties of the
elements themselves but also by the different training sets
used (Tables S6-S8).

This parametrization strategy differs from our previous
work in developing PM3 parameters for iron50,51 in that we
are able to obtain useful parameter sets without including
data concerning the charges, spin densities, and〈S2〉 value
of the reference complexes. Moreover, we found that
inclusion of the DFT atomic charges (scaling factor 2000
e-1) did not significantly improve the final results. This was

probably due to the fact that in our model our reference
lanthanide complexes were all closed-shell. Importantly, the
performance of our present approach with respect to any
chosen molecular property can be tuned by a suitable
adjustment of the weighting factors (Table S1).

The resulting parameters were then tested on a range of
complexes not included in the reference training set to select
those parameters giving the most balanced results. In line
with our parametrization of iron51 and the recently reported
AM1* parametrization,71 our goal in this work was to obtain
sets of reasonable parameters which performed well for as
many chemical applications as possible. As a result the final
optimized parameters for Eu, Gd, and Yb (Table 3) do not
necessarily correspond to those that yielded the lowest value
of the error function. In this work we only report core
repulsion parameters (δLn-X andRLn-X) for complexes in our
training set. However, for the large majority of lanthanide-
(III) complexes in the CSD61 the lanthanide ion is directly
coordinated by either oxygen or nitrogen. Thus for atoms
not directly coordinated to the lanthanide ion, for which we
have not derived core repulsion parameters, the parameters
of a closely related element can be used (e.g., for silicon
use carbon etc., Table 3).

Computational Results
In order to measure the accuracy to which our model is
capable of reproducing the reference structures, we have
calculated the unsigned mean error (UME) for (i) the
interatomic distances (R) between all the atoms of the
coordination polyhedron (UME) and (ii) the interatomic
distances (R) between the lanthanide central ion and the
atoms directly coordinated to this atom (UMELn-X).59 The
UME (or UMELn-X) for any given structure (in Å) is
calculated using eq 8

The aVerageUME and UMELn-X are also reported for
different sets of complexes (Tables 4, 5, and S6-S14).

Table 4. Average UME and UMELn-X (vs Experiment) for
Complexes Used by Other Workers60,63 in the AM1/Sparkle
Parametrization of Europium, Gadolinium, and Ytterbiuma

elementb DFTc PM3d AM1/sparkled

europium (15)
UMELn-X 0.0514 0.0607 (0.0588) 0.0767 (0.0673)
UMEe 0.0982 0.1174 (0.1132) 0.1547 (0.1514)
gadolinium (15)
UMELn-X 0.0587 0.0574 (0.0592) 0.0676 (0.0669)
UMEe 0.1306 0.1198 (0.1141) 0.1532 (0.1584)
ytterbium (15)
UMELn-X 0.0514 0.0516 (0.0630) 0.0653 (0.0835)
UMEe 0.1247 0.0967 (0.0934) 0.1667 (0.2007)

a For individual UMEs and UMELn-X values refer to Tables S9-
S11. b (In parentheses) number of complexes used for each element.
c B3LYP/3-21G and quasi-relativistic ECP of ref 84 for the lanthanide
atom. d (In parentheses) complexes calculated at the DFT level only.
e Complexes containing more than one lanthanide atom were omitted:
Eu (DOPCEQ, NUHIX and QECGOU); Gd (CULNIG10 and YAVSUJ);
and Yb (NIJFER and XEWZOO).

UME )
1

n
∑
i)1

n

|Rreference- Rcalculated| (8)
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1. Calculation of Crystal Structures Using DFT. We
have evaluated the performance of our chosen DFT method
and the PM3 model in predicting the experimental structures
(obtained from the CSD61) of complexes from the training
sets used by other workers60,63 in the parametrization of the
AM1/sparkle model. For comparison we have also calculated
these structures using our implementation of the AM1/sparkle
method. The average UME and UMELn-X values for the
europium, gadolinium, and ytterbium complexes are sum-
marized in Table 4 and also Figure 1 (see also Tables S9-
S11).60,63

Evidently, our chosen DFT method yields Ln-ligand
distances close to the experimental values with UMELn-X

of 0.0514, 0.0587, and 0.0514 Å for the europium, gado-
linium, and ytterbium complexes, respectively (Table 4).
Importantly for the prediction of crystal geometries, the
average UME indicate that the PM3 model generally predicts
structures a little closer to experiment for gadolinium and

ytterbium than does the DFT method [Eu, 0.1132 (PM3),
0.0982 (DFT); Gd, 0.1141 (PM3), 0.1306 (DFT); Yb 0.0934
(PM3), 0.1247 Å (DFT)]. This finding is somewhat surpris-
ing given that the PM3 parameters were developed using
DFT structures alone. Intuitively the quality of the PM3
structures should at best be as good as the DFT ones. The
fact that PM3 predicts structures a little closer to experiment
is likely to be due to a fortuitous cancellation of errors,
probably as a result of the approximations inherent in the
parameter optimization algorithm. One such approximation
is that for each reference structure, the parameters are
adjusted until the forces on the atoms of each structure are
minimized, rather than performing explicit geometry opti-
mization.

The average UME values at the PM3 level for these
structures [0.1174 (Eu), 0.1198 (Gd), 0.0967 Å (Yb)] are
smaller than the corresponding AM1/sparkle values [0.1547
(Eu), 0.1532 (Gd), 0.1667 Å (Yb)] even though the PM3
model was parametrized to reproduce DFT gas-phase
geometries and not crystal structures (Table 4). It would
appear the PM3 model is a notable improvement over the
existing AM1/sparkle model and can even rival DFT for
accuracy in predicting the structures of various lanthanide
crystal complexes. Figure 1 shows a plot of the UMEs (vs
experiment) calculated for each of the europium, gadolinium,
and ytterbium crystal structures. Overall the PM3 model
generally gives smaller UMEs for the crystal structures than
does the AM1/sparkle model. It is not surprising that the
PM3 model is superior to the AM1/sparkle model given its
increased flexibility due to the greater number of adjustable
parameters. Importantly, despite the increase in the number
of parameters for our PM3 model compared to the AM1/
sparkle model60 the actual increase in calculation time is
negligible.

2. Calculation of Complexes in the PM3 Training Sets.
We first discuss the average UME and UMELn-X for the PM3
and AM1/sparkle calculations for each PM3 training set
(summarized in Table 5 and Figure 2; see also Tables S6-
S8) to measure the accuracy to which they can reproduce
the results of the DFT calculations. Figure 2 shows a plot of

Figure 1. UME (Å) (vs experiment) for the complexes used
by other workers60,63 in the AM1/sparkle parametrization of
europium, gadolinium, and ytterbium. Refer to Tables S9-
S11 for individual UMEs. Complexes containing more than
one lanthanide atom were omitted: Eu (DOPCEQ, NUXHIX,
and QECGOU); Gd (CULNIG10 and YAVSUJ); and Yb
(NIJFER and XEWZOO).

Table 5. Average UME and UMELn-X (vs DFTa) for
Complexes in the Europium, Gadolinium, and Ytterbium
PM3 Training Setsb

elementc AM1/sparkled PM3d

europium
UMELn-X 0.1984 (0.1005) 0.0355 (0.0329)
UMEe 0.2812 (0.1570) 0.0963 (0.0896)
gadolinium
UMELn-X 0.1875 (0.0821) 0.0254 (0.0316)
UMEe 0.2725 (0.1296) 0.0720 (0.0735)
ytterbium
UMELn-X 0.1801 (0.0873) 0.0283 (0.0292)
UMEe 0.2835 (0.1752) 0.0677 (0.0807)

a B3LYP/3-21G and quasi-relativistic ECP of ref 84 for the lan-
thanide atom. b For individual UME and UMELn-X values refer to
Tables S6-S8. c (In parentheses) number of complexes used for
each element. d (In parentheses) values not including LnX3 (X ) H,
CH3, Cl, F, Br, NH2). e Complexes containing more than one lan-
thanide atom were omitted: Eu (DOPCEQ); Gd (ACAQGD01 and
YAVSUJ); and Yb (XEWZOO).
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the UMEs for each of the complexes in the europium,
gadolinium, and ytterbium training sets. As expected the
UMEs (vs DFT) for each structure are considerably smaller
at the PM3 level than at the AM1/sparkle level. For each
lanthanide, the average UMELn-X for each training set
indicates the PM3 structures are very close to those at the
DFT level [0.0355 (Eu), 0.0254 (Gd), and 0.0283 Å (Yb)].
Not surprisingly, the PM3 average UMELn-X are considerably
better than those calculated using the AM1/sparkle param-
eters given that the AM1/sparkle model was parametrized
to reproduce crystal structures [0.1984 (Eu), 0.1875 (Gd),
0.1801 Å (Yb)].60,63 These findings are also reflected in the
average UMELn-X when considering only the poly coordi-
nated complexes (Table 5). The average UME (which reflects
the ability of the semiempirical model to reproduce the
geometry of the coordination polyhedron) are significantly
smaller at the PM3 level [0.0963 (Eu), 0.0720 (Gd), 0.0677

Å (Yb)] than at the AM1/sparkle level [0.2812 (Eu), 0.2725
(Gd), 0.2835 Å (Yb)]. We turn now to discuss the complexes
involving the DOTA ligand calculated using our new PM3
model.

[Ln(DOTA)(OH 2)]1- (Ln ) Eu, Gd, or Yb). The mean
Ln-ligand distances of the complexes involving the DOTA
ligand calculated at the DFT (B3LYP), AM1/sparkle, and
PM3 level along with the available experimental data are
giveninTable2.Therelativeenergiesofthe[Ln(DOTA)(OH2)]1-

isomers (A and IA) calculated at the DFT, AM1/sparkle, and
PM3 levels are reported in Table 6.

It is now well understood that in solution [Ln(DOTA)]-

complexes exist in two interconverting diasteromeric forms
which differ in their arrangement of the acetate arms. For
each form, the arrangement of the nitrogen and acetate
oxygen atoms (which define two parallel squares) are twisted
by an angleæ, yielding square antiprismatic (A) (æ ∼ 40°)
and inverted antiprismatic (IA) (æ ∼ -20°) geometries. In
solution the ninth coordination site is occupied by a single
water molecule which undergoes rapid exchange with the
surrounding bulk solvent and enhances the water proton
relaxation rate.87,88

We first compare our DFT calculations with the available
experimental data (Table 2).89,90Evidently, at the DFT level
the Ln-N and the Ln-OH2 distances are overestimated,
whereas the Ln-O(DOTA) interactions are well-described
at this level (Table 2). Previous calculations at the HF/3-
21G level (46+ 4fn ECP for lanthanides) have shown that
for the [Ln(DOTA)(OH2)]1- complex (Ln) La, Gd, Ho,
Lu) there is a decrease in the calculated metal-ligand
distances across the series coupled with a decrease in the
stability of the nonacoordinated A isomer.23 Thus our DFT
structures of these complexes are in good agreement with
the HF values in that there is a significant decrease in the
metal-ligand distances from Eu through to Yb. For example,
for the hydrated A isomer of the DOTA complex, the Ln-
OH2 distance decreases from 2.538 to 2.436 Å in going from

Figure 2. UME (Å) (vs DFT) for complexes in the europium,
gadolinium, and ytterbium PM3 training sets. Refer to Tables
S6-S8 for individual UMEs. Complexes containing more than
one lanthanide atom were omitted: Eu (DOPCEQ); Gd
(ACAQGD01 and YAVSUJ); and Yb (XEWZOO). AM1/sparkle
UMEs for LnH3 complexes were also omitted: Eu (1.3616 Å);
Gd (1.5713 Å); and Yb (1.5625 Å).

Table 6. Relative Energies (kcal mol-1) of the Complexes
Involving the DOTA Ligand, Calculated at the DFT,
AM1/Sparkle, and PM3 Levels of Theory

complexb Eu Gd Yb

DFTa

[Ln(DOTA)]1- (A) + H2O 0.0 0.0 0.0
[Ln(DOTA)(OH2)]1- (A) -42.7 -42.7 -40.7
[Ln(DOTA)(OH2)]1- (IA) -36.8 -36.7 -33.7
∆E(A-IA) -5.9 -6.0 -7.0

PM3
[Ln(DOTA)]1- (A) + H2O 0.0 0.0 0.0
[Ln(DOTA)(OH2)]1- (A) -23.7 -31.2 -22.6
[Ln(DOTA)(OH2)]1- (IA) -21.4 -28.9 -17.6
∆E(A-IA) -2.3 -2.3 -5.0

AM1/Sparkle
[Ln(DOTA)]1- (A) + H2O 0.0 0.0 0.0
[Ln(DOTA)(OH2)]1- (A) 4.7 -17.8 -5.6
[Ln(DOTA)(OH2)]1- (IA) 16.5 -6.6 6.1
∆E(A-IA) -11.8 -11.2 -11.7
a B3LYP/3-21G and quasi-relativistic ECP of ref 84 for the lan-

thanide atom. b ∆E is the relative energy of the A and IA isomers of
[Ln(DOTA)(OH2)]1-.
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Eu to Yb (Table 2). In agreement with the calculations of
Consentino et al. the Ln-O(DOTA) distances of the A
isomer are predicted to be shorter than those of the IA isomer
(Table 2).23 Also, the general trend in increasingæ angles
(Yb > Gd > Eu) for the nonacoordinated species reflects
the decreasing ionic radius across the series leading to more
compact structures (Table 2).

We turn now to the semiempirical calculations of the
DOTA complexes. For each of the complexes (at both
PM3 and AM1/sparkle level) the Ln-ligand distances
decrease across the series as Eu> Gd > Yb. The PM3
Ln-OH2 distances (isomer A) decrease going from Eu to
Yb [2.523 (Eu), 2.497 (Gd), and 2.436 Å (Yb)] and are
close to the corresponding values calculated at the DFT
level (2.538, 2.530, 2.436 Å, Table 2). However, the AM1/
sparkle Ln-OH2 distances (A isomer) are less well predicted
being ca. 0.1 Å shorter than the DFT values (Table 2).
Similarly, the AM1/sparkle Ln-N distances for each
structure are generally too short by some 0.1 Å or greater
(Table 2).

As the ionic radius of the lanthanide cation decreases, the
ninth coordination site at the metal center becomes less
accessible; the structure around the ion becoming more
compact. As a result the stability of the nonacoordinated
species (isomers A and IA) should decrease, relative to the
nonhydrated complex (isomer A).23 This is indeed the trend
predicted from the DFT calculations as the relative stability
of the A and IA isomers decreases from-42.7 and-36.8
(Eu) to -40.7 and-33.7 (Yb) kcal mol-1, respectively
(Table 6). However, at both the PM3 and AM1/sparkle levels
the trend is less clear. Evidently at the PM3 level the binding
energies of the water molecules for the Eu, Gd, and Yb
(isomer A) complexes (-23.7,-31.2, and-22.6 kcal mol-1,
Table 6) are much closer to the corresponding DFT values
(-42.7, -42.7, and-40.7 kcal mol-1) than for the AM1/
sparkle model (4.7,-17.8, and-5.6 kcal mol-1, Table 6).
Overall, the PM3 estimates for the water-binding energies
are quite poor and to achieve better estimates of energetic
properties will probably require a greater number of energetic
data in the fitting function, in line with our fitting function
used to obtain parameters for iron.51 Here, we note that the
observed trend in our DFT calculations mirrors that of
previous DFT studies (B3LYP/6-311G**) on a series of
[Ln(DOTA)(OH2)]1- complexes in which the water binding
free energy decreases across a series as La> Gd > Ho >
Lu (-3.84,-2.64,-0.81, and 0.20 kcal mol-1).23 Surpris-
ingly, for this same series of complexes the Ln-OH2

distances are found to also decrease as 2.635, 2.515, 2.462,
and 2.424 Å, respectively (HF/3-21G in vacuo) in line with
experiment.23

We finally note that the relative energies of the A and IA
isomers at both the PM3 and AM1/sparkle levels are quite
close to the corresponding DFT values (Table 6), although
we find that the PM3 method underestimates and the AM1/
sparkle model overestimates the relative stabilities (Table
6).

CSD Complexes.The UME and the UMELn-X values for
each complex in the PM3 training sets are given in Tables
S6-S8. The mean Ln-ligand bond distances for each

complex are given in Tables S2-S4. Within each training
set for Eu, Gd, and Yb there are a range of lanthanide
coordination environments includingâ-diketone, nitrate,
mono-, bi-, tri-, and polydentate ligands as well as dilan-
thanide complexes (Figures S2-S4). Each structure was
obtained from the CSD61 and optimized at the B3LYP/3-
21G level using the quasi-relativistic 46+ 4f n ECP of Dolg
et al.84 for the lanthanide atoms. We now compare structures
both from the AM1/sparkle model and from our new PM3
model with those calculated at the DFT level.

Europium(III) Complexes. The training set for europium
(Tables S2 and S6) involved 9 structures with up to
decacoordination of the central Eu(III) ion (PHASEU and
PUHYEW01); the largest complex containing 66 atoms
(KAFDOK). At the PM3 level, the closest agreement
between PM3 and DFT was found for the KIFKOZ02
complex (UME) 0.0381 Å, Table S6), whereas the largest
discrepancy was calculated for the JUGBUI complex (UME
) 0.1943 Å, Table S6). We find the europium-water oxygen
distances are quite well predicted in the dieuropium complex
[DOPCEQ, 2.534 (PM3), 2.501 Å (DFT), Table S2] and also
in the complexes involving the terpyridine [PUHYEW01,
2.530 (PM3), 2.492 Å (DFT), Table S2] and trihydroxyhex-
ane ligands [FOCQOD, 2.469 (PM3), 2.520 Å (DFT), Table
S2]. Similarly, the europium-nitrate oxygen distances at the
PM3 level are in satisfactory agreement with the DFT
calculations [FOCQOD, JUGBUI, PHASEU, PUHYEW01,
2.492, 2.540, 2.550, 2.563 Å (PM3); 2.465, 2.493, 2.509,
2.574 Å (DFT), Table S2]. Finally we note that for the
dieuropium complex involving bidentate acetate ligands
(DOPCEQ), the Eu-Eu distance is somewhat underestimated
at the PM3 level [3.852 Å (PM3), 3.983 Å (DFT), Table
S2].

Gadolinium(III) Complexes. The training set for gado-
linium (Tables S3 and S7) involved 9 structures with up to
decacoordination of the central Gd(III) ion (PADEGA10);
the largest complex containing 61 atoms (ZIPJIR). The
smallest difference between the PM3 and DFT calculations
is found for the complex involving oxydiacetate (NAOAGD,
UME ) 0.0665 Å, Table S7) ,while the largest discrepancy
is calculated for the coordination polyhedron of the thiocy-
anate complex (KERKUN, UME) 0.1081 Å, Table S7).
At the PM3 level the Gd-Gd distances in the two digado-
linium complexes are predicted with varying degrees of
success. In the complex involving primarily bidentate acetate
ligands (ACAQGD01) the PM3 Gd-Gd distance differs
from that of the DFT structure by 0.06 Å (Table S3), whereas
in the complex involving the bridging nitrate ligands (YAV-
SUJ), the PM3 Gd-Gd is too short by some 0.16 Å (Table
S3). The PM3 calculations of the complexes involving water
mirror those of europium in that the gadolinium-water
oxygen distances are well predicted at this level in a range
of coordination environments (ACAQGD01, KERKUN,
YAVSUJ, ZIPJIR, Table S3). Furthermore, the gadolinium-
nitrogen distances are also well described in the BAFZIS,
KERKUN, PADEGA10, and ZIPJIR complexes differing
from the DFT values by 0.01-0.06 Å (Table S3).

Ytterbium(III) Complexes. The training set for ytterbium
(Tables S4 and S8) involved 10 structures with up to
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nonacoordination of the central Yb(III) ion; the largest
complex contained some 98 atoms (XEWZOO). The largest
discrepancy between the DFT and the PM3 structures occurs
for the FEBGAU complex, the UME being 0.2041 Å (Table
S8) which suggests a notable distortion of the coordination
polyhedron at the PM3 level. The closest agreement with
DFT is calculated for the complex involving the terpyridine
ligand (FONQUU01, UME) 0.0446 Å, Table S8). Again,
the Ln-water oxygen distances are quite well predicted at
the semiempirical level in a range of different coordination
environments [NENTOP, QALFIS, QOZVUW; 2.414, 2.410,
2.393 Å (PM3); 2.387, 2.366, 2.439 Å (DFT), Table S4].
Good agreement is also found in the ytterbium-nitrogen
distances where the largest difference between DFT and PM3
is calculated for the LOEAYB10 complex, the PM3 values
being on average some 0.06 Å longer than the DFT ones
(Table S4). We note in the diytterbium complex (XEWZOO)
the Yb-Yb distance is quite poorly predicted [4.234 (PM3),
4.623 Å (DFT), Table S4]. Such complexes are quite difficult
to calculate accurately, given their large degree of confor-
mational flexibility.

LnX 3 (Ln ) Eu, Gd or Yb; X ) H, Me, F, Cl, Br, or
NH2). There have been a number of theoretical studies of
the lanthanide(III) trihalides which have sought to clarify
the nature of the bonding, particularly the degree of covalent
character in these species.17,91,92,93DFT calculations suggest
the interaction is predominantly ionic especially for the
lighter halogens and lanthanides, while for the more polariz-
able bromide or iodide there is some non-negligible ligand-
to-metal charge transfer.91

The AM1/sparkle model has been parametrized primarily
to reproduce structures of high coordination complexes, and
therefore its ability to predict the geometries of low
coordination complexes is not clear.60,63 Since our goal in
this work is to develop a completely general set of lanthanide
parameters, we have also included a range of tricoordinated
lanthanide(III) complexes in our training sets. Here, the use
of the modified core repulsion function (eq 6)45,50,51,70-72

allows for the fine-tuning of the structures where different
atoms (other than nitrogen or oxygen) are directly coordi-
nated to the lanthanide(III) ion. The structures of the
tricoordinated lanthanide(III) complexes calculated at the
DFT, AM1/sparkle, and PM3 level are given in Table 1. In
Table S15, thed-orbital populations and charges (calculated
at the DFT and PM3 level) for each of the tricoordinated
complexes are also reported.

We first note that our DFT calculations are in good
agreement with the calculations of Perrin et al. using the
B3PW91 functional.91 The hydride and alkyl complexes are
strongly pyramidal and for fluoride a pyramidal structure is
preferred, but for the heavier halides the complexes become
increasingly planar. The calculations of Perrin et al.91 suggest
the Ln-X bond is predominantly ionic, and the pyramidal-
ization of the complexes is related to the involvement of the
valence d orbitals in the Ln-X bond. Therefore those
complexes with the least population of the lanthanided
orbitals are found to be more pyramidal, while the increasing
covalency with the heavier halides stabilizes the planar
interactions throughdπ-pπ interactions.

The calculated Ln(III)-ligand distances are quite well
reproduced at the PM3 level (Table 1), although we note
that the trend of decreasing Ln(III)-X distances across the
series (Eu to Yb) shown by DFT is not well defined; only
for fluoride, chloride, and amide does the PM3 trend reflect
that of the DFT calculations (Table 1). However, at the PM3
level the calculations correctly predict the hydride, alkyl, and
fluoride complexes to be pyramidal, although the degree of
pyramidalization is overestimated for hydride and fluoride
complexes and underestimated for the alkyl complexes (Table
1). Evidently, despite these discrepancies, the PM3 model
is a significant improvement over the AM1/sparkle model60,63

which predicts all the structures to be trigonal planar. Clearly,
the inclusion of atomic orbitals and the use of a modified
core repulsion function has led to a significant improvement
of the semiempirical description of these complexes. How-
ever, the trends in thed orbital occupations and atomic
charges are less well reproduced (Table S15). For each ligand
(H, Me, F, Cl, Br, NH2) DFT predicts a decrease in thed
orbital populations and an increase in the atomic charge
moving from left to right across the lanthanide series (Eu,
Gd, Yb). The trend in decreasingd orbital populations across
the series (for each ligand) is essentially mirrored by the
PM3 calculations even though the magnitude and trends in
the atomic charges are quite different from the DFT
calculations (Table S15). For the halides, thed orbital
populations for any given lanthanide are calculated to be F
< Cl < Br at the DFT level, whereas at the PM3 level this
order is reversed. The inclusion and suitable weighting of
the atomic charges and orbital occupations in the error
function or the appropriate modification of the ligand atom
parameters may help to alleviate this problem.

3. Calculation of Complexes not in the PM3 Training
Sets.In the development of the AM1/sparkle model, each
parameter set has been extensively tested in the calculation
of a range of complexes from the CSD.61 For this reason we
decided to test our parameters for Eu, Gd, and Yb on up to
10 additional complexes (each optimized at the DFT level)
from the CSD. We have therefore compared our PM3
calculations on a total of 28 (Eu), 28 (Gd), and 29 (Yb)
complexes calculated at the DFT level, which we believe is
sufficient to reflect a range of coordination environments.
The UME for the additional complexes are given in Tables
S12-S14. We can see that in general the agreement is
extremely satisfactory.

Forall Eu(III), Gd(III), and Yb(III) complexes considered
herein, the average UMELn-X PM3 values for all interatomic
distances between the lanthanide(III) ion and the ligand atoms
of the first coordination sphere are 0.04, 0.03, and 0.03 Å,
respectively (summarized in Table 7). These are smaller than
the AM1/sparkle values of 0.09 Eu(III), 0.07 Gd(III), and
0.07 Yb(III), for their respective test sets. As far as the
average UME are concerned (Table 7), the PM3 values are
notably smaller (approximately half) than the corresponding
AM1/sparkle values, which suggests the inclusion of lan-
thanide centered orbitals is important in describing the
angular arrangement of ligands. We note that due to the
computational expense of optimizing each of our test
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structures at the DFT level our test sets are smaller than those
for the AM1/sparkle model.60,63

Conclusions
There are considerable difficulties in carrying out accurate
“high level” DFT or ab initio calculations on lanthanide
containing complexes. In particular, all-electron studies are
generally prohibitive due to the large number of electrons
and orbitals associated with the lanthanide atoms themselves;
there are also difficulties in treating the 4f electrons and
accounting for both relativistic effects and electron correla-
tion. These problems have in part been addressed by the use
of relativistic effective core potentials which incorporate
relativistic effects into the core therefore reducing the
computational effort for SCF calculations.18 Further ap-
proximations can be made, such as the inclusion of the 4f
electrons into the core, without significantly compromising
the accuracy of the final results.

Semiempirical methods take these approximations much
further. The AM1/sparkle model for lanthanides has been
quite successful in describing a range of highly coordinated
lanthanide complexes.60,63 The sparkle model relies on the
fact that for many lanthanide complexes the Ln-ligand bonds
are largely electrostatic in nature. While the approximations
in such a model appear to be quite severe, the AM1/sparkle
model does quite well in predicting the coordination poly-
hedron of various lanthanide(III) complexes. Since the
sparkle model assumes complete ionization of the valence
electrons, covalent effects which may in some complexes
be non-negligible cannot be included. Therefore in this work
we have sought to build upon the suggestion by Freire et al.
that covalent effects could be accounted for in semiempirical
sparkle calculations by the inclusion of a set of orbitals on
the sparkle atom.60 Thus our PM3 model takes the ap-
proximations inherent in a DFT/RECP calculation further,
but the approximations used are less severe compared to the
AM1/sparkle approach.

Although semiempirical MO methods are formally mini-
mal basis methods, we find that our parametrized PM3 model
is generally comparable to DFT calculations using a 3-21G
basis and the quasi-relativistic core potential of Dolg et al.84

for the complexes calculated herein. The closeness of the
PM3 results to the DFT calculations indicates we have been

quite successful in developing a model and an appropriate
parametrization strategy for obtaining semiempirical param-
eters for trivalent lanthanide complexes. Furthermore, our
model is also shown to be essentially superior to the AM1/
sparkle model for predicting crystal structures even though
our model has been parametrized to reproduce DFT calcula-
tions. This is not surprising in view of the flexibility resulting
from the number of adjustable parameters included in the
PM3 model. We have sought to obtain a parameter set that
will allow a large range of lanthanide(III)-ligand interactions
to be considered. The results presented here show that in
general we have been quite successful in being able to predict
the structural and to a lesser extent the more demanding
energetic quantities of theses species. We could, most
probably, achieve greater accuracy by including a larger
number of energetic reference data in our training sets, a
larger training set, and possibly obtaining initial one-center
parameters for europium and ytterbium directly from ex-
perimental data rather than using the gadolinium parameters
for initial estimates. As with DFT calculations using RECPs,
a given semiempirical core is only likely to be valid for a
given formal oxidation state of the lanthanide atom.94

Therefore the current model may not be successful in
describing processes which involve a change in the formal
oxidation state of the lanthanide. However, we believe the
parameter set presented here would represent a good starting
point for further refinement of the PM3 model for the
elements (Eu, Gd, Yb) reported herein and the remaining
lanthanide metals.
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Abstract: The energetics of methyl-transfer reactions from dimethylammonium, tetramethy-

lammonium, and trimethylsulfonium to dimethylamine were computed with density functional

theory, MP2, CBS-QB3, and quantum mechanics/molecular mechanics (QM/MM) Monte Carlo

methods. At the CBS-QB3 level, the gas-phase activation enthalpies are computed to be 9.9,

15.3, and 7.9 kcal/mol, respectively. MP2/6-31+G(d,p) activation enthalpies are in best

agreement with the CBS-QB3 results. The effects of aqueous solvation on these reactions were

studied with polarizable continuum model, generalized Born/surface area (GB/SA), and QM/

MM Monte Carlo simulations utilizing free-energy perturbation theory in which the PDDG/PM3

semiempirical Hamiltonian for the QM and explicit TIP4P water molecules in the MM region

were used. In the aqueous phase, all of these reactions proceed more slowly when compared

to the gas phase, since the charged reactants are stabilized more than the transition structure

geometries with delocalized positive charges. In order to obtain the aqueous-phase activation

free energies, the gas-phase activation free energies were corrected with the solvation free

energies obtained from single-point conductor-like polarizable continuum model and GB/SA

calculations for the stationary points along the reaction coordinate.

Introduction
The transfer of methyl groups is a widely observed process
in biological pathways; methyl groups are routinely trans-
ferred to reaction intermediates during the synthesis of a
variety of compounds such as lignin, phenylpropene, some
alkaloids, and phospholipids.1-4 Enzymes that catalyze
methyl-transfer reactions generally utilize compounds with
active methyl substituents such as S-adenosyl-L-methionine
(SAM).1-7 The cofactor SAM is involved in several trans-
methylation reactions, such as the synthesis of neurotrans-
mitters in the brain.5,6 CatecholO-methyl-transferase utilizes
SAM as the methyl source for the methylation of cytosine,

adenine, and catechol.7,8 Modification of adenine within DNA
through the transfer of a methyl group is a common defense
mechanism in biological organisms that enables them to
distinguish host DNA from viral DNA.8 In addition, three
different types of methyl-transfer enzymes are known to
utilize SAM to transfer methyl groups to DNA.9

In order to understand the magnitude of the enzymatic
acceleration of methyl-transfer reactions, it is important to
know the rate of methyl-transfer reactions in water in the
absence of protein (background reaction). These uncatalyzed
rate constants (knoncat) are used to calculate the rate enhance-
ments (kcat/knoncat) and proficiencies [(kcat/KM)/knoncat] of the
enzymes.10 For slow reactions, Wolfenden and Callahan have
estimated uncatalyzed rates by measuring the rate constants
at elevated temperatures and extrapolating them to room
temperature.10 An alternative approach is to compute the
activation energies of these uncatalyzed reactions. In order
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to estimate the aqueous-phase rate constants with good
accuracy, reliable solvation energies need to be generated.
This is a very challenging problem that has attracted much
attention. Warshel and Weiss have approached this problem
by developing the empirical valence bond (EVB) method to
generate an approximate potential energy surface for reac-
tions in solution.11aEVB was used to compute the activation
energies for a variety of background reactions with reason-
able accuracy; these were subsequently compared to enzy-
matic reactions.11 Warshel demonstrated that enzymes pro-
vide a more efficient charge stabilization environment for
the transition structures (TSs) by anchoring side-chain and
backbone dipoles in appropriate orientations.11b The free-
energy profile for the hydrolysis of the phosphate ester in
solution was also studied using Langevin dipoles and
polarized continuum methods.11c Detailed investigation for
the general base-catalyzed methanolysis of formamide was
also carried out, and it was found that the gas-phase reaction

paths did not provide an adequate model for the reactions in
solution, emphasizing the need for accurate solvation
methods.11d

Wolfenden and Callahan measured the activation param-
eters of the three methyl-transfer reactions that are shown
in Scheme 1.10 The rate of the uncatalyzed methyl-transfer
reaction from trimethylsulfonium to dimethyamine in the
aqueous phase was used to obtain the catalytic rate enhance-
ment of the enzyme histamine N-methyl-transferase that
catalyzes the metabolism of histamine and is responsible for
the termination of the neurotransmitter action of histamine
in the brain.6,10 It was found that this enzyme enhances the
rate of the methyl-transfer reaction by 5× 1013.10 The rate
enhancement of catecholO-methyltransferase, which cata-
lyzes the transfer of the methyl group from SAM to an
oxygen nucleophile, is reported to be on the order of 1017

by using the same uncatalyzed rate constant for this
enzyme.10

Scheme 1. Methyl-Transfer Reactions in Aqueous Phase Studied by Wolfenden

Figure 1. Geometries of stationary points for reactions A, B, and C located at the B3LYP/6-31+G(d,p) level. RC: reactive
complex, TS: transition state, PC: product complex. Full geometrical parameters are given in the Supporting Information.
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The factors controlling the catalytic efficiency of catechol
O-methyltransferase have been investigated theoretically.12

Roca et al. calculated the activation free energy of methyl-
transfer reactions from trimethylsulfonium to the catecholate
ion in water and from SAM to the catecholate ion in water
and in an enzyme environment by making use of the quantum
mechanics/molecular mechanics (QM/MM) methodology.12a

The QM/MM computed activation free energy for the
aqueous methyl-transfer reaction (26.9 kcal/mol) was found
to be in reasonable agreement with the experimental estimate
(30.8 kcal/mol) of this methyl-transfer reaction. The reasons
behind the efficiency of the enzymatic reaction over the
aqueous-phase reaction have been discussed in detail.12a In
addition, the same catalytic and aqueous-phase reactions have
been studied by using quantum mechanics/free-energy
simulations (QM-FE) by Kuhn and Kollman.12b The QM-
FE barriers for the enzymatic and aqueous-phase methyl-
transfer reactions are reported to be 24.5 and 29.5 kcal/mol,
respectively. Bruice and Zheng have calculated the gas-phase
and condensed-phase activation energies for trimethylsulfo-
nium to the catecholate ion by using quantum mechanics.12c

On the basis of molecular dynamics simulations, it has been
shown that the enzyme active site does not change signifi-
cantly upon binding to either reactants or the transition
structure for this methyl-transfer reaction.12d Bruice and co-
workers have also shown that SAM and catecholate ions
spend significant amounts of time in the “near attack
conformer” (NAC) and came to the conclusion that the basis
of the catalytic power of the catecholO-methyl-transferase
arises from populating the NACs.12d,e

Transfer of a methyl group from trimethylsulfonium to
pyridine has been computed previously with the B3LYP/6-
31+G(d) level in the gas phase.13 Effects of solvation on
the activation barrier of this reaction with different solvents
were investigated. Theoretical calculations revealed that,
when the gas-phase density functional theory (DFT) activa-
tion free energies were corrected with QM/MM/Monte Carlo
(MC) solvation corrections, the computed (25.9 kcal/mol)
and experimental (29.6 kcal/mol) activation free energies
were in good agreement.13 In addition, the steric effects of
various SN2 reactions involving chloride and five different
chlorocarbons have been computed in the gas phase with
CBS-QB3 and PDDG/PM3 methods.14 The transition-state
carbon-chlorine distances computed with CBS-QB3 and
PDDG/PM3 were found to be essentially the same in both
methods.14 Solvation corrections for these reactions were
calculated using QM/MM/MC simulations as well as the
conductor-like polarizable continuum model (CPCM) method,
and both methods gave similar condensed-phase activation
enthalpies.14

The aim of the research described in this paper was to
test various quantum mechanical and solvation methods for
simple methyl-transfer reactions to determine the appropriate
level of theory necessary to reproduce the kinetics of
aqueous-phase reactions with high accuracy. The gas-phase
reaction mechanisms were computed with DFT, Møller-
Plesset perturbation theory, and CBS-QB3 methods. Solva-
tion corrections were obtained with the CPCM, generalized
Born/surface area (GB/SA), and free-energy QM/MM/MC

simulations using the PDDG/PM3 semiempirical Hamilto-
nian for the solute and TIP4P water molecules for the solvent.

Methodology
The gas-phase energetics were computed with DFT,15,16

MP2,17 and CBS-QB318 levels of theory by using Gaussian
9819 and Gaussian 03.20 For DFT calculations, the B3LYP21,22

functional with 6-31G(d), 6-31G(d,p), and 6-31+G(d,p) basis
sets and the MPW1K23 functional with the 6-31+G(d,p) basis
set were used. For MP2 calculations, 6-31G(d) and 6-31+G-
(d,p) basis sets were used. The accuracies of these methods
and basis sets were tested against the more accurate CBS-
QB3 activation energies.

Solvation effects for these reactions were studied by using
the CPCM24 method and GB/SA25-27 as implemented in the
BOSS program.28 Single-point CPCM and GB/SA calcula-
tions were utilized for all of the stationary points located in
the gas phase in order to obtain the solvation free energies
for the reactants, products, and transition structures. The gas-
phase activation free energies were corrected with these
solvation corrections to estimate the activation free energies

Figure 2. Enthalpies (kcal/mol) calculated with B3LYP/6-
31+G(d,p) for the gas phase. CBS-QB3 values for the
reactants, transition states, and products are given in paren-
theses.

Table 1. Activation Enthalpies of Reactions A, B, and C
(kcal/mol)

method reaction A reaction B reaction C

B3LYP/6-31G(d) 6.0 11.5 2.2
B3LYP/6-31G(d,p) 6.0 11.7 2.4
B3LYP/6-31+G(d,p) 8.4 14.0 4.8
MPW1K/6-31+G(d,p) 12.4 17.9 9.0
MP2/6-31G(d) 8.7 13.9 5.9
MP2/6-31+G(d,p) 9.8 14.7 7.0
CBS-QB3 9.9 15.3 7.9

Table 2. Activation Free Energies of Reactions A, B, and
C (kcal/mol)

method reaction A reaction B reaction C

B3LYP/6-31+G(d,p) 17.9 24.2 13.6
MP2/6-31+G(d,p) 19.9 25.3 16.4
CBS-QB3 19.4 24.8 18.0
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in the aqueous phase. Benchmarking studies showed that,
when CM1A29,30 charges are used in conjunction with GB/
SA solvation corrections, experimental hydration free ener-
gies can be reproduced with a high accuracy.25-27 The GB/
SA solvation free energies for the methyl-transfer reactions
studied here were computed by using the methodology
described by refs 25-27.

QM/MM/MC simulations from BOSS were used to obtain
the hydration free energies with explicit solute-solvent
interactions by making use of statistical averaging of the
possible configurations. The QM/MM method has been
established as a good technique for studying the chemical
reactions in both solution and enzyme environments.31

Several QM/MM methods have been utilized, and these
methods differ in their treatment of the quantum mechanical
and/or molecular mechanics regions.31 An overview of the
applications of the QM/MM method for studying enzyme
reactivity has been published by Gogonea.31a In order to
determine the effect of solvation on the reaction coordinate,
free-energy perturbation (FEP) calculations were carried out
in the NPT ensemble. In these FEP calculations, the solutes
were treated in the QM region and water molecules were
described in the MM region. The configurational space was
explored using the Metropolis Monte Carlo algorithm. This
method has been shown to give excellent results for SN2
reactions,14 nucleophilic aromatic substitution reactions,32a

Kemp decarboxylations,32b,c and Cope elimination32d reac-
tions. In these FEP simulations, the reaction coordinates were
explored with increments of 0.01 Å by the sampling of all
other degrees of freedom from separated reactants to the
products through transition states. Since this procedure
requires ca. 15 million single-point QM calculations per
system, the use of the fast semiempirical PDDG/PM333 QM
method was necessary. The solvent water molecules were
represented with the TIP4P water model.34 For electrostatic
contributions to the solute-solvent energy, unscaled CM1
charges were calculated for the solute with the PDDG/PM3
Hamiltonian. For each heavy atom of the solutes, one water
molecule was extracted from the pre-equilibrated solvent box
of 750 water molecules to make space for the solutes.
Simulations were run at 25°C and 1 atm. In each simulation,
equilibration of 2.5 M configurations was followed by
averaging of 5 M configurations. In this method, the
interaction between the QM region and MM region is treated
through nonbonded electrostatic interactions and Lennard-
Jones parameters. Solute-solvent and solvent-solvent in-
termolecular cutoff distances of 10 Å were applied on the

basis of center of mass separations. A feathering of the
intermolecular interactions within 0.5 Å of the cutoff was
applied. This methodology gives accurate results for charged
and neutral species.14,32

Results and Discussion
Gas-Phase Calculations.Methyl transfers from charged
ammonium or sulfonium compounds to neutral amines
proceed via an SN2 reaction mechanism. The methyl group
inverts during the reaction in a backside displacement
process. The geometries for the stationary points obtained
at this level of theory are given in Figure 1, and the
corresponding potential energy surfaces for these SN2 reac-
tions in the gas phase, computed at the B3LYP/6-31+G-
(d,p) level of theory, are shown in Figure 2. In the gas phase,
all three reactions proceed through the formation of reactant
and product ion-dipole complexes (RC and PC, respectively,
in Figure 1) whose energies are lower than the sum of the
reactant energies. The geometries for the ion-dipole com-
plexes were located by following the imaginary frequencies
of the transition structures along the reaction path toward
reactants and products by intrinsic reaction coordinate (IRC)
calculations and then optimizing the last IRC geometries.
In order to test the accuracy of various types of calculations,
enthalpies are computed with different basis sets and
functionals at the DFT and MP2 levels, and these enthalpies
are compared to the more accurate CBS-QB3 results (Table
1). Diffuse functions are found to be crucial for the accurate
description of these methyl-transfer reactions. MP2/6-31+G-
(d,p) activation enthalpies for all three reactions agree best
with the activation enthalpies obtained at the CBS-QB3 level.
B3LYP/6-31+G(d,p) activation barriers are in good agree-
ment with CBS-QB3 activation barriers for the methyl-

Table 3. Enthalpies of the Reactant Complexes (RC), Transition Structures (TS), Product Complexes (PC), and Products
(P) Relative to the Reactants (R) at Infinite Separation (kcal/mol) [BS1:6-31G(d), BS2:6-31+G(d,p)]

reaction A reaction B reaction C

B3LYP MP2 B3LYP MP2 B3LYP MP2

BS1 BS2 BS2 CBS-QB3 BS1 BS2 BS2 CBS-QB3 BS1 BS2 BS2 CBS-QB3

R 0 0 0 0 0 0 0 0 0 0 0 0
RC -7.4 -6.0 -8.1 -6.3 -5.0 -2.1a -9.8 -7.9 -13.3
TS 6.0 8.4 9.8 9.9 11.5 14.0 14.7 15.3 2.2 4.8 7.0 7.9
PC -12.5 -12.0 -15.5 -4.7 -2.7 2.2a -31.5 -20.8 -33.0
P -4.8 -5.8 -7.8 -7.7 1.7 2.4 4.4 4.5 -17.7 -15.1 -17.3 -14.1

a Thermal corrections are obtained from HF calculations with the same basis set.

Table 4. Solvation Free Energies (∆GSolvation; kcal/mol)
Computed with Single-Point CPCM Calculations at the
B3LYP/6-31G(d) Levela

∆GSolvation

reaction A reaction B reaction C

R1 -4.0 -4.0 -4.0
R2 -65.4 -51.7 -42.1
RC -59.5 -46.9 -37.6
TS -52.5 -47.5 -40.3
PC -54.2 -52.5 -42.8
P -64.4 -62.4 -61.1

a R1 represents dimethyl amine, and R2 represents the second
reactant in each reaction.
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transfer reactions from ammonium salts but not for the
methyl-transfer reaction from trimethyl sulfonium salt. All
of the B3LYP/6-31+G(d,p) activation barriers for the
methyl-transfer reactions studied here are found to be lower
than the CBS-QB3 activation barriers as expected, since the
DFT method is known to underestimate the activation
barriers for SN2 reactions.35 The CBS-QB3 method generates
thermodynamic properties with high accuracy for a variety
of molecules, and it has been shown that, for SN2 reactions,
the estimated activation enthalpies differ by 0.5 kcal/mol
from even higher accuracy methods like W136 and W237 or
other coupled cluster methods.38 Therefore, CBS-QB3 acti-
vation enthalpies are assumed to produce the best gas-phase
results for these reactions among the methods applied.
MPW1K/6-31+G(d,p) gave the highest estimates of the
activation enthalpies for all three reactions among the
methods applied (Table 1). The activation free energies for
these reactions in the gas phase with B3LYP/6-31+G(d,p),
MP2/6-31+G(d,p), and CBS-QB3 methods are given in
Table 2. The energies of the all stationary points located with
DFT and MP2 levels of theory with 6-31G(d) and 6-31+G-
(d,p) basis sets are given in Table 3.

In the gas phase, reaction A is estimated to be exothermic,
and reaction B is estimated to be endothermic (Table 3). The
only difference between these two reactions is the different

substituents on the methyl-donor compounds (Scheme 1).
In reaction A, the methyl donor dimethylammonium has two
hydrogens and two methyl groups, whereas in reaction B,
the methyl donor tetramethylammonium has four methyl
groups. This increases the reaction enthalpy by 12.2 kcal/
mol and the activation enthalpy by 5.4 kcal/mol at the CBS-
QB3 level. Possible reasons for the changes in the reaction
and activation enthalpies for these two reactions are (i) the
electron-donating alkyl substituents on the ammonium cation
stabilize the reactants more than the neutral products, and
therefore, the transition structure for reaction B is higher in
energy than the transition structure for reaction A and (ii )
the steric effects generated by the methyl groups might raise
the activation enthalpy of reaction B more than that of
reaction A. Reaction C involves breaking a carbon-sulfur
bond and forming a carbon-nitrogen bond. Therefore, the
energetics of this reaction are controlled by the relative
strengths of the weaker carbon-sulfur bond on the reactants
side and stronger carbon-nitrogen bond on the products side,
which causes an early transition structure (Figure 1) and low
activation barrier for this reaction.

Aqueous-Phase Calculations.Solvation corrections for
the reactions were first computed by single-point CPCM
calculations at the B3LYP/6-31G(d) level (Table 4). The
polar solvent, water, stabilizes reactants and products with
localized charges more than the TSs with delocalized positive
charges. Therefore, the activation free energies of the
reactions are increased substantially by the aqueous solvent.
The RCs are found to be higher in energy than the reactants
in the aqueous phase for all three reactions (Table 5).

CBS-QB3 computed activation free energies with single-
point CPCM solvation corrections are in good agreement
with the available experimental data for reactions A and B
but deviate by 3.6 kcal/mol for reaction C (Table 5). The
average absolute error for the estimation of the activation
free energies with the single-point CPCM corrections for the
CBS-QB3 optimized geometries with respect to the experi-

Table 5. Aqueous Phase Reaction and Activation Free Energies and Experimental Activation Free Energies (kcal/mol)a

reaction A reaction B reaction C

B3LYP
6-31+G(d,p)

MP2
6-31+G(d,p)

CBS-
QB3 exp10

B3LYP
6-31+G(d,p)

MP2
6-31+G(d,p)

CBS-
QB3 exp10

B3LYP
6-31+G(d,p)

MP2
6-31+G(d,p)

CBS-
QB3 exp10

R 0 0 0 0 0 0 0 0 0 0 0 0
RC 10.7 8.1 10.7 18.4b 7.9 4.3
TS 34.8 36.8 36.3 34.4 32.4 33.5 33.0 33.5 19.4 22.2 23.8 28.1
PC 10.1 5.8 9.5 16.8b -8.0 -22.5
P -1.1 -3.1 -3.0 -4.6 -2.6 -2.6 -31.1 -32.5 -28.6

a The solvation effects are computed with single-point CPCM calculations at the B3LYP/6-31G(d) level. b Thermal corrections are obtained
from HF calculations with the same basis set.

Table 6. Activation Free Energies Computed at the
B3LYP/6-31+G(d,p) Level with Different Cavity Methods

∆GSol
q

reaction A reaction B reaction C

UAHF 34.8 31.5 19.2
UA0 33.7 31.2 21.5
UAKS 34.7 31.5 19.2
UFF 35.3 30.1 25.2
BONDI 40.5 37.8 28.5
PAULING 41.0 38.4 28.7
exp10 34.4 33.5 28.1

Table 7. Aqueous Phase Reaction and Activation Free Energies Computed at the CBS-QB3 and B3LYP/6-31+G(d) Levels
and Experimental Activation Free Energies (kcal/mol)a

reaction A reaction B reaction C

B3LYP CBS-QB3 exp B3LYP CBS-QB3 exp B3LYP CBS-QB3 exp

R 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
TS 28.4 29.9 34.4 27.7 28.3 33.5 30.1 34.6 28.1
P -0.2 -2.1 -2.9 -0.9 -3.5 -2.0
a The solvation free energies are computed with single-point GB/SA calculations for CBS-QB3 geometries.
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mental activation free energies is found to be 1.9 kcal/mol
with the UA0 cavity model.

The sum of the gas-phase activation free energies obtained
at the B3LYP/6-31+G(d,p) level of theory and solvation free
energies computed with different cavity methods at the same
level are given in Table 6. These values constitute estimates
of the condensed-phase activation free energies and, there-
fore, are compared to the experimental values to assess the
accuracy of the∆∆GSol

q ’s obtained with different cavity
models. The condensed-phase activation free energy for
reaction C seems to be correlated better with the experimental
value when the solvation corrections are computed with the
UFF, BONDI, and PAULING cavity models, but the
agreement between the experimental and computed values
gets worse in the case of reactions A and B with these cavity
models. The activation free energies with the BONDI and
PAULING cavity models are systematically higher than the
corresponding reactions with the UA0 cavity model (∼7 kcal/
mol). The average absolute errors for the computed activation
free energies are 2.3 and 3.2 kcal/mol with the UFF and UA0
cavity models, respectively. The UFF cavity model appears
to generate more reliable solvation free energies for the
methyl-transfer reactions even though this cavity method was
shown to produce larger deviations from experimental
hydration energies in a more general benchmark.39

Aqueous-phase activation free energies for the methyl-
transfer reactions computed by correcting the gas-phase CBS-
QB3 activation free energies with GB/SA solvation correc-
tions are given in Table 7. In order to obtain the solvation
free energies for the DFT gas-phase geometries, the charges

for the DFT structures have been computed with the CM1
charge method by making use of the AM130 semiempirical
Hamiltonian. After this step, CM1A charges were used to
calculate the solvation free energies for the reactants,
products, and transition structures with the GB/SA solvation
method (Table 8). The average absolute error is found to be
5.4 kcal/mol with the GB/SA solvation corrections for the
estimation of the activation free energies.

QM/MM/MC is another well-established method for the
calculation of∆GSol

q for chemical reactions. The QM/MM/
MC explicit solvation method is a robust way of calculating
accurate solvation free energies with explicit solute-solvent
interactions.32

To permit a detailed elucidation of the changes in aqueous
solvation along the reaction path, the QM/MM/MC treatment
was used with the computation of free-energy profiles using
FEP theory. The QM calculations were performed during
the MC/FEP calculations using PDDG/PM3, and the solute
geometries were fully sampled (see Methodology). The
B3LYP/6-31+G(d,p) and PDDG/PM3 computed gas-phase
transition structures of the three methyl-transfer reactions
were very similar to the ones found by MC/FEP calculations
(Figure 3). Radial distribution functions obtained between
the carbon of the methyl group being transferred during the
reaction (carbon 2 in Figure 3) and the oxygen of the
surrounding water molecules at the TSs are shown in Figure
4. The PDDG/PM3 gas-phase activation enthalpies 31.3,
36.6, and 26.8 kcal/mol for reactions A, B, and C, respec-
tively, differed notably from CBS-QB3 values despite the
similarities between the predicted TSs (Table 1). Smooth
free-energy profiles of the aqueous-phase reactions using a
0.01 Å increment predicted free energies of activation of
49.2, 50.1, and 39.3 kcal/mol from the PDDG/PM3/MM/
MC simulations with cratic entropy corrections.40 Even
though PDDG/PM3/MM/MC simulations did not reproduce
experimental activation free energies, the experimental trend
was reproduced with these simulations.

Table 8. GB/SA Solvation Free Energies (kcal/mol) for
CBS-QB3 Gas-Phase Geometries

∆GSolv

reaction A reaction B reaction C

R1 -3.4 -3.4 -3.4
R2 -63.8 -50.3 -65.3
TS -56.7 -50.2 -52.1
P -61.5 -58.7 -57.3

Figure 3. Geometrical comparison between gas-phase B3LYP/6-31+G(d,p) and PDDG/PM3 optimized transition state geometries
in the gas phase and with the QM/MM/MC simulations. The structures from left to right are transition structure geometries for
reactions A, B, and C.
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Conclusions
Activation enthalpies of the methyl-transfer reactions in the
gas phase can be computed with reasonable accuracy with
the B3LYP/6-31G(d,p) and MP2/6-31+G(d,p) levels of
theory. Diffuse functions are found to be important in order
to estimate the activation enthalpies accurately in the gas
phase. Correcting the gas-phase CBS-QB3 free energies with
the aqueous phase solvation free-energy corrections from
CPCM calculations gave the free energy of activation with
an average error of 1.9 kcal/mol. The PDDG/PM3 method
overestimated the aqueous-phase activation free energies, but
the qualitative trend was estimated correctly by this method.
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Abstract: Several variants of the equation-of-motion coupled-cluster (EOM-CC) method with

singles (one-hole or one-particle), doubles (two-hole-one-particle or two-particle-one-hole), and

a selected set of triples (three-hole-two-particle or three-particle-two-hole) and/or quadruples

(four-hole-three-particle or four-particle-three-hole) have been implemented by computerized

symbolic algebra. They are applicable to excitation energies (EE), ionization potentials (IP),

and electron affinities (EA), excited-state dipole moments, and transition dipole moments of

both closed- and open-shell species and are abbreviated as EE/IP/EA-EOM-CCSDt, EE/IP/

EA-EOM-CCSDtq, and EE/IP/EA-EOM-CCSDTq, where the small letters indicate the use of

active-space cluster and EE/IP/EA operators. They are also parallel executable and accelerated

by the use of spin, spatial, and permutation symmetries. The remarkable effectiveness of the

methods in capturing nondynamical correlation effects has been demonstrated by their

applications to the vertical excitation energies of C2, the adiabatic excitation energies and dipole

moments of the CH radical, the adiabatic excitation energies of the CH2 diradical, the adiabatic

excitation energies and dipole moments of formaldehyde, the vertical ionization energies of N2,

and the vertical electron affinities of C2. The effectiveness is found to decline when the basis

set is extended, causing the active space to become relatively small and also less well-defined.

As a remedy, we propose a composite method that combines higher-rank active-space methods

with smaller basis sets for nondynamical correlation and lower-rank nonactive-space methods

with larger basis sets for dynamical correlation, which is shown to work well for an excited-state

potential energy curve of hydrogen fluoride.

I. Introduction
The most accurate and compact single-reference coupled-
cluster (CC) descriptions1-4 of electronic transitions can be
furnished by the equation-of-motion (EOM) CC method5-10

and the related CC linear response (LR)11-17 and symmetry-
adapted-cluster configuration-interaction (SAC-CI) meth-
ods.18,19 They can handle not only excitation energies
(EE)7-10,20-25 but also ionization potentials (IP)26-31 and
electron affinities (EA).32-35 The lowest-order member of
the EOM-CC hierarchy for excitation energies (EE-EOM-

CC), i.e., the EE-EOM-CC with singles and doubles (EE-
EOM-CCSD),7-10,25has been established as a reliable method
for dominantly single excitations. Its performance deteriorates
when the excited states have significant double excitation
components from the ground state, when the ground state
itself is quasidegenerate, or when the entire excited-state
potential energy surfaces are considered. Similarly, EOM-
CCSD for ionization energies and electron affinities, i.e., IP-
26-29 and EA-EOM-CCSD,32,33 prove inadequate for shake-
up or shake-on transitions and when the effect of orbital
relaxation is substantial. In these cases, higher-order EE/IP/
EA-EOM-CC methods, such as those through triples* Corresponding author e-mail: hirata@qtp.ufl.edu.
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(EE-,20,23 IP-,30,31,36and EA-EOM-CCSDT34,35) and through
quadruples (EE-,37,38 IP-,31 and EA-EOM-CCSDTQ,35) be-
come necessary. However, the high-rank polynomial size
dependence of the computational cost of these methods, e.g.,
O(n8) of EE-EOM-CCSDT andO(n10) of EE-EOM-CCS-
DTQ (n is the number of orbitals), prohibits their applications
to large molecules, despite their correct theoretical size
dependence (size extensivity and intensivity). The high-order
EE/IP/EA-EOM-CC calculations are by no means routine,
although the electronic states that demand these treatments
are not uncommon.

The essential effects of higher-order excitation operators
can nevertheless be incorporated in the coupled-cluster (CC)
method at a low cost by the ansatz of Adamowicz and co-
workers,39-41 defining the active-space CC methods. It
restricts higher-order clusterT operators to those that involve
user-defined active orbitals, in ways that do not impair size
extensivity. When nondynamical correlation effects calling
for the high-order CC methods are plainly associated with a
small set of orbitals, the active-space methods designating
these orbitals as active can provide the most compact
descriptions of these effects. The active-space CC methods
through triples (CCSDt) and quadruples (CCSDtq and
CCSDTq) (the small letters in acronyms indicate restricted
triples and/or quadruples) have been implemented into
parallel execution programs by us42 with the aid of comput-
erized symbolic algebra. Ka´llay and co-workers implemented
a general-order CC method43 with their string-based algo-
rithm and subsequently incorporated the active-space ansatz
into this.44

It is not unreasonable to expect that this class of methods
is even more effective for excited, ionized, and electron-
attached states because the proportion of double excitation,
shake-up ionization, shake-on electron-attachment, and higher-
ranked contributions in the wave functions can be much
greater (and can reach unity) than the double excitation
contributions in ground-state wave functions. The active-
space ansatz was hence extended to excited states by
Kowalski and Piecuch,22,23 who reported the formalisms of
EE-EOM-CCSD with active-space triples (EE-EOM-CCSDt)
and quadruples (EE-EOM-CCSDtq) and an implementation
of EE-EOM-CCSDt, where, in addition toT, higher-order
excitationR (or deexcitationL) operators were restricted.
Kowalski et al.45 also reported a semiautomated parallel
implementation of EE-EOM-CCSDt. Slipchenko and Kry-
lov46 implemented the spin-flip EOM-CCSD(2,3) method in
addition to the usual spin-conserving counterpart, where only
R andL included active-space triples, whileT reached up to
doubles. Gour et al.47-49 applied the scheme to ionization
energies and electron affinities, in which ionizationR(N-1)

and electron-attachmentR(N+1) operators were restricted,
implementing IP-EOM-CCSDt and EA-EOM-CCSDt. Kállay
and Gauss38 reported a general-order EE-EOM-CC for
energies and properties employing the string-based algorithm
that was fitted with the ability to apply active-space restric-
tions on any of the high-order cluster and linear excitation
operators. Ko¨hn and Olsen50 generalized the active space by
further dividing it into many subspaces and combined them

with a general-order CC method in an algorithm similar to
the string-based algorithm of Ka´llay and Surja´n.43

For a fixed active space size, the size dependence of
computational cost remainsO(n6) for EE-EOM-CCSDt and
EE-EOM-CCSDtq and O(n5) for IP/EA-EOM-CCSDt and
IP/EA-EOM-CCSDtq. In addition to this remarkable speedup,
the active-space EOM-CC approach has several unmatched
advantages: it substantiates the state-selective multireference
CC method in a transparent and unambiguous single-
reference framework; it reduces to the full EOM-CC methods
when all orbitals are active; it can rival the full EE/IP/EA-
EOM-CC methods in the ability to include essential high-
order correlation and EE/IP/EA effects with a small active
space; and it is size extensive for total energies and size
intensive for transition energies.

In this article, we report implementations of a number of
extensions to this method which have been made with the
essential aid of the symbolic algebra system (Tensor
Contraction Engine or TCE)37,51-54 completely automating
the time-consuming and error-prone processes of formula
derivations and computer implementations involved. The
original contributions of the present study are the following.
We present the algebraic, order-by-order (as opposed to the
so-called determinant-55-58 or string-based38,43) implementa-
tions of the EE/IP/EA-EOM-CCSDt, EE/IP/EA-EOM-CCS-
Dtq, and EE/IP/EA-EOM-CCSDTq methods and their nu-
merous variants differing from each other in detailed
definitions of active-space cluster and EE/IP/EA operators.
Being based on spin-orbital formalisms, these TCE-
synthesized programs can compute the excitation, ionization,
and electron-attachment energies of closed- and open-shell
molecules. Their execution is accelerated by distributed- or
replicated-data load-balancing parallelism and the use of
various symmetries (spin symmetry, real Abelian point-group
symmetry, and index permutations). We also furnish the
active-space EE-EOM-CC programs with the capability to
compute transition dipole moments (and oscillator strengths)
and excited-state dipole moments. This capability requires
the left-hand-side eigenvectors of the non-Hermitian CC
effective Hamiltonian in addition to the right-hand-side
eigenvectors that are sufficient for excitation energies alone.
The left-hand-side eigenvector corresponding to the ground
state is related to the so-calledΛ vector of the CC analytical
gradient theory.59 TheΛ vectors and the ground-state dipole
moments with the active-space CC (CCSDt, CCSDtq, and
CCSDTq) methods have also become available by the present
developments.

We also document the results of benchmark calculations
of these active-space EOM-CC methods for the vertical
excitation energies of C2, the adiabatic excitation energies
and dipole moments of the low-lying excited states of the
CH radical, the adiabatic excitation energies and dipole
moments of the low-lying excited states of formaldehyde,
the adiabatic excitation energies of the CH2 diradical, the
vertical ionization energies of N2, and the electron affinities
of C2. They attest to the remarkable accuracy of the active-
space methods with the minimum active spaces: e.g., the
errors from the full configuration-interaction (FCI) results
in the vertical excitation energy to the1∆g state of C2
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diminish rapidly from 2.1 eV (EOM-CCSD) to 0.24 eV
(EOM-CCSDt) and to -0.06 eV (EOM-CCSDtq) as we
introduce the active-space triples and quadruples. These
applications also expose the methods’ weaknesses. The
effectiveness of the active-space triples and quadruples is
increasingly less when the higher-than-double excitation
effects are characterized as dynamical correlation and as the
basis set is extended and the active space becomes relatively
smaller and less well-defined. In lieu of the usual remedy
of (variationally) optimizing the active orbitals,60-62 we
propose a composite method that combines higher-rank
active-space methods with smaller basis sets for nondynami-
cal correlation and lower-rank nonactive-space methods with
larger basis sets for dynamical correlation, which is shown
to work well for an excited-state potential energy curve of
hydrogen fluoride.

II. Theory
In the EE-EOM-CC theory, thekth excited state of an atom
or a molecule is defined as

where

is the ground-state CC wave function andR(k) is a linear
excitation operator. Thek dependence ofR(k) will be dropped
hereafter whenever it is not essential.|Φ〉 is a single-reference
wave functionsusually, a Hartree-Fock (HF) determinants
and T is the cluster operator. TheR and T operators are
defined as

and

respectively, wherera1‚‚‚an

i1‚‚‚in andta1‚‚‚an

i1‚‚‚in are amplitudes, andCan

(Cin) are the creation (annihilation) operators andm deter-
mines the rank of the EE-EOM-CC method. Indicesi1, ..., in
and a1, ..., an designate the occupied spin-orbitals in the
reference|Φ〉 and unoccupied spin-orbitals, respectively. We
use, whenever possible, the Einstein summation convention
over the repeated upper and lower indices.

The amplitudesta1‚‚‚an

i1‚‚‚in of the T operator can be obtained
by solving the CC equations

where|Ω〉 is a manifold of single throughm-tuple excitation
determinants andHh N is a similarity-transformed Hamiltonian
defined as

whereH is the usual electronic Hamiltonian. [HN exp(T)]C

means thatHN andT must be diagrammatically connected.
Substituting eq 1 into the Schro¨dinger equation and projecting
it onto the determinant manifolds created by actingR on the
reference|Φ〉, we obtain

or

to determineR and excitation energyω, whereEcorr is the
correlation energy which can be calculated by

SinceHh N is non-Hermitian, it has distinct left- and right-
hand-side eigenvectors. Both of them are needed for mo-
lecular properties, such as dipole moments and transition
dipole moments. TheL operator, which generates the left-
hand-side eigenvectors ofHh N, is defined as

and satisfies the condition

or

where (LHh N)L means thatL andHh N must be diagrammatically
linked.

Once we have the biorthogonal left- and right-hand-side
eigenvectors ofHh N, the dipole moments can be calculated
by10

whered is a dipole operator, and transition dipole moments
can be calculated by10

The dipole and transition dipole moments calculated by the
EOM-CC approach, eqs 13 and 14, are identical to those by
the CC LR theory in the FCI limit, while there can be subtle
differences in the approximate calculations.63

The EE-EOM-CCSDT20,23 and EE-EOM-CCSDTQ37,38

methods are obtained by truncating eqs 3a, 4a, 5, and 10a
aftern ) 3 and 4, i.e., by settingm ) 3 and 4, respectively.
In the active-space EE-EOM-CC methods, we restrict the
T3, T4, R3, R4, L3, andL4 operators to their subsets defined

|Ψk〉 ) R(k)|Ψ0〉 (1)

|Ψ0〉 ) exp(T)|Φ〉 (2)

R ) ∑
n)0

m

Rn (3a)

Rn ) ( 1
n!)

2
ra1‚‚‚an

i1‚‚‚in Ca1‚‚‚CanCin
‚‚‚Ci1

(3b)

T ) ∑
n)1

m

Tn (4a)

Tn ) ( 1
n!)

2
ta1‚‚‚an

i1‚‚‚in Ca1‚‚‚CanCin
‚‚‚Ci1

(4b)

〈Ω|Hh N|Φ〉 ) 0 (5)

Hh N ) exp(-T)HN exp(T) ) [HN exp(T)]C (6a)

HN ) H - 〈Φ|H|Φ〉 (6b)

〈Ω|Hh NR|Φ〉 ) (Ecorr + ω)〈Ω|R|Φ〉 (7)

〈Ω|(Hh NR)C|Φ〉 ) ω〈Ω|R|Φ〉 (8)

〈Φ|Hh N|Φ〉 ) Ecorr (9)

L ) ∑
n ) 0

m

Ln (10a)

Ln ) ( 1
n!)

2
l i1‚‚‚in
a1‚‚‚anCi1‚‚‚CinCan

‚‚‚Ca1
(10b)

〈Φ|LHh N|Ω〉 ) (Ecorr + ω)〈Φ|L|Ω〉 (11)

〈Φ|(LHh N)L|Ω〉 ) ω〈Φ|L|Ω〉 (12)

〈d〉(k) ) 〈Φ|L(k)[d exp(T)]CR(k)|Φ〉 (13)

〈dd〉(kl) ) 〈Φ|L(k)[d exp(T)]CR(l)|Φ〉 ×
〈Φ|L(l)[d exp(T)]CR(k)|Φ〉 (14)
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in terms of the active spin-orbitals. To do so, we partition
all spin-orbitals into core, active occupied, active unoccupied,
and virtual spin-orbitals. We designate core spin-orbitals by
i, j, k, active occupied spin-orbitals byI, J, K, active
unoccupied spin-orbitals byA, B, C, and virtual spin-orbitals
by a, b, c. The core and active occupied orbitals are those
that are occupied in reference wave function|Φ〉, and the
active space is chosen by the user at runtime.

The restrictedR3 operators can be defined by using the
excitations in which at least one, two, or three occupied and
unoccupied spin-orbitals are active, and they are designated
by r3

(1), r3
(2), andr3

(3), respectively, and written as

and

The restrictedT3 ({t3
(i)|1 e i e 3}), T4 ({t4

(i)|1 e i e 4}), R4

({r4
(i)|1 e i e 4}), L3 ({l 3

(i)|1 e i e 3}), andL4 ({l 4
(i)|1 e i

e 4}) operators are defined analogously.
ReplacingT3, R3, andL3 in the EE-EOM-CCSDT ansatz

by t 3
(i), r 3

(i), and l 3
(i), we obtain EE-EOM-CCSDt (i )

1),22,23,45 EE-EOM-CCSDt(II) ( i ) 2),45 and EE-EOM-
CCSDt(III) ( i ) 3).45 EE-EOM-CCSDTq, EE-EOM-CCS-
DTq(II), EE-EOM-CCSDTq(III), and EE-EOM-CCSDT-
q(IV) can likewise be defined by replacingT4, R4, andL4 in
the EOM-CCSDTQ equations byt 4

(i), r 4
(i), andl 4

(i) (1 e i e

4), respectively. The use oft 3
(1), r 3

(1), l 3
(1), t 4

(2), r 4
(2), and l 4

(2)

in EE-EOM-CCSDTQ leads to EE-EOM-CCSDtq.22 Obvi-
ously, we can concoct many other variants by combining
these active-space triples and quadruples in EE-EOM-
CCSDTQ. For instance, with the use oft3

(3), r3
(3), l 3

(3), t4
(4),

r4
(4), and l 4

(4), we arrive at a method that can be called EE-
EOM-CCSDt(III) q(IV). If one active-space restriction is
imposed on all ofTn, Rn, and Ln for a given rankn, the
resulting method is size extensive and intensive. Equations
5, 8, and 12 with restrictedTn, Rn, andLn (n ) 3,4) and a
manifold Ω with restricted triple and quadruple excitation
determinants need to be solved to determine the unknown
coefficients in these methods.

The IP- and EA-EOM-CC methods can be formulated by
replacing theR operator and manifold|Ω〉 in eqs 1, 7, and
8 by R(N-1), which are defined as

and

Accordingly, the manifolds|Ω(N-1)〉 and|Ω(N+1)〉 are spanned
by |Φi〉, |Φij

a〉, |Φijk
ab〉, etc., and|Φa〉, |Φi

ab〉, |Φij
abc〉, etc.,

respectively.
The IP/EA-EOM-CCSDT and IP/EA-EOM-CCSDTQ

methods are defined by eqs 4, 5, 18, and 19 withm ) 3,
and 4, respectively. Their active-space variants restrict the
T3, T4, R3

(N-1), andR4
(N-1) operators to their subsets. Since

the R3
(N-1) operators have an unequal number of creation

and annihilation operators, the restriction can be imposed in
one of the following two ways

or47

Likewise, the active-spaceR4
(N-1) operator can be either

or

The restrictedR3
(N+1) and R4

(N+1) can be defined analo-
gously.

ReplacingT3 by t 3
(1) and R3

(N-1) by r3
(N-1),A,(1) (r3

(N-1),B,(1))
in IP/EA-EOM-CCSDT leads to the IP/EA-EOM-CCSDt-A
and -B methods, which have been proposed by Gour et al.47

The IP/EA-EOM-CCSDTq-A and -B and IP/EA-EOM-
CCSDtq-A and -B methods can also be defined completely
analogously. The size dependence of the computational costs
of the A variants is one-rank lower than that of the B
counterparts in the step of solvingR(N-1) (the common CCSD
step incurs the same cost for both). Both methods are size
extensive for total energies and intensive for transition
energies.

III. Computer Implementation
In our previous report on the active-space CC methods for
the ground state,42 we described the salient modifications to
the symbolic algebra system TCE needed for it to perform
the automated formula derivation and computer implementa-
tion of these methods. One important feature of the TCE-
synthesized programs is the tiling algorithm, which has also
been proposed and implemented by Windus and Pople64 as
the “block-tensor” algorithm. In this algorithm, orbitals are
grouped into tiles, and every tile is a set of orbitals which
have the common attributes of hole/particle distinction,
spatial symmetry, and spin symmetry. Once the tiles are
defined, tensor contractions and additions can be carried out
by the tilewise matrix multiplications and additions, taking
account of the spin, spatial, and permutation symmetries.51

r3
(1) ) (16)2

r Abc
ijK C AC bC cCKCjCi (15)

r3
(2) ) (16)2

r ABc
iJK C AC BC cCKCJCi (16)

r3
(3) ) (16)2

r ABC
IJK C AC BC CCKCJCI (17)

R(N-1) ) ∑
n)1

m

Rn
(N-1) (18)

Rn
(N-1) ) 1

n!(n - 1)!
ra1‚‚‚an-1

i1‚‚‚in Ca1‚‚‚Can-1Cin
‚‚‚Ci1

(19)

R(N+1) ) ∑
n)1

m

Rn
(N+1) (20)

Rn
(N+1) ) 1

n!(n - 1)!
ra1‚‚‚an

i1‚‚‚in-1Ca1‚‚‚CanCin-1
‚‚‚Ci1

(21)

r3
(N-1),A,(1) ) ( 1

12)r Bc
ijKC BC cCKCjCi (22)

r3
(N-1),B,(1) ) ( 1

12)r bc
ijKC bC cCKCjCi (23)

r4
(N-1),A,(1) ) ( 1

144)r Bcd
ijkLC BC cCdCLCkCjCi (24)

r4
(N-1),A,(2) ) ( 1

144)r BCd
ijKLC BC CC dCLCKCjCi (25)

r4
(N-1),B,(1) ) ( 1

144)r bcd
ijkLC bC cC dCLCkCjCi (26)

r4
(N-1),B,(2) ) ( 1

144)r Bcd
ijKLC BC cC dCLCKCjCi (27)
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The TCE has been extended to handle various active-space
ansatz by simply adding the active/inactive attribute to each
tile.42 In the TCE-synthesized EE-EOM-CCSDt program, for
instance, the tiles of the amplitudest3

(1) (tAbc
ijK ), r3

(1) (rAbc
ijK ), and

l 3
(1) (l ijK

Abc) that are stored and used in contractions are
limited to those that have at least one active particle tile index
and at least one active hole tile index. The numbers of eqs
5, 7, and 11 are likewise reduced since only the tiles of triples
excitations inΩ that have at least one active particle tile
index and one active hole tile index are retained. Many tiles
of intermediate quantities of active-space EE-EOM-CC
calculations can also be excluded. Only those tiles that satisfy
the universal formula,nB g nC - nD + nA, need to be
considered, wherenB is the number of superscript (or
subscript) active external indices in the intermediate (the
external indices are the indices inΩ), nC is equal toi in tn

(i),
rn

(i), or l n
(i), nD is the number of superscript (or subscript)

external indices ofΩ, andnA is the number of superscript
(or subscript) external indices in the intermediate.

The TCE has also been extended to handle the IP/EA-
EOM-CC approaches through quadruples.31,35 To allow the
R(N-1) operators in the ansatz, we have added a new attribute
to each of the creation and annihilation operators and each
of the indices of physical tensors (molecular integrals,
excitation amplitudes, and so forth), which distinguishes the
usual operators and indices from those that are associated
with a continuum operator. One additional rule is intro-
duced: a continuum operator can only be contracted with
another continuum operator,31 when evaluating an expecta-
tion value of normal-ordered second-quantized operators
using Wick’s theorem. Once the active-space logic and the
IP/EA extension are combined, the TCE can be used to
generate the active-space IP/EA-EOM-CC codes as well as
active-space EE-EOM-CC codes.

The EE-EOM-CCSDt, EE-EOM-CCSDt(II), and EE-
EOM-CCSDt(III) methods have been implemented in a
single algorithmic framework that switches among these three
and also EE-EOM-CCSDT according to a runtime parameter
set by the user of the program. The EE-EOM-CCSDtq, EE-
EOM-CCSDt(I)q(III), EE-EOM-CCSDt(I)q(IV), EE-EOM-
CCSDt(II)q(III), EE-EOM-CCSDt(II)q(IV), EE-EOM-CCS-
Dt(III) q(IV), EE-EOM-CCSDTq, EE-EOM-CCSDTq(II),
EE-EOM-CCSDTq(III), and EE-EOM-CCSDTq(IV) can also
be executed by a single algorithm that also encompasses EE-
EOM-CCSDTQ. The IP and EA variants, IP/EA-EOM-
CCSDt-A and -B, IP/EA-EOM-CCSDtq-A and -B, and IP/
EA-EOM-CCSDTq-A and -B, are implemented in the same
fashion. When using the formulanB g nC - nD + nA, a
continuum index can be either ignored altogether or counted
as an active, external index towardnB, nD, andnA. The former
choice defines the A variant and the latter the B variant.

These programs are parallel executable on the basis of a
distributed- or replicated-data, load-balancing algorithm,
adjust tile sizes automatically according to the user specified
memory limit, and make use of the spin (within spin-orbital
formalisms), spatial (real Abelian), and permutation sym-
metries. They can be applied to atoms and molecules of any
number of electrons and any spin multiplicity (with certain

molecular size limits). They are a part of the NWChem
computational chemistry program suite.65

The code verification has been done by the comparison
with an independent implementation of the same methods
using the determinant-based algorithm56 for the right-hand-
side eigenvalue problem. The TCE-synthesized codes for the
left-hand-side eigenvalue problem have been verified to give
the identical eigenvalues as the right-hand-side codes. We
have observed the speedup by a factor of 10 and 3 for EE-
EOM-CCSDtq and EE-EOM-CCSDTq, respectively, relative
to EE-EOM-CCSDTQ, for the excitation energies of C2 with
a modified cc-pVDZ basis set.66 The parallel algorithms
employed here are unchanged from our prior studies,37,42,45,51-54

and their performance can be inferred from the data given
therein.42,51,52

IV. Applications
A. Vertical Excitation Energies of C2. The active-space
EE-EOM-CC results for C2, a molecule notorious for the
multideterminant ground-state wave function at the equilib-
rium geometry, are shown in Table 1. The FCI results66 in
this table are listed as the vertical excitation energies, while
the other entries are the differences from the FCI. We have
used 2.348 bohr66 as the internuclear distance and the cc-
pVDZ basis set67 with an additional diffuse function for each
valence orbital66 in the frozen core approximation. Two types
of active space have been used: the first selects the two
highest occupied and two lowest unoccupiedR- andâ-spin
orbitals as active orbitals. The second uses two active
occupied and seven unoccupiedR- andâ-spin orbitals. We
use “(2,2)” to designate the first and “(2,7)” the second active
space.

Four low-lying excited states1Πu, 1∆g, 1Πg, and1Σu
+ have

been examined. The1∆g and 1Πg states are dominated by
doubly excited determinant contributions, noticeable by the
significant improvement in excitation energies brought to by

Table 1. Vertical Excitation Energies (in eV) of C2

theory
active
space 1Πu

1∆g
1Πg

1Σu
+

FCIa ‚‚‚ 1.385 2.293 4.494 5.602

EE-EOM-CCSDb ‚‚‚ +0.090 +2.054 +1.708 +0.197

EE-EOM-CCSDTb ‚‚‚ +0.034 +0.407 +0.088 +0.113

EE-EOM-CCSDt (2,2) -0.077 +0.244 +0.070 +0.123

EE-EOM-CCSDt (2,7) -0.038 +0.282 +0.063 +0.097

EE-EOM-CCSDTQb ‚‚‚ +0.001 +0.024 -0.007 +0.013

EE-EOM-CCSDtq (2,2) -0.083 -0.057 +0.065 +0.061

EE-EOM-CCSDtq (2,7) -0.056 -0.034 +0.027 +0.027

EE-EOM-CCSDTq (2,2) -0.004 +0.036 +0.007 +0.012

EE-EOM-CCSDTq (2,7) -0.002 +0.034 +0.001 +0.013

EE-EOM-CCSDt(EII) (2,2) -0.131 +1.527 +1.312 +0.204

EE-EOM-CCSDt(EIII) (2,2) +0.089 +2.054 +1.707 +0.197

EE-EOM-CCSDt(EI)q(III) (2,2) -0.077 +0.243 +0.070 +0.123

EE-EOM-CCSDt(EI)q(IV) (2,2) -0.077 +0.244 +0.070 +0.123

EE-EOM-CCSDt(EII)q(III) (2,2) -0.131 +1.526 +1.312 +0.204

EE-EOM-CCSDt(EII)q(IV) (2,2) -0.131 +1.527 +1.312 +0.204

EE-EOM-CCSDt(EIII)q(IV) (2,2) +0.089 +2.054 +1.707 +0.197

EE-EOM-CCSDTq(II) (2,2) +0.020 +0.118 +0.102 +0.047

EE-EOM-CCSDTq(III) (2,2) +0.034 +0.406 +0.088 +0.113

EE-EOM-CCSDTq(IV) (2,2) +0.034 +0.407 +0.088 +0.113
a Reference 66. b Reference 37.
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the inclusion of triples (EE-EOM-CCSDT). For1∆g, EE-
EOM-CCSDt with (2,2) active space gives+0.244 eV
difference from the FCI results. Hence, it is as accurate as
EE-EOM-CCSDT, which suffers from the slightly greater
error of +0.407 eV. EE-EOM-CCSDtq and EE-EOM-
CCSDTq further reduce the deviations to-0.057 eV and
+0.036 eV and rival EE-EOM-CCSDTQ in accuracy. We
can make similar observations in the results of the1Πg state.
The 1Σu

+ and 1Πu states are approximated by single deter-
minants, and only marginal (< 0.1 eV) improvements relative
to EE-EOM-CCSD are obtainable by EE-EOM-CCSDT. For
the 1Σu

+ state, in particular, EE-EOM-CCSDt, EE-EOM-
CCSDtq, and EE-EOM-CCSDTq all exhibit rapid conver-
gence to the FCI results.

When the active space is extended to (2,7), all of the results
of the active-space methods improve. However, the improve-
ment is very small and in the order of 0.01 eV for the EE-
EOM-CCSDt and EE-EOM-CCSDtq methods, and in the
order of 0.001 eV for the EE-EOM-CCSDTq method,
attesting to the effectiveness of the active-space methods with
a minimum active space.

We have also examined the relative performance of various
definitions of active-space triples and quadruples with active
space (2,2). The EE-EOM-CCSDt(III) energies constitute no
improvement over the EE-EOM-CCSD ones, while the EE-
EOM-CCSDt(II) energies are in marginally closer agreement
to the FCI values by 0.4-0.5 eV for excited states with two-
electron character. This indicates that the use of “t(I))t”
ansatz for active-space triples is essential as “t(II)” can
capture too small a portion of significant triples contributions
and “t(III)” is even less meaningful. EE-EOM-CCSDt(I)-
q(III), EE-EOM-CCSDt(II)q(III), EE-EOM-CCSDt(III) q(III),
and EE-EOM-CCSDTq(III) simply reproduce the results of
EE-EOM-CCSDt(I))EE-EOM-CCSDt, EE-EOM-CCSDt(II),
EE-EOM-CCSDt(III), and EE-EOM-CCSDT, respectively.
The “q(III)” and hence also “q(IV)” variants of active-space
quadruples are inadequate. The “q(II)” is the crudest
meaningful approximation and is employed in EE-EOM-
CCSDtq. The effectiveness of “q(I))q” in EE-EOM-CCS-
DTq is already emphasized (see above).

B. Adiabatic Excitation Energies and Dipole Moments
of the CH Radical. Table 2 compiles the adiabatic excitation

energies and dipole moments of low-lying excited states
(ã4Σ-, Ã2∆, B̃2Σ-, and C̃2Σ+) of the CH radical. We have
used the aug-cc-pVDZ and aug-cc-pVTZ67,68basis sets with
the frozen core approximation. The equilibrium bond lengths
have been taken from experiment, and they are 1.1197868
Å,69 1.0977 Å,70 1.1031 Å,69 1.1640 Å,71 and 1.1143 Å72 for
statesX̃2Π, ã4Σ-, Ã2∆, B̃2Σ-, and C̃2Σ+, respectively. The
active space adopted is minimum, consisting of (2,2) for the
R-spin orbitals and (1,3) for theâ-spin orbitals. The
symmetries of the active-space orbitals area1, b2, b1, anda1

for R-spin orbitals anda1, b1, a1, andb2 for â-spin orbitals.
The experimental values of excitation energies and dipole
moments have been taken from refs 71-75.

For theã4Σ- andÃ2∆ states, the differences in excitation
energies between EE-EOM-CCSD and EE-EOM-CCSDT are
about 0.3 eV. EE-EOM-CCSDt yields the excitation energy
within 0.1 eV of EE-EOM-CCSDT, recovering only2/3 of
the contribution due to triples. The effect of quadruples is
minimal, which is in the order of 0.01 eV. The marked
decrease in the effectiveness of EE-EOM-CCSDt for these
states is ascribed to the fact that the triples effects are better
described as dynamical correlation, unsuitable to be treated
by active-space triples. The dipole moments of these states
obtained from EE-EOM-CCSD, EE-EOM-CCSDT, and EE-
EOM-CCSDTQ are essentially identical. There is no indica-
tion that the active-space methods introduce significant errors.
The accurate agreement between EE-EOM-CCSDt/aug-cc-
pVDZ or EE-EOM-CCSDtq/aug-cc-pVDZ and experiment74

is fortuitous.
In the excitation energies to theB̃2Σ- and C̃2Σ+ states,

the triples effects reach more than 1 eV, reflecting greater
two-electron character of these states. The deviation between
EE-EOM-CCSDt and EE-EOM-CCSDT is about 0.15 eV,
and the former captures 88% of correlation due to triples.
For C̃2Σ+, the deviation is 0.11 eV, and EE-EOM-CCSDt
recovers 91% of correlation due to triples. Generally, the
EE-EOM-CCSDt with an adequate minimum active space
seems capable of exhausting nondynamical correlation due
to triples (e.g., associated with two-electron character in
excited states), leaving only dynamical correlation due to
triples on the order of 0.1-0.2 eV with aug-cc-pVDZ for
this molecule. The inclusion of active-space triples clearly

Table 2. Adiabatic Excitation Energies (Te/eV) and Dipole Moments (µ/D) of the Ground and Low-Lying Excited States
of CH

X̃2Π ã4Σ- Ã2∆ B̃2Σ- C̃2Σ+

theorya Te µ Te µ Te µ Te µ Te µ

CCSD/aug-cc-pVDZb 0.00 1.39 0.95 0.65 3.33 0.81 4.41 0.91 5.29 0.72
CCSD/aug-cc-pVTZb 0.00 1.42 1.03 0.65 3.28 0.81 4.62 0.90 5.48 0.71
CCSDT/aug-cc-pVDZb 0.00 1.37 0.66 0.65 3.02 0.81 3.27 1.27 4.07 0.87
CCSDt/aug-cc-pVDZ 0.00 1.38 0.76 0.67 3.12 0.82 3.42 1.20 4.18 0.88
CCSDT/aug-cc-pVTZb 0.00 1.39 0.74 0.65 2.94 0.81 3.27 1.27 4.03 0.87
CCSDt/aug-cc-pVTZ 0.00 1.41 0.86 0.66 3.07 0.82 3.50 1.17 4.19 0.88
CCSDTQ/aug-cc-pVDZb 0.00 1.37 0.65 0.65 3.00 0.81 3.26 1.27 4.04 0.86
CCSDtq/aug-cc-pVDZ 0.00 1.38 0.76 0.67 3.12 0.82 3.42 1.20 4.17 0.88
CCSDTq/aug-cc-pVDZ 0.00 1.37 0.65 0.65 3.01 0.81 3.26 1.27 4.04 0.86
experiment 0.00 1.46 ( 0.06c 0.74d ‚‚‚ 2.88e 0.77 ( 0.07f 3.23g ‚‚‚ 3.94e ‚‚‚

a CCSD represents CCSD for the ground state X̃2Π or EE-EOM-CCSD for the rest. Likewise, CCSDT, CCSDTQ, CCSDt, CCSDtq, and
CCSDTq represent either the CC or EE-EOM-CC methods. b Reference 37. c Reference 73. d Reference 74. e Reference 72. f Reference 75.
g Reference 71.
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leads to improved agreement between calculated and ob-
served71,72 excitation energies of these states.

When the basis set size is increased to aug-cc-pVTZ, EE-
EOM-CCSDt becomes slightly less effective. ForB̃2Σ- and
C̃2Σ+, the differences between EE-EOM-CCSDt and EE-
EOM-CCSDT are 0.23 and 0.16 eV, respectively, with the
active-space triples recovering 83 and 89% of correlation
due to all triples. A similar observation can be made for
active-space quadruples. This may be explained as follows.
The greater fidelity in describing the dynamical correlation
effects (but not necessarily the nondynamical ones) is
afforded by larger basis sets. Hence the increase in basis set
size widens the gap between the conventional method and
its active-space counterparts, as the latter are limited in
capturing dynamical correlation due to triples (and/or
quadruples).

There are significant differences between EE-EOM-CCSD
and EE-EOM-CCSDT in the dipole moments of theB̃2Σ-

and C̃2Σ+ states. They amount to 0.36 and 0.15 D, respec-
tively. On the other hand, no difference can be seen between
the EE-EOM-CCSDT and EE-EOM-CCSDTQ values. EE-
EOM-CCSDt reduces these differences to 0.07 and 0.01 D
for the B̃2Σ- and C̃2Σ+ states with the aug-cc-pVDZ basis
set and 0.1 and 0.01 D with the aug-cc-pVTZ basis set. The
higher-order active-space EE-EOM-CC methods display
equal (or even greater) effectiveness in recovering correlation
effects on the excited-state dipole moments.

C. Adiabatic Excitation Energies and Dipole Moments
of Formaldehyde.Next we examine the dipole moment of
the ground (1A1) state and the adiabatic excitation energy
and dipole moment of the lowest-lying excited (1A2) state
of formaldehyde (Table 3). The planar equilibrium geometry
of the ground state1A1 is rCH ) 1.116 Å, rCO ) 1.208 Å,
andaHCH ) 116.5°,76 and the nonplanar equilibrium geometry
of the 1A2 state isrCH ) 1.103 Å, rCO ) 1.323 Å,aHCH )
118.1°, and CH2 out-of-plane angle) 34.0°.76 We have
chosen (3,2) active space, and the frozen core approximation
has been used. The symmetries of the active-space orbitals
area1, b1, b2, a1, andb2 for the planar geometry anda′, a′,
a′′, a′, anda′ for the nonplanar geometry.

For the ground state, the CCSD and CCSDT dipole
moments agree within 0.01 D, and the triples effect is
essentially null. The CCSDt result is within 0.01 D of these

two values and also of the experimental finding (2.33 D).77

The adiabatic excitation energy to the1A2 undergoes a
decrease of 0.15 eV upon inclusion of the triples by EE-
EOM-CCSDT. EE-EOM-CCSDt recovers this downward
shift accurately, which may indicate that this is caused by
nondynamical correlation or the rearrangement of electrons
in the active space. Although the basis set effect is still
significant, the closer agreement between EE-EOM-CCSDT
or EE-EOM-CCSDt and experiment (3.49 eV)78 than EE-
EOM-CCSD is meaningful. The excited-state dipole moment
also increases from 1.28 to 1.48 D on going from EE-EOM-
CCSD to EE-EOM-CCSDT. The EE-EOM-CCSDt predicts
1.43 D, recovering 3/4 of the triples effect, and in much
closer agreement with experiment (1.56( 0.07D).79

D. Adiabatic Excitation Energies of CH2. Some of the
low-lying singlet states of CH2 are said to have diradical
character,80-83 which warrants a high-order CC description.
We have calculated the adiabatic excitation energies to the
ã1A1, b̃1B1, andc̃1A1 states from the groundX̃3B1 state, which
requires the methods that can handle transitions from open
to closed shells such as the spin-orbital EE-EOM-CC
methods developed in this work (Table 4). The geometries
used arere ) 1.0775 Å,θe ) 133.29° (X̃3B1); re ) 1.1089
Å, θe ) 101.89° (ã1A1); re ) 1.0748 Å,θe ) 141.56° (b̃1B1);
re ) 1.0678 Å,θe ) 170.08° (c̃1A1).83 The aug-cc-pVDZ
and aug-cc-pVTZ basis sets67,68 have been used with the
frozen core approximation. The active spaces are (2,3) for
the singlet states and (3,2) for theR-spin orbitals and (1,4)
for theâ-spin orbitals of the triplet state. The symmetries of
the active-space orbitals areb2, a1, b1, a1, and b2 for the
singlet states andb2, a1, b1, a1, and b2 for R-spin orbitals
and b2, a1, b2, a1, and b1 for â-spin orbitals of the triplet
state.

The singlet-triplet separation of CH2, i.e., the energy
difference between theã1A1 andX̃3B1 states, has been used
to assess the accuracy of theoretical methods.81,84-86 These
studies showed that CCSDT or its perturbative approximation
CCSD(T) is the minimum level of theory for its quantitative
description. Previously, we demonstrated that the CCSDt
method with (3,3) or (2,2) active space is another inexpensive
alternative to CCSDT with only a small penalty in accuracy
(within 0.2 kcal/mol).42 The results in Table 4 reiterate the
importance of the triples effect in the splitting in which the
difference between CCSD and CCSDT is approximately
-0.05 eV. However, unlike our previous CCSDt work,

Table 3. Adiabatic Excitation Energies (Te/eV) and Dipole
Moments (µ/D) of the Ground State and the Lowest-Lying
Singlet Excited State of Formaldehyde

state theory Te µ

1A1 CCSD/aug-cc-pVDZa 0.00 2.34
CCSD/aug-cc-pVTZa 0.00 2.38
CCSDT/aug-cc-pVDZa 0.00 2.33
CCSDt/aug-cc-pVDZ 0.00 2.34
Experiment 0.00 2.33b

1A2 EE-EOM-CCSD/aug-cc-pVDZa 3.64 1.28
EE-EOM-CCSD/aug-cc-pVTZa 3.73 1.27
EE-EOM-CCSDT/aug-cc-pVDZa 3.49 1.48
EE-EOM-CCSDt/aug-cc-pVDZ 3.49 1.43
experiment 3.49c 1.56 ( 0.07d

a Reference 37. b Reference 77. c Reference 78. d Reference 79.

Table 4. Adiabatic Excitation Energies (in eV) to
Low-Lying Excited States of the CH2

a

theoryb ã1A1 b̃1B1 c̃1A1

EE-EOM-CCSD/aug-cc-pVDZ 0.48 1.57 3.72
EE-EOM-CCSDT/aug-cc-pVDZ 0.43 1.54 2.65
EE-EOM-CCSDt/aug-cc-pVDZ 0.45 1.56 2.81
EE-EOM-CCSDTQ/aug-cc-pVDZ 0.43 1.54 2.67
EE-EOM-CCSDtq/aug-cc-pVDZ 0.45 1.56 2.83
EE-EOM-CCSDTq/aug-cc-pVDZ 0.43 1.54 2.68
EE-EOM-CCSD/aug-cc-pVTZ 0.46 1.46 3.89
EE-EOM-CCSDT/aug-cc-pVTZ 0.41 1.43 2.53
EE-EOM-CCSDt/aug-cc-pVTZ 0.43 1.44 2.79

a The ground state is X̃3B1. b The EE-EOM-CC methods represent
the corresponding CC methods for the ã1A1 state.
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CCSDt/aug-cc-pVnZ with (2,3) active space captures only
60% of the triples effect as opposed to 80-90% by CCSDt/
cc-pVnZ with (3,3) or (2,2) active space.42 We have
confirmed that this varied performance is simply the
consequence of the diffuse functions of aug-cc-pVnZ basis
sets that tend to make the low-lying unoccupied orbitals less
suitable for active orbitals.

The b̃1B1 state is dominated by a single determinant, and
hence the difference between EE-EOM-CCSD and EE-EOM-
CCSDT in the excitation energy is less than 0.03 eV. The
active-space methods nevertheless reduce the error but only
slightly to 0.01-0.02 eV. Thec̃1A1 state, on the other hand,
can be viewed as a diradical, and the EE-EOM-CCSD
excitation energy has an error in excess of 1 eV, which is
characteristic of severe multideterminant character in the
wave function. EE-EOM-CCSDt reduces this large error to
mere 0.16 eV with the aug-cc-pVDZ basis set and to 0.26
eV with the aug-cc-pVTZ basis set. This also suggests that
again the effectiveness of the active-space diminishes with
increasing basis set sizes, and the remaining dynamical
correlation on the order of 0.1-0.3 eV needs to be accounted
for by other means. The quadruple effect is small and is about
0.02 eV. EE-EOM-CCSDTq can capture half of it.

E. Dissociation of Hydrogen Fluoride in the Excited
1A1 State.One of the weaknesses of the active-space methods
identified above is that its effectiveness declines with
increasing basis set sizes. A larger basis set allows the
nonactive-space methods to capture a greater proportion of
dynamical correlation, but it does not benefit the active-space
methods with fixed active-space sizes. Furthermore, the larger
the basis set, the low-lying unoccupied orbitals become more
diffuse, planewave-like, and less suitable as active orbitals.
A remedy to this problem is to (variationally) optimize the
orbitals in the active space, and such approaches in the
context of CC theory have been reported, e.g., by Sherrill et
al.60 and by Krylov et al.61,62

We propose a much simpler alternative of using a
multiresolution composite method86 which combines higher-
rank active-space methods with smaller basis sets for
nondynamical correlation and lower-rank nonactive-space
methods with larger basis sets for dynamical correlation. This
not only circumvents the undesirable basis-set dependence
of the active-space methods but also reduces the overall
computational cost. We apply the scheme to bond breaking
of hydrogen fluoride in the first excited (1A1) state, where
the multideterminant effect is again prominent. The following
formula has been used to approximate the total energy

where subscripts and parentheses indicate the method
(CCSD, CCSDt, etc. are understood to stand for EE-EOM-
CCSD, EE-EOM-CCSDt, etc.) and basis sets (the cc-pVnZ
series) with which individual energy components are com-
puted. The active space consists of (3,1). The symmetries
of the active-space orbitals area1, b1, b2, and a1 at bond
length of 2.0 bohr andb2, b1, a1, anda1 at bond lengths in
the range of 3.0-9.0 bohr. The active space is essentially
unchanged with bond lengths.

The potential energy curves obtained by this composite
method as well as by some of its components are depicted
in Figure 1. The accuracy of the composite method rivals
that of the EE-EOM-CCSDT/cc-pVQZ method, which is
considerably more expensive than the composite method, as
attested by the close agreement between the two curves. It
is also noticed that none of the energy components is
remotely as close to the EE-EOM-CCSDT/cc-pVQZ curve
as their composite. For instance, the deviation between EE-
EOM-CCSD/cc-pVQZ, which is the best performing com-
ponent in eq 28, and EE-EOM-CCSDT/cc-pVQZ ranges
between 11 and 51 mEh, while that between the composite
method and EE-EOM-CCSDT/cc-pVQZ is no more than 5
mEh anywhere. In addition, the EE-EOM-CCSD/cc-pVQZ
curve is clearly nonparallel to the EE-EOM-CCSDT/cc-
pVQZ curve at shorter bond lengths, which is not the case
with the curve obtained by the composite method. These
results support the tacit assumption underlying this method
that the basis-set dependence of nondynamical correlation
is small and the dynamical and nondynamical correlation
energies are separable.

F. Vertical Ionization Energies of N2. The performance
of the active-space IP-EOM-CC methods has been assessed
by the calculation of the vertical ionization energies of N2

(refs 30 and 31) (Table 5). The equilibrium bond distance
1.097685 Å has been taken from ref 72. The active space is
(3,3), and the frozen core approximation has been used. The
symmetries of the active-space orbitals area1, b2, b1, b1, b2,
anda1.

The X̃2Σg
+, Ã2Πu, andB̃2Σu

+ states of N2
+ are the so-called

Koopmans states, and the IP-EOM-CCSD descriptions are
already accurate. The contributions of triples (quadruples)
with the cc-pVDZ basis set are-0.08 eV (-0.04 eV),-0.29
eV (-0.01 eV), and-0.11 eV (-0.08 eV), respectively, in

E ) ECIS(5Z) + [ECCSD(QZ) - ECIS(QZ)] + [ECCSDt(TZ) -
ECCSD(TZ)] + [ECCSDtq(DZ) - ECCSDt(DZ)] (28)

Figure 1. The energies of hydrogen fluoride in the first excited
(1A1) state as a function of bond length. The CCSD, CCSDt,
etc. label the corresponding EE-EOM-CC calculations and the
composite calculations are based on eq 28.
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the three states. The IP-EOM-CCSDt-A method captures a
respectable portion of the triples, which are-0.05 eV,-0.27
eV, and-0.05 eV. The IP-EOM-CCSDt-B variant seems
to work slightly better, although it tends to overshoot the
triples contributions by 0.03 eV, at a significantly higher
computational cost. Both IP-EOM-CCSDTq-A and -B re-
produce the IP-EOM-CCSDTQ results. IP-EOM-CCSDtq-A
and -B are equally effective in capturing the quadruples
effects, but they retain the errors caused by the active-space
treatment of triples. When the basis set is extended to cc-
pVTZ and cc-pVQZ, IP-EOM-CCSDt-A approaches IP-
EOM-CCSD in its performance, and IP-EOM-CCSDt-B
becomes increasingly superior to IP-EOM-CCSDt-A as the
latter adopts the more compactR(N-1) operator.

The C̃2Σu
+ state is the destination of a satellite ionization

transition with substantial triples effects, which amount to
+3.50 eV, +3.87 eV, and+3.95 eV according to the
calculations with the cc-pVDZ, cc-pVTZ, and cc-pVQZ basis
sets, respectively. Both IP-EOM-CCSDt-A and -B methods
capture a majority of the triples contributions, while the B
variant is again distinctly superior to the A counterpart. With
cc-pVDZ, IP-EOM-CCSDt-A is in error (from IP-EOM-
CCSDT) by +0.46 eV, whereas IP-EOM-CCSDt-B is by
only -0.04 eV. With larger basis sets, the gap in performance
between the A and B variants widens. Essentially the same
observation can be made for the active-space quadruples
contributions. IP-EOM-CCSDtq-A incurs the error of+0.61
eV from IP-EOM-CCSDTQ, which can be minimized by
IP-EOM-CCSDtq-B to 0.01 eV.

G. Vertical Electron Affinities of C 2. The electron
affinities of C2 pose perhaps the severest multideterminant
problem for the EA-EOM-CC methods. The EA-EOM-
CCSD method is known to predict incorrectly that the two
lowest-lying excited states (Ã2Πu and B̃2Σu

+) of C2
- are

unstable toward autoionization and C2
- can exist only in the

ground state (X̃2Σg
+).35 In Table 6, we have compiled the

active-space EA-EOM-CC results of the vertical electron
affinities of C2 computed at the equilibrium bond distance
1.243 Å (ref 72) with the aug-cc-pVDZ, aug-cc-pVTZ, and

aug-cc-pVQZ basis sets and the frozen core approximation.
The active space is (3,3). The symmetries of the active-space
orbitals areau, bu, bu, ag, au, andbg for the aug-cc-pVDZ
basis set andau, bu, bu, ag, au, andag for aug-cc-pVTZ and
QZ basis sets.

The electron affinity associated with theX̃2Σg
+ state can

be predicted reasonably accurately by either EA-EOM-CCSD
or EA-EOM-CCSDT. Both EA-EOM-CCSDt-A and -B
overshoot the triples effects. Consequently they do not
necessarily reduce the differences in the electron affinity
between EA-EOM-CCSD from EA-EOM-CCSDT, which
are in the range of 0.13-0.14 eV. Again, this is because the
active-space methods are not effective for dynamical cor-
relation, which seems to constitute the majority of the triples
effects of this state. The quadruples contribution in the
electron affinity of this state is virtually null.

In the B̃2Σu
+ state, the differences between EA-EOM-

CCSD and EA-EOM-CCSDT are substantial, reaching 2.26
eV. The active-space methods reduce these differences to
mere-0.09 eV (EA-EOM-CCSDt-A) and -0.06 eV (EA-
EOM-CCSDt-B). The quadruples effect is relatively small,
which is 0.12 eV, and the EA-EOM-CCSDtq-A and -B
variants are not particularly useful. EA-EOM-CCSDTq-A
and -B, however, reproduce EA-EOM-CCSDTQ within just
0.03 eV. A similar observation can be made to theÃ2Πu

state, except that the quadruples effect is more significant
and amounts to 0.44 eV. EA-EOM-CCSDtq-A and -B
capture 0.33 and 0.37 eV of this effect, respectively, which
are about 80% of the quadruples effect. EA-EOM-CCS-
DTq-A and -B recover 0.42 eV or 95%.

V. Concluding Remarks
We have implemented and tested a wide range of ap-
proximations in the category of high-order active-space
EOM-CC. They contain cluster and linear operators through
quadruples for excited states, through four-hole-three-particle
for ionized states, and through four-particle-three-hole for
electron-attached states. The methods that include active-
space triples of the typet(I))t and/or active-space quadruples

Table 5. Vertical Ionization Energies (in eV) of N2

theory X̃2Σg
+ Ã2Πu B̃2Σu

+ C̃ 2Σu
+

IP-EOM-CCSD/cc-pVDZ 15.18 16.93 18.47 28.78
IP-EOM-CCSDT/cc-pVDZ 15.10 16.64 18.36 25.28
IP-EOM-CCSDt-A/cc-pVDZ 15.13 16.66 18.42 25.74
IP-EOM-CCSDt-B/cc-pVDZ 15.07 16.61 18.33 25.24
IP-EOM-CCSDTQ/cc-pVDZ 15.06 16.63 18.28 24.99
IP-EOM-CCSDtq-A/cc-pVDZ 15.10 16.66 18.35 25.60
IP-EOM-CCSDtq-B/cc-pVDZ 15.03 16.60 18.26 24.99
IP-EOM-CCSDTq-A/cc-pVDZ 15.06 16.63 18.28 25.04
IP-EOM-CCSDTq-B/cc-pVDZ 15.06 16.63 18.28 24.99
IP-EOM-CCSD/cc-pVTZ 15.56 17.18 18.83 29.50
IP-EOM-CCSDT/cc-pVTZ 15.44 16.90 18.67 25.63
IP-EOM-CCSDt-A/cc-pVTZ 15.54 16.98 18.81 26.42
IP-EOM-CCSDt-B/cc-pVTZ 15.38 16.83 18.61 25.53
IP-EOM-CCSD/cc-pVQZ 15.68 17.28 18.94 29.71
IP-EOM-CCSDT/cc-pVQZ 15.55 16.99 18.77 25.76
IP-EOM-CCSDt-A/cc-pVQZ 15.66 17.10 18.93 26.73
IP-EOM-CCSDt-B/cc-pVQZ 15.47 16.90 18.70 25.63

Table 6. Vertical Electron Affinities (in eV) of C2

theory X̃2Σg
+ B̃ 2Σu

+ Ã2Πu

EA-EOM-CCSD/aug-cc-pVDZ 3.13 -1.64 -0.43
EA-EOM-CCSDT/aug-cc-pVDZ 3.00 0.62 1.84
EA-EOM-CCSDt-A/aug-cc-pVDZ 2.87 0.54 1.90
EA-EOM-CCSDt-B/aug-cc-pVDZ 2.87 0.57 1.93
EA-EOM-CCSDTQ/aug-cc-pVDZ 3.00 0.74 2.28
EA-EOM-CCSDtq-A/aug-cc-pVDZ 2.88 0.46 2.17
EA-EOM-CCSDtq-B/aug-cc-pVDZ 2.88 0.50 2.21
EA-EOM-CCSDTq-A/aug-cc-pVDZ 3.00 0.71 2.26
EA-EOM-CCSDTq-B/aug-cc-pVDZ 3.00 0.71 2.26
EA-EOM-CCSD/aug-cc-pVTZ 3.30 -1.39 -0.63
EA-EOM-CCSDT/aug-cc-pVTZ 3.17 0.69 1.95
EA-EOM-CCSDt-A/aug-cc-pVTZ 2.99 0.61 2.05
EA-EOM-CCSDt-B/aug-cc-pVTZ 3.00 0.64 2.08
EA-EOM-CCSD/aug-cc-pVQZ 3.35 -1.22 -0.69
EA-EOM-CCSDT/aug-cc-pVQZ 3.21 0.72 1.97
EA-EOM-CCSDt-A/aug-cc-pVQZ 3.02 0.63 2.07
EA-EOM-CCSDt-B/aug-cc-pVQZ 3.01 0.66 2.11
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of the typeq(I))q or q(II) can reproduce the corresponding
nonactive-space EE/IP/EA-EOM-CC methods for dominantly
two-electron or higher-order transitions. The use of minimum
active spaces in EE/IP/EA-EOM-CCSDt, EE/IP/EA-EOM-
CCSDtq, or EE/IP/EA-EOM-CCSDTq leads to accurate
predictions for energies and related one-electron properties
at a fraction of computational cost required in EE/IP/EA-
EOM-CCSDT or EE/IP/EA-EOM-CCSDTQ. This article
presents the most comprehensive exposition of this class of
methods and their performance assessment, made possible
by computerized symbolic algebra automating the formula
derivation and implementations of the methods.

The active-space methods are found to be not as effective
for the states that are already describable by EE/IP/EA-EOM-
CCSD (e.g., within 0.1 eV of EE/IP/EA-EOM-CCSDT),
where the triples effects are dynamical correlation. In a
related note, the performance of the active-space methods
gradually deteriorates with increasing basis set sizes. With
a larger basis set, low-lying unoccupied orbitals become
diffuse, planewave-like, and inadequate for active space. This
undesirable basis-set dependence constitutes the most serious
weakness of the active-space methods in the absence of any
provision to optimize them such as those reported in refs
60-62. In this article, we have proposed and examined a
much simpler alternative of using different basis sets for
different methods or energy components. Our calculations
on excited-state potential energy curves of hydrogen fluoride
have demonstrated that nondynamical correlation effects can
be isolated and are less sensitive to basis set sizes and can
be described separately by the active-space methods with
relatively small basis sets, while the dynamical correlation
effects are treated by nonactive-space methods with more
extensive basis sets.
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Nancy-UniVersité, B.P. 239, 54506 VandœuVre-lès-Nancy Cedex, France

Received October 30, 2006

Abstract: Among all the Quantum Mechanics/Molecular Mechanics (QM/MM) methods available

to describe large molecular systems, the Local Self-Consistent Field/MM (LSCF/MM) one uses

frozen doubly occupied Strictly Localized Bonding Orbital (SLBO) to connect the QM fragment

to the one treated at the MM level. This approach is correct as long as the QM part is large

enough to minimize the artifacts that could arise because of the fixed SLBO. If one wants to

decrease the size of the QM subsystem, one clearly needs to help the SLBO to relax according

to the variations of the global wave function. Also, the SLBO have to adjust itself according to

the modification of the surrounding if we want to improve the method. Here, we present a

modification of the original LSCF method called Optimized LSCF (OLSCF) where each SLBO

is allowed to mix with its corresponding Strictly Localized Anti Bonding Orbital (SLABO) resulting

in an adjustment of the two-electron bond described by a self-consistent SLBO (SCSLBO). We

test the new methodology against the modification of the QM part (internal perturbation) and

against the variation of the surroundings (external perturbation) represented either by a dielectric

continuum or by a classical point charge. In each case the initial SLBO is the symmetric C-C

SLBO of the ethane molecule. It is shown that the optimized SCSLBO presents a final polarity

in perfect agreement with what could be expected as the result of a reaction to the internal or

external perturbation.

1. Introduction
During the past decade, the interest of theoreticians for
macromolecular systems, or more globally large systems, has
grown enormously. This is a direct consequence of the
tremendous improvement of computers, both from the storage
(memory and/or hard drive) and the CPU points of view.
However, one has to bear in mind that studying chemical
reactions in such systems (i.e. locating transition states) is
still out of reach for the casual methods of quantum
chemistry, despite the computer enhancement. To be able
to treat such large molecular systems, the community of
quantum chemists has developed new methods that combine
different levels of theory. The total system is divided in
several parts, each one described at a given level of theory.
The levels of theory are chosen such that, for each part, the

most important physical phenomenon is correctly handled.
Various schemes (combinations) are possible. For example,
the part of the macromolecule undergoing the chemical
reaction (generally few atoms) needs to be treated with high
level (for example, correlated ab initio) techniques. This is
called Quantum Mechanics (QM) level. The neighboring
region, larger than the QM one, where consecutive reactions
can take placesfor example proton transfer rearrangement
like in the bacteriorhodopsin moleculescan be described
with a less time demanding method, typically a semiempirical
one. Let us call this level QM′ to avoid confusion with the
former QM level. The remaining atoms of the macro-
molecule, which play a nontrivial and nonisotropic role by
means of electrostatic and mechanic interactions, are often
handled with Molecular Mechanics (MM) force fields.
Finally the surrounding solvent can be included explicitly
via a classical force field (MM′) or implicitly using a* Corresponding author e-mail: Xavier.Assfeld@cbt.uhp-nancy.fr.

1047J. Chem. Theory Comput.2007,3, 1047-1053

10.1021/ct6003214 CCC: $37.00 © 2007 American Chemical Society
Published on Web 03/23/2007



polarizable continuum (Self-Consistent Reaction Field, SCRF).
The combination of these four levels of theory gives rise to
a QM/QM′/MM:MM ′ or QM/QM′/MM:SCRF method, if
one uses the “/” symbol to represent the separation between
two parts connected by a chemical bond and the “:” character
when no chemical bond connects the two parts. One could
of course think of more complicated combinations, but the
most widely known and used schemes of hybrid method are
certainly the QM/MM and the QM:MM ones.1

Let us focus our attention on the methods that need the
“/”, i.e. when covalent chemical bonds are formally cut to
divide the system. Many solutions have been proposed and
applied to circumvent the so-called dangling bond problem.2-13

If used carefully each scheme will correctly handle the
connection between the two parts. We refer the interested
reader to a recent review for further details.14 In this article
we will restrain our discussion on the Local Self-Consistent
Field combined with MM (LSCF/MM)15-18 way to treat such
connection.

The connecting bond is described by a frozen doubly
occupied Strictly Localized Bonding Orbital (SLBO). By
frozen we mean that the expansion coefficients of the basis
functions in the SLBO are kept constant during the wave
function optimization (during the Self-Consistent Field (SCF)
procedure). Trivially the SLBO is readjusted by rotation and
renormalization if the geometry is changed during either a
geometry optimization or a molecular dynamics step. Thanks
to the transferability principle, the SLBO is generally
obtained from a preliminary calculation on a small model
molecule that possesses the chemical bond of interest.
Freezing the SLBO implies that it is the same whatever the
state of the QM part is. This can only be correct if the size
of the QM part is large enough to reduce the interaction
between the frozen SLBO and the global wave function to
something negligible. It is a severe limitation if one is willing
to perform reactive dynamic calculations, since the required
CPU time will be enormous and unreachable with normal
computer equipment. The corollary is that to have the size
of the QM part reduced, it is necessary that the SLBO can
relax somehow. In order to keep the QM size as small as
possible we propose a modification of the LSCF methods
based on quantum mechanics only (not of the hybrid LSCF/
MM method yet)scalled Optimized LSCF (OLSCF), in
which the SLBOs can readjust themselves according to the
variation of the global wave function (called internal
perturbation) and to the variation of the surroundings (called
external perturbation). The LSCF method needs SLBO, the
OLSCF one produces Self-Consistent SLBO (SCSLBO).

This paper is organized as follows. Section 2 deals with
the general principle of the method. The basic equations of
the OLSCF method are established in section 3. Finally, some
illustrative calculations are gathered in section 4 and
discussed in the fifth section. Our aim is to prove that the
OLSCF method is able to correctly represent the polarity
variation of the SCSLBO when the surroundings change and
that these changes are consistent with the general chemical
sense, before adapting the new methodology to the QM/MM
framework.

2. Principle
The LSCF method allows the optimization of a wave function
at the Hartree-Fock level, or equivalently at the Kohn-
Sham level in the Density Functional Theory (DFT) frame-
work, knowing that some predefined (spin-)orbitals must
remain unchanged. The predefined orbitals can be of any
shape and occupied or not. Any post-HF method can follow
the LSCF optimization. All orbitals are orthogonal.

Our aim is to allow SLBOs, expanded on the basis
functions of the two atoms defining the bond, to remain
strictly localized but to have some degrees of freedom to
adjust themselves according to the surroundings. We decide
to mix the doubly occupied SLBO to its corresponding empty
Strictly Localized Anti-Bonding Orbital (SLABO). Hence,
each connecting bond will be described with a doubly
occupied SCSLBO that is a linear combination of the initial
SLBO and SLABO, i.e. we give one electronic degree of
freedom to the bond. To avoid the delocalization of the
SCSLBO, we do not mutually orthogonalize the SLBOs nor
the SLABOs. The variational Molecular Orbitals (MO) are
mutually orthogonal and orthogonal to each{SLBO,
SLABO} pair.

The mixing of the SLBO and the SLABO is not new.
Many studies have been performed in the 1980s mainly by
P. Surján,19-24 and even before in the 1960s and 1970s with
the PCILO method of J.-P. Malrieu,25-27 and related
methods.28-31 Here, we are less ambitious since only a few
bonds, those connecting two parts described at different levels
of theory, will be treated like that.

3. Theory
SLBO. Let us consider a closed shell system of 2n electrons
treated with the spin restricted formalism, for simplicity. The
generalization to the unrestricted case is trivial. We use a
set of atom centered basis functions{|φµ〉}µ)1

K . Let say that
L SLBOs {|l i〉}i)1

L are considered, withL < K. They are
developed onto the basis functions of the two atomsXi and
Yi defining the bonds numberi.

These SLBOs are obtained from usual localization pro-
cedures32-37 on small model molecules. The strict localization
is attained by zeroing the coefficients of basis functions
belonging to atom different fromXi or Yi, if necessary.38

They can be written in a shorter form introducing
normalized hybrid orbitals (HO)

wherehi
Xi is a HO belonging to atomXi and used in theith

SLBO l i.
SLABO. The corresponding SLABOs, noted{|l i/〉}i)1

L ,
can be obtained with different manners, and we list four of
them below.

(1) They can be obtained the same way SLBOs are created
with the usual localization techniques32-37 applied on the
virtual orbitals of a small model molecule.

|l i 〉 ) ∑
µ∈Xi

aµi | φµ 〉 + ∑
ν∈Yi

aνi | φν 〉 (1)

|l i 〉 ) aXii
| hi

Xi 〉 + aYii
| hi

Yi 〉 (2)
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(2) However, as the size of the basis set increases, the
number of virtual orbitals increases also, and the convergence
of the localization is more difficult to achieve. In that case
one can just project the SLABO found with a smaller basis
(SB) set on the large basis (LB) set

whereSµν is the overlap integral between the functionsφµ

andφν of the large basis set.
(3) SLABOs can also be defined with the elaborate method

proposed by M. Head-Gordon and co-workers.39

(4) Finally, it is also possible to derive the antibonding
orbital directly from the bonding one.20,40 The sign of the
coefficients of the basis functions of one atom is reversed,
and the resulting function is renormalized.

One has to note that for the first three possibilities, the SLBO
and the corresponding SLABO are not developed over the
same hybrid orbitals, whereas the fourth method expands
the SLBO and the SLABO over the same two HOs.

In this article the two first procedures are used since they
are easy to get and because they give more reliable results,
based on preliminary calculations.

MO. To determine the variational MOs we use the same
procedure as the one we developed for the LSCF method
10 years ago.15 The only exception is that the predefined
orbitals (all pairs of SLBO and SLABO) are not orthogonal.
First, we recall the steps followed in the LSCF method:

- Requirement: the MOs are orthogonal to the frozen
orbitals (FOs). Hence, we expand the MO over basis
functions that are already orthogonal to the FOs.

- Basis functions orthogonal to the FOs: each basis
function φµ from the original basis set{|φµ〉}µ)1

K is pro-
jected out of the subspace defined by the FOs. To have a
simple expression of the projection operator, the FOs are
mutually orthogonalized, generally by means of the Lo¨wdin
procedure

whereRµi is the overlap integral between the basis function
φµ and the orthonormalized FOoli, 〈φµ|oli〉.

- Removing the linear dependencies: sinceL FOs where
predefined, the new set ofK basis functions has at leastL
linear dependencies. They are removed by means of the
canonical orthogonalization procedure.41 The set of (K - L)
resulting basis functions is exactly what is needed to expand
the MOs.

The only difference with the new OLSCF method is that
to avoid the delocalization of the SLBOs and SLABOs we
keep them strictly localized and thus possibly nonorthogonal.
The projection operator is then modified

with Dij being the overlap integral between the FOsl i andl j,
〈l i|l j〉, and Tµi is the overlap integral between the basis
functionφµ and the FOl i, 〈φµ|l i〉. One has to note that here
i andj run over the SLBOs and the SLABOs and thatl i can
be a SLBO or a SLABO. This transformation can be done
with the matrixM whose elements are given by

whereδµV is the Kronecker symbol, andSηµ is the overlap
integral between functionsφη andφµ.

This projection is followed by the canonical orthogonal-
ization to remove the 2L linear dependencies. The orthogo-
nalization is performed with a matrix namedX. The
conjunction of these two steps lead to the definition of a
matrix, namedB ) MX, that transforms the original basis
set of K nonorthogonal functions into a set of (K - 2L)
functions mutually orthogonal and orthogonal to the SLBOs
and SLABOs. ThisB matrix plays, for the OLSCF method,
exactly the same role the Lo¨wdin matrix (X ) S-1/2) plays
in the SCF procedure.

The other point one has to take care of in the OLSCF (or
LSCF) method is the definition of the density matrix. In the
LSCF method, the density matrix (PL) due to the occupied
frozen orbitals must be added to the one resulting from the
variational MOs (PQ) to give the total density matrixPT )
PL + PQ. Here, thanks to the orthogonality of the MOs
(mutually orthogonal and orthogonal to the strictly localized
orbitals (SLOs)) the total density matrix can also be split
into the two usual componentsPQ andPL. However, due to
the nonorthogonality of the SLOs the density matrix due to
the occupied predefined orbital requires special attention. One
matrix element of thePL matrix is written as

whereãνj are the expansion coefficients of the dual orbitals
(DOs).24

The DOs {|l̃ i〉}i)1
2L are orthogonal to the set of SLO

{|l i〉}i)1
2L (〈l i | l̃ j〉 ) δij), but the two sets are not mutually

orthogonal〈l i |l j〉 ) Dij and〈l̃ i | l̃ j〉 ) D̃ij). The SLOs and the
DOs form a biorthogonal basis set.42 Although it is possible
to express the energy and the Roothaan equation as functions
of the initial nonorthogonal orbitals,43 it requires a lot of
modifications of the existing code. However, the DOs

|l i/ 〉LB ) ∑
µ,ν

LB

| φµ 〉 (S-1)µν 〈 φν | l i
/ 〉SB (3)

|l i/〉 ) Ni
/ (aXii

|hi
Xi 〉 - aYii

| hi
Yi 〉)

) aXii
/ | hi

Xi 〉 + aYii
/ | hi

Yi〉 (4)

|φ̃µ〉 ) [1 - ∑
i

L

Rµi
2]-1/2 [|φµ〉 - ∑

i

L

|oli〉〈oli |φµ〉] (5)

|φ̃µ〉 ) [1 - ∑
i

2L

∑
j

2L

Tµi (D
-1)ij Tµj]

-1/2 [|φµ〉 -

∑
i

2L

∑
j

2L

| l i 〉 (D-1)ij 〈l j | φµ〉] (6)

Mµν ) [1 - ∑
i

2L

∑
j

2L

Tµi (D-1)ij Tµj]
-1/2

[δµν - ∑
i

2L

∑
j

2L

∑
η

aνi (D
-1)ij aηj Sηµ] (7)

Pµn
L ) 2 ∑

j

L

aµj ãνj (8)

ãνj ) ∑
i

2L

aνi (D
-1)ij (9)
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propose a very simple form very close to the usual one. With
the definition of the density matrix given above (eq 8) the
Fock matrix elements and the electronic energy can be
obtained with the traditional formula (the nonorthogonality
is hidden in the density matrix)

where we have used the usual notation for the various
integrals. Equation 11 is equivalent to half the trace of the
matrix product (PT(H+F)). At this point we have all the
tools to obtain the MOs.

SCSLBO.For each pair (l i, l i*) composed of a SLBO and
its corresponding SLABO expanded over the basis functions
of the two atoms defining the connecting bond, we build a
2 × 2 Fock matrix

with

whereFµn comes from eq 10.
This matrix is transformed in a basis where the SLBO is

orthogonal to the SLABO, with either a Lo¨wdin or a Gram-
Schmidt orthogonalization and further diagonalized. The two
eigenvectors correspond to the new SLBO and SLABO that
we call SCSLOs. From these new functions a new density
matrix PL can be formed and new MOs can be sought. The
whole process is conducted until convergence is reached. It
is summarized in the algorithm given below.

Algorithm. We have implemented this method in our
modified version of the package Gaussian 03.44

(1) Determine the SLBOs and SLABOs on model mol-
ecules. Orthogonalize the SLABO to its SLBO, with the
Löwdin or the Gram-Schmidt method.

(2) Orthogonalize the basis functions with respect to all
SLOs, i.e. build the matrixM.

(3) Perform the canonical orthogonalization of the new
basis set with the matrixX.

(4) Get an initial guess of the density matrix.
(5) Build in the Fock matrixF.
(6) TransformF in the orthogonal basis:F ′ ) Bt F B.
(7) DiagonalizeF ′: ε ) C ′t F ′ C ′ whereε is the diagonal

(K-2L)×(K-2L) matrix of the eigenvalues.
(8) Backtransfrom in the original basis:C ) B C ′.
(9) Compute the density matrix due to the MOs,PQ.
(10) Diagonalize the 2× 2 Fock matrix, for each (l i, l i

/)
pair to get the SCSLOs.

(11) Compute the density matrix due to the SCSLBOs,
PL.

(12) ComputePT ) PQ + PL.
(13) Exit test. If not satisfied go back to step 5.

4. Test Results
In order to show that with our new formalism a given SLBO
can adjust itself with respect to either an internal modification
or to the surroundings variation we perform three series of
calculations.

For the first one, we consider the H3C-CX3 molecules
(X)H, Li, BH2, NH3, OH, F) for which the initial SLBO
and SLABO are determined on the ethane molecule. Two
levels of theory (HF/6-31G* and HF/6-311G**) and two
localization schemes (Boys-Foster,32 BF, and Pipek-Mezey,33

PM) are considered. The polarity (P) of the optimized
SCSLBO is represented as half the electronic population (q)
due to this SCSLBO on the carbon atom connected to the X
substituents (CX) computed with the Mulliken partitioning.45

For comparison, the polarity of the SLBO obtained with
the BF or PM a posteriori criterion on a SCF optimized wave
function is also provided. The geometries were optimized
at the SCF level. The polarities are gathered in Table 1.

The second series is concerned with the influence of the
solvent. The solvent is represented by a polarizable con-
tinuum with the help of the SCRF method developed
previously in our group.46,47The initial SLBO is determined
on the ethane molecule at the B3LYP/6-311++G** level
of theory with the help of the PM localization scheme and

Table 1. Half Mulliken Electronic Population of the C-C
Bond Orbitals (in Electron) of the Carbon Atom Bonded to
the X Ligand in the CH3CX3 Molecules (i.e. Bond Polarity)c

Pipek-Mezey Boys-Foster

X
HF/

6-31G*
HF/

6-311G**a
HF/

6-311G**b
HF/

6-31G*
HF/

6-311G**b

SCSLBO
H 0.500 0.500 0.500 0.500 0.500
Li 0.479 0.481 0.472 0.490 0.484
BH2 0.521 0.519 0.529 0.504 0.507
CH3 0.529 0.524 0.539 0.509 0.516
NH2 0.559 0.553 0.576 0.524 0.539
OH 0.586 0.581 0.612 0.538 0.560
F 0.592 0.594 0.621 0.545 0.571

SLBO
H 0.500 0.500 0.500 0.500 0.500
Li 0.415 0.460 0.460 0.430 0.475
BH2 0.518 0.544 0.544 0.519 0.548
CH3 0.498 0.529 0.529 0.498 0.529
NH2 0.527 0.580 0.580 0.524 0.575
OH 0.546 0.579 0.579 0.544 0.574
F 0.523 0.559 0.559 0.515 0.553

a SLABO obtained at the HF/6-311G**. b SLABO obtained at the
HF/6-31G* and projected on the 6-311G** basis set. c The SCSLBOs
result from an OLSCF calculation. Their polarities are given in the
upper part of the table. The SLBOs are obtained as usual (see the
Theory section) after a traditional SCF calculation. Their polarities
are given in the lower part of the table.

P )
qCX

2
) ∑

µ

∈CX

∑
ν

AO

cµicνiSµν (14)

Fµν ) Hµν
c + ∑

λ,σ

Pλσ
T [(µν|λσ) -

1

2
(µσ|λν)] (10)

E ) ∑
µ,ν

Pµν
T Hµν

c +
1

2
∑
µ,ν

∑
λ,σ

Pµν
T Pλσ

T [(µν|λσ) -
1

2
(µσ|λν)]

(11)

(〈l i |F̂| l i〉 〈l i
/|F̂| l i〉

〈l i |F̂| l i
/〉 〈l i

/ |F̂| l i
/〉 ) (12)

〈l i |F̂| l i〉 ) ∑
µ,ν

aµiaνiFµν (13)
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transferred on the central C-C bond of the â-alanine
molecule in its neutral and zwitterionic forms, H2N-CH2-
CH2-COOH and H3N+-CH2-CH2-COO-, respectively.
Calculations are performed in the gas phase and in solution
at the B3LYP/6-311++G** level of theory. The geometries
are optimized at this same level in solvent phase only and
without frozen orbital. The polarities of the SCSLBO are
given in Table 2. For comparison purposes, pure B3LYP/
6-311++G** calculations are carried out and followed by
a PM localization procedure to obtained SLBOs. The polarity
of the SLBO of the central C-C bond is given in Table 2.
Polarities correspond to half the electronic population, arising
from the SLO, of the carbon atom bearing the NH2 group.

Finally, the effect of a surrounding classical point charge
(q ) +|e|) is studied in the third series, to anticipate QM/
MM calculations. The chosen molecule is ethane. The
starting SLBO comes from a preceding calculation on the
C2H6 molecule at the HF/6-311G** level of theory with the
PM criterion. The point charge is placed on the line defined
by the two carbon atoms. The distance between the point
charge and the nearest carbon atom is varied from 1 to 4 Å.
The polarity of the SCSLBO, represented as half the
electronic population due to this SCSLBO of the C atom
nearest to the point charge, is sketched in Figure 1.

5. Discussion
From the results presented in Table 1, one can readily extract
that the polarity (i.e. half the electronic population, due to

the SCSLBO only, of the carbon atom connected to the X
substituents) increases when the electronegativity of the
substituent increases. This result is in perfect agreement with
the usual “chemical sense” (see Scheme 1). Although not
exactly identical, this trend is the same whatever the level
of theory is (double- or triple-ú), whatever the localization
criterion is (BF or PM), and whatever the SLABO is
(projected from double-ú or not). However, it seems that the
PM SLOs give a larger polarization than the BF ones.

To have a point of comparison, we run traditional SCF
calculations on all molecules, and we determine the C-C
Localized Molecular Orbital (LMO) for each molecule with
either the PM or the BF criterion at all levels of theory. These
LMOs were further transformed in SLBOs, and their
polarities are given in the second part of Table 1. If one
compares the polarity of the SCSLBO with the one obtained
for the SLBO, one can remark that the values are quite
similar although not identical. The increase of the electronic
population with the increasing electronegativity of the
ligands, for the SLBO, is not as straight as it is for SCSLBO.
For SLBO, the polarity seems to drop down for the CH3

and the F ligand. This is due to the fact that these SLBOs
are obtained by rotation of all the occupied molecular orbitals
of the molecule and thus reflect the global effect of the
ligands on the total wave function. Of course this effect
cannot be fully reproduced by the polarity of just one
function even if it is a SCSLBO. Anyway, we can conclude
that the SCSLBOs correctly show the expected trend and
that they adequately adjust themselves according to the
chemical modification of the molecule.

The values given in Table 2 show that the SCSLBO and
the SLBO are not much modified by the solvent effects for
the neutral form of theâ-alanine molecule. The difference
of electronic population between the gas and the solvent
phase is small in both cases. For the zwitterionic molecule,
the electronic polarization induced by the solvent is at least
ten times stronger than for the neutral isomer. We can put
that in parallel with the electrostatic solvation free energy
that is also small for the neutral form, 14.5 kcal‚mol-1,
compared to the one of the zwitterionic form, 59.7 kcal‚mol-1.
The polarization of the SCSLBO is less than the one of the
SLBO, albeit both present the same tendency. Again, this
discrepancy can be attributed to the global character of the
SLBO and to the local nature of the SCSLBO. Anyway, it
is shown that the SCSLBO reacts correctly with respect to
the perturbation of an external electric field (here produced
by the dielectric continuum).

Finally, before the adaptation of the OLSCF scheme to
the QM/MM formalism, we decide to focus our attention to
the action of a classical charge on the polarity of the
SCSLBO. One can see (Figure 1) that the stronger the
interaction, i.e. the shorter the distance between the classical

Table 2. Half Mulliken Electronic Population (in Electron)
of the Carbon Atom Bearing the NH2 Group in the
â-Alanine Molecule (i.e. Bond Polarity), Due to the
SCSLBO and to the SLBO(PM)a

form phase SCSLBO SLBO(PM)

neutral gas 0.495 0.501
solvent 0.495 0.493

∆ +0.0004 -0.0079
zwitterionic gas 0.553 0.637

solvent 0.528 0.552
∆ -0.0246 -0.0854

a ∆ is the difference of polarity between the solvent and the gas
phases.

Figure 1. Half Mulliken electronic population (q, in electron)
of the carbon atom nearest to the classical point charge due
to the SCSLBO (i.e. bond polarity), as a function of the
distance (d, in Å) between the positive point charge and the
nearest carbon atom of the ethane molecule. The point charge
is placed on the line defined by the two carbon atoms.

Scheme 1. Polarization of the C-C SLBO by the
Electronegative Substituents X
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charge and the molecule, the stronger the polarization of the
SCSLBO. That is exactly what could be expected and is
encouraging for the future implementation in a QM/MM
framework.

6. Conclusion
In this first step, we propose a modification of the LSCF
methodsbased on quantum mechanics only (not the LSCF/
MM hybrid method)swhich allows the relaxation of strictly
localized bonding orbitals according to the variation of the
surroundings and/or of the quantum state. The new method
is named Optimized LSCF (OLSCF). For each SLBO, a
SLABO is defined, and the mixing of these two functions
gives the electronic degree of freedom responsible for the
relaxation of the orbital. The new methodology is tested
against the modification of the molecule itself, against the
influence of the surrounding solvent (modeled by means of
a polarizable continuum), and against the presence of a
classical point charge. In all three cases investigated here, it
is shown that the SCSLBOs properly adjust themselves to
the situation. According to these encouraging results, we will
further apply our new technique to the QM/MM formalism
and to the QM/QM′ method in forthcoming papers.
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(21) Surján, P.; Révész, M.; Mayer, I.J. Chem. Soc., Faraday
Trans. 21981, 77, 1129-1131.

(22) Surján, P. J. Mol. Struct. (THEOCHEM) 1988, 169, 95-
104.

(23) Surján, P.Chem. Phys. Lett.1985, 117, 386-388.

(24) Surján, P.Chem. Phys. Lett.1982, 92, 483-485.

(25) Diner, S.; Malrieu, J.-P.; Clavery, P.Theor. Chim. Acta1969,
13, 1-17.

(26) Malrieu, J.-P.; Clavery, P.; Diner, S.Theor. Chim. Acta1969,
13, 18-45.

(27) Malrieu, J.-P. InSemiempirical methods in electronic
structure calculation;Segal, G. A., Ed.; Plenum: New York,
1977.

(28) Kvasnika, V.Theor. Chim. Acta1974, 34, 61-65.

(29) Cullen, J. M.; Zerner, M. C.Int. J. Quantum Chem.1982,
22, 497-535.
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Abstract: Anionic water clusters, (H2O)n
-, of various sizes, n ) 1-8, have been investigated

using high-level ab initio calculations and the quantum theory of atoms in molecules, which

provides a topological analysis of the electron density. The results of the current study indicate

that the distribution of the excess electron is dependent on the geometry of the cluster. Non-

nuclear attractors (NNAs), with associated pseudo-atomic basins and populations, are observed

only in the highly symmetric clusters in which several non-hydrogen-bonded (NHB) hydrogen

atoms are oriented toward a central cavity. For the latter cases, the non-nuclear attractor can

be considered a pseudo-atom, possessing a significant portion of the excess electron within

the cavity, consistent with the cavity-bound model of the solvated electron. In some cases, the

population of the NNA is more than 0.2 electrons, and it contributes in excess of 20 kJ/mol to

the energy of the system. Furthermore, the less symmetric systems, which tend to orient the

NHB hydrogen atoms away from the center of the cluster, tend to delocalize the excess electron

to a greater extent over several atoms at the surface of the cluster, consistent with the surface-

bound model of the excess electron.

I. Introduction
While the solvated electron in water has been the focus of
many experimental and theoretical studies, the microscopic
structure of this species remains the subject of intense
theoretical and experimental interest.1-31 Water is the
universal solvent; it is ubiquitous throughout our natural
environment, from biological systems to interstellar space.
For instance, hydrated electrons (anionic water clusters) are
known to react with O2 to produce the superoxide anion,
O2

-.32,33 This reaction can occur in various conditions, in
clouds, where O2- can destroy ozone,34 to biological systems,
where O2

- is involved in cell death, aging, and various
disease processes.35 Given that anionic water has such a
profound influence on a large variety of systems, a thorough
understanding of its properties and behavior is essential.

As early as 1810, Humphry Davy observed that, when
alkali metals are exposed to ammonia, the resulting solution
has an intense blue color. The following century saw a great
deal of research that focused on this phenomenon and sought
to determine the cause. Although it was well-established that
these solutions behave as electrolytes, possessing high
conductivity and magnetic susceptibility,36 it was not until
nearly 100 years after Davy’s observations that Kraus
suggested that the solutions contain sodium cations and free
electrons,37 and that the latter are responsible for the intense
color.

The discovery of solvated electrons in ammonia solutions
led naturally to the assumption that solvated electrons might
be observed in water. Indeed, water’s larger dipole moment
and stronger hydrogen-bonding capability facilitate the
ionization of metals. However, it was another 50 years before
hydrated electrons were generated by pulse radiolysis and
observed in water.38-40 In addition, it was found that this
species was highly reactive and could be destroyed through

* Corresponding author e-mail: Russell.Boyd@dal.ca.
† Dalhousie University.
‡ Mount Saint Vincent University.
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various processes. For example, free electrons are easily
removed from solution by recombination with the protons
produced from the autoionization of water. Thus, the
hydrated electron exhibits a short, pH-dependent lifetime.41

Subsequent studies by Haberland and co-workers27-30

established that the hydrated electron was not only produced
in bulk solvent but also in clusters of a finite size, forming
anionic water clusters, (H2O)n-. Furthermore, water mol-
ecules in small clusters do not experience autoionization as
tends to occur in bulk solvent, and thus the lifetime of the
hydrated electron should be greater in these small clusters.
This distinction proved advantageous for investigations into
the nature of the hydrated electron, which has since been
studied extensively both experimentally and theoretically (see
Beyer et al.12 and references therein).

Many methods are employed to generate solvated elec-
trons: injection of energetic electrons into the solvent,38-40

photoionization of water or a suitable precursor by ultraviolet
radiation,22,41-43 interaction of alkali metal surfaces with
water,44 supersonic expansion to generate neutral clusters
followed by irradiation with a low-energy electron beam to
generate the anions,45,46 and laser vaporization.12,47 Further-
more, several spectroscopic methods may be employed to
detect the solvated electrons once they are generated, such
as photoelectron and infrared spectroscopy and mass spec-
trometry. However, while there are many experimental
methods available to produce hydrated electrons, and several
techniques to detect them, the problem that remains is how
to determine the exact structure, and consequently the nature,
of the hydrated electron. Is the excess electron density largely
localized to a region of space within the water clusters or is
it smeared out and distributed over the electronegative
oxygen atoms?

Two general models concerning the structure of the
solvated electron have been proposed:1,2,8,23,31,48-57 the surface-
bound model (frequently referred to as the dipole-bound
model) and the cavity-bound model. The cavity-bound model
predicts the electron to be localized to a particular region in
space within the center of the cluster, while the surface-bound
model predicts the electron to be delocalized over several
atoms on the surface of the cluster. Theoretical methods have
been extensively employed to probe the electronic structure
of anionic water clusters. Various ab initio and density
functional theory (DFT) methods have been applied to
smaller clusters7,11,13-16,20,21,58-64 as well as molecular dy-
namic simulations of the bulk sovent.24,26,48,65-67 It was
suggested by Turi et al.56 that the hydrated electron exists
solely in the surface-bound state for clusters smaller than
45 water molecules, (H2O)45

-. However, this was recently
contradicted in a study by Khan,1 in which (H2O)14

- exhibits
both surface- and cavity-bound states depending on the
geometry of the cluster. Futhermore, Khan also noted that
the two states were nearly identical in energy. While the
cavity model is experimentally supported by the appreciable
volume increase upon the injection of electrons into the
solvent,68 it is still unclear as to which model provides a
better description.

The quantum theory of atoms in molecules (QTAIM)69-73

is based on the topological analysis of the electron density,

F(r ), and is used to predict bonding interactions and atomic
properties.74 The electron density exhibits maxima at the
locations of the nuclei (or, more generally, the attractors)
and lines of maximum electron density linking bonded nuclei,
that is, bond paths. The resulting network of nuclei and bond
paths represents the molecular graph for a given system. A
single bond path always links the nuclei of chemically
bonded atoms regardless of the bond order.74 The bond path
is always accompanied by a virial path, a line of maximally
stabilizing potential energy density linking the same bonded
nuclei.75 The presence of a bond path and its associated virial
path provides a definitive criterion for bonding, especially
in ambiguous or borderline cases.76 A bond path between
nuclei is always accompanied by an interatomic surface (IAS)
between the bonded atoms, and this IAS must satisfy the
zero-flux condition69

for all r ’s on the surface S(r ), where∇F(r ) is the gradient
of the electron density andn(r ) is a unit vector normal to
the surface. This IAS partitions the system into atomic
regions or basins. The atoms defined in this manner, based
on the topology of the electron density, were brought into
coincidence with the quantum mechanically derived atoms
in a molecule77 starting from Schwinger’s principle of
stationary action.78 The atoms in a molecule were shown to
behave as “proper open quantum systems”77 which are
described by equations of motion in correspondence to closed
total systems.79 The atoms in molecules, when defined as
proper open systems, recover and predict a wide range of
experimental observations.80

The zero-flux surface consists of a set of∇F(r ) trajectories
that originate at infinity and terminate at a single point in
the electron density where∇F(r ) ) 0, known as the bond
critical point (BCP). Two other trajectories originate at the
BCP, and each of these terminates at one of the nuclei
involved in the bonding, thereby defining the bond path. In
addition to satisfying the zero-flux condition, all nonperiodic
systems must satisfy the Poincare´-Hopf relationship

wheren stands for the number of attractors (e.g., nuclei),b
for the number of bond paths,r for the number of rings, and
c for the number of cages.81

An important feature of QTAIM is its ability to predict
non-nuclear attractors (NNAs), which by definition are
maxima in the electron density at a location other than that
of the nuclei. The occurrence of NNAs is rare and was first
theoretically predicted in alkali metal clusters82-84 and later
observed experimentally in metallic beryllium and magne-
sium.85,86NNAs behave as attractors in the basins of proper
open systems bounded by a zero-flux surface and satisfy the
above equation (eq 1), just as atomic nuclei behave topologi-
cally. For this reason, a NNA and its associated basin
bounded by zero-flux surfaces are termed “pseudo-atoms”
in a molecule, cluster, or crystal. Furthermore, for any system
containing a NNA, the Poincare´-Hopf relationship (eq 2)
must be modified to include both nuclei (or nuclear critical
points, NCPs) and non-nuclear attractors (i.e.,n ) NCP +
NNA).

∇F(r )‚n(r ) ) 0 (1)

n - b + r - c ) 1 (2)
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QTAIM is used in this work to study the properties of the
pseudo-atomic basin associated with the hydrated electron
and to shed light on questions such as: is the excess electron
localized to a specific region in space, or is it delocalized
over the entire system? If the hydrated electron exists as a
localized entity within the cluster, it will appear as a non-
nuclear attractor. If, however, the excess electron is delo-
calized over the entire system, no NNA will be observed,
and the excess charge will be distributed over several atoms
in the system.

Besides its physical foundations, the advantage of real
space partitioning of the electron population entailed by
QTAIM over population analyses such as Mulliken popula-
tion analysis (MPA) becomes particularly apparent when we
consider the case of the solvated electron. QTAIM is able
to predict NNAs and consequently determine the population
of the associated pseudo-atomic basins. Therefore, should
the excess electron exist as a localized entity in an interstitial
space not associated with any atom in the cluster, QTAIM
can determine exactly to what extent this occurs. Conversely,
a MPA of the same system (or any other scheme which
assigns atomic populations on the basis of contributions from
atom-centered basis functions) would, by necessity, delo-
calize the excess electron and assign a zero population to
any region in space lacking basis functions at its center.
Hence, population analyses based on the contributions of
basis functions to an atomic population cannot be used to
study the solvated electron. The use of QTAIM in the
analysis of the hydrated electron is a novel approach and, to
our knowledge, has not been reported elsewhere.

II. Computational Details
All structures were optimized at the UMP2(full)/6-31++G-
(2d,2p) level of theory and frequencies calculated at that level
to ensure local minima have been located. Unpublished DFT
results were also obtained at the B3LYP/6-31++G(2d,2p)
level of theory and were found to give qualitatively similar
results with minor differences in geometric parameters. The
spin contamination was never in excess of 0.083% for any
of the studied clusters. To validate our discussion of atomic
energies, we obtained the energies and wavefunctions always
at the same level of theory used for the geometry optimiza-
tion. [To report atomic (and pseudo-atomic) energies, one
cannot optimize the geometry with one basis set and obtain
the wavefunction using a larger one as is commonly (and
often justifiably) done to refine the electron density and
several other atomic and molecular properties. This approach
would invalidate the discussion of atomic and pseudo-atomic
energies due to nonvanishing forces on the nuclei, each
contributing an origin-dependent virial term. Thus, all
wavefunctions in this work were obtained at the same level
of theory used in the geometry optimization.]

All electronic structure calculations were performed using
Gaussian 03.87 Molecular graphs were obtained using
AIM2000,88 while the AIMPAC suite of programs,89 imple-
mented in the AIMALL97 software,90 was used to analyze
the electron densities and obtain atomic properties. The
distribution of the excess electron was determined from the
charge difference between the anionic cluster and the

corresponding neutral cluster in the anionic geometry. The
spin density isosurfaces, the spin density being the difference
between theR- andâ-spin densities, that is,Fspin(r ) t F R(r )
- F â(r ), were obtained using GaussView.91 All reported
spin density isosurfaces are the 0.001 au isosurface unless
otherwise stated. Higher and lower densities were shown to
give the same qualitative results.

A note should be made about the color scheme employed
in the figures. Various critical points appear in the molecular
graphs and are colored as follows: BCPs are red dots, ring
critical points (RCPs) are yellow dots, cage critical points
(CCPs) are green dots, and NNAs are pink dots. The larger
spheres represent the nuclei, employing the usual color
scheme of oxygen as red spheres and hydrogen as white.

III. Results and Discussion
A. Water Anion, (H 2O)-. The obvious starting point for
any investigation into anionic water clusters is the monomer.
Both anionic, (H2O)-, and neutral water were optimized at
the UMP2(full)/6-31++G(2d,2p) level of theory, and the
O-H bond lengths and the H-O-H bond angles were
compared for the two cases. As may be expected, the addition
of a single electron has little effect on the overall geometry,
with an increase in the O-H bond of 0.013 Å and a decrease
in the bond angle of 2.8°. However, while the structural
changes are minor, the energetic changes are more signifi-
cant; the anionic water molecule is 89.7 kJ/mol higher in
energy than the neutral structure (see Table 1 for relative
energies).

QTAIM was employed to determine the distribution of
the excess electron, which was calculated from the difference
between the atomic charges in the anionic structure and those
in the corresponding neutral structure of the same geometry.
The data indicate that a large portion of the excess electron
is accommodated on the hydrogen atoms, 0.27 electrons (e-)
on each H atom with the remainder on the O atom, 0.44 e-

(Table 2). As one might expect, a greater proportion of the
excess electron is accommodated on the oxygen atom when
compared to a single hydrogen atom, due to its greater
electronegativity. However, collectively, the hydrogen atoms
accommodate a greater proportion of the excess electron.
Analysis of the spin populations reveals a similar trend to
that observed in the charge distribution, with a spin popula-
tion of 0.42 on the oxygen atom and 0.29 on each hydrogen.
The spin density plot graphically illustrates the distribution

Table 1. Relative Energies (kJ/mol) of the Anionic and
Neutral Water Clusters

system aniona neutral

(H2O) 0 -89.7
(H2O)2 2A 0 -58.2

2B +1.4 -58.2
(H2O)4 4A 0 -46.5

4B +13.2 -57.2
(H2O)6 6A 0 +7.4

6B -34.9 -57.5
(H2O)8 8A 0 -80.7

8B -12.5 -80.7
a The cavity-forming anionic clusters (A) were assigned a relative

energy of zero for any given cluster size.
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of the excess spin, which is predominantly located near the
hydrogen atoms (Figure 1).

B. Anionic Water Dimers, (H2O)2
-. The optimization

of the anionic monomer was followed naturally by an
investigation of dimeric clusters. Two structures were
investigated and optimized as seen in Figure 2, a cagelike
structure in which the hydrogen atoms of the two water
molecules are oriented toward one another, effectively
forming a cavity between the two molecules (2A-), and an
approximately linear structure that exhibits the typical
hydrogen-bonding arrangement (2B-).

The molecular graph of2A- reveals that there is a long-
range oxygen-oxygen interaction (∼5.2 Å) between the two
water molecules as indicated by the BCP between the atoms.
Once again, the H atoms accommodate a large portion of
the excess electron, 0.13 e- each, while the O atoms possess
a slightly larger fraction at 0.24 e-, a trend that is mirrored
in the spin populations of 0.14 and 0.20 for the hydrogen
and oxygen atoms, respectively. The spin density plot of2A-

(Figure 2) indicates that a large portion of the unpaired
electron is found within the cavity formed by the two water
molecules. Conversely,2B- tends to accommodate the excess
electron preferably on the hydrogen-bond acceptor water
molecule (0.27 e- on each H atom and 0.37 e- on the O
atom from the integration data and spin populations of 0.29
and 0.35 for those same atoms; Table 2).

When the results of the two dimers are compared, it is
obvious that there is a marked difference between the two
systems. The highly symmetric2A- structure distributes the
excess electron to a specific region within the center of the
cluster, satisfying the notion of a cavity-bound hydrated
electron. On the other hand,2B- delocalizes the electron
over one of the water molecules, largely accommodating it
on the surface of the cluster such that it may be considered
surface-bound. However, it should also be noted, in either
case (surface- or cavity-bound), the excess electron is largely
accommodated by the NHB hydrogen atoms.

Additionally, structure2A- is marginally more stable than
2B- by 1.4 kJ/mol. Although the energy difference is not
very significant, it is interesting to note that the unusual
cagelike arrangement has a stability similar to that of the
typical water dimer upon the addition of an electron.

The geometries of each anionic dimer were subsequently
used as initial structural coordinates for the optimization of
a neutral cluster. Upon optimization, both structures prefer
to adopt the typical hydrogen-bonding scheme, forming
structure2B (Figure 2) which is very similar to2B- with
some minor differences in geometric parameters [most
notably a slightly longer hydrogen bond between the
molecules and a smallerR angle (Figure 3)]. As may be

Table 2. Selected Atomic Properties of the Anionic Water
Clusters

cluster atom

atomic
charge
(anion)

charge
differencea

(anion - neutral)
spin

population
energyb

(kJ/mol)

(H2O)- O1 -1.6047 -0.4449 0.4197
H2 0.3072 -0.2727 0.2850
H3 0.3070 -0.2729 0.2852

2A- O1 -1.3992 -0.2409 0.2036
H2 0.4537 -0.1255 0.1442
H3 0.4529 -0.1263 0.1448

2B- O1 -1.2806 -0.0613 0.0369
H2 0.6491 +0.0237 0.0032
H3 0.5461 -0.0292 0.0216
O4 -1.5476 -0.3749 0.3526
H5 0.3223 -0.2736 0.2872
H6 0.3239 -0.2720 0.2859

4A- O1 -1.3451 -0.1234 0.1020
H2 0.6443 -0.0018 0.0022
H3 0.4356 -0.1399 0.1609
NNA -0.0281 -0.0281 0.0277 -3.2

4B- O1 -1.3423 -0.1094 0.1028
H2 0.6442 -0.0014 0.0037
H3 0.4596 -0.1380 0.1420

6A- O1 -1.2853 -0.0733 0.0502
H2 0.6331 -0.0018 0.0025
H3 0.5281 -0.0486 0.0732
NNA -0.2318 -0.2318 0.2257 -21.5

6B- H1 0.6345 -0.0025 0.0001
H2 0.6465 +0.0070 0.0002
H3 0.6347 -0.0038 0.0005
H4 0.6506 -0.0027 0.0002
O5 -1.2763 -0.0204 0.0053
O6 -1.2759 -0.0272 0.0048
O7 -1.2868 -0.0378 0.0145
O8 -1.2649 -0.0325 0.0148
H9 0.6274 +0.0134 0.0013
H10 0.6087 +0.0107 0.0014
H11 0.6274 +0.0249 0.0037
H12 0.5682 -0.0011 0.0229
H13 0.5471 -0.0443 0.0460
O14 -1.3159 -0.0821 0.0597
H15 0.6506 +0.0161 0.0046
O16 -1.4779 -0.3026 0.2830
H17 0.3294 -0.2756 0.2935
H18 0.3839 -0.2257 0.2362

8A- O1 -1.2818 -0.0550 0.0372
H2 0.6496 -0.0005 0.0009
H3 0.5362 -0.0400 0.0589
NNA -0.2164 -0.2164 0.2101 -17.9

8B- O1 -1.3647 -0.0980 0.1018
H2 0.6600 -0.0038 0.0021
H3 0.5105 -0.0900 0.0878
O4 -1.3253 -0.0553 0.0528
H5 0.6353 -0.0008 0.0031
H6 0.6348 -0.0021 0.0032

a Charge difference was determined from the difference between
the atomic charge in the anion and the atomic charge in the
corresponding neutral cluster in the anionic geometry. b Only the total
energies of the NNA basins (in kJ/mol) are reported here, since the
energies of the other atoms are of too large to be reported in kJ/mol.

Figure 1. Molecular graph (a) of the water anion, (H2O)-,
illustrating the bond critical points (BCP) between the nuclei
and (b) the +0.001 and -0.001 au spin density isosurfaces
(blue and yellow, respectively).

The Hydrated Electron as a Pseudo-Atom J. Chem. Theory Comput., Vol. 3, No. 3, 20071057



expected, the neutral structure was the most stable of the
three dimers investigated, almost 60 kJ/mol more stable than
either of the anionic structures (Table 1).

Vertical electron dissociation energies (VDEs) were
calculated from the energy difference between the anion and
that of the corresponding neutral cluster in the anionic
geometry. It was found that structure2A-, the cavity-bound
state, had a smaller VDE value, 0.310 eV, compared to that
of 2B-, 0.573 eV, the surface-bound state (Table 3). This
trend of smaller VDE values for the cavity-bound model
compared to the surface-bound model is observed in all of
the clusters studied and is in agreement with previous work
in the field.56

It should be emphasized that other geometries are possible
for the dimeric case previously discussed as well as the larger
systems to be described below. First and foremost, the goal

of the current study was to determine whether non-nuclear
attractors exist topologically in anionic water clusters.
Furthermore, for the systems in which NNAs are found,
various characteristics of those systems were probed and
compared to systems in which NNAs are absent. Therefore,
the main focus was the comparison of two types of clusters
for each cluster size investigated: those in which several
NHB hydrogen atoms are contained within the cavity and
those in which they protrude from the surface of the cluster.
The current study is by no means an exhaustive search for
all possible cluster geometries.

C. Anionic Water Tetramers, (H2O)4
-. Two tetrameric

structures were investigated, both with four water molecules
hydrogen-bonded in a single ring.4A- possesses a 4-fold
axis of symmetry, with the NHB hydrogen atoms (or the
out-of-plane H atoms) all pointed in the same direction, while
in 4B- the NHB hydrogen atoms alternate directions forming
a cluster with a 2-fold axis of symmetry (Figure 4). Electronic
structure optimizations reveal that4A- is more stable than
4B- by 13.2 kJ/mol (Table 1), indicating that4A- is the
energetically favored structure formed upon the addition of
a single electron to the two systems investigated.

Although the two tetrameric structures share some similar
features, a major difference becomes apparent from the
QTAIM analysis: 4A- possesses a NNA situated above the
non-hydrogen-bonded H atoms, while4B- exhibits no such
NNA. Because of this NNA in4A-, five RCPs and one CCP
are also observed (and are indeed necessary to satisfy the
Poincare´-Hopf relationship), whereas4B- exhibits only one
RCP (Figure 4). According to QTAIM, all maxima in the
electron density are bounded by zero-flux surfaces, which
separate each attractor from its neighbors. NNAs are no
exception to this rule; they are bounded by zero-flux surfaces,
which define a pseudo-atomic basin in which electron density
resides. Indeed, the NNA can be considered to be a pseudo-
atom, and QTAIM can be used to determine its electron
population, which in the case of4A- is 0.03 e- (and a spin
population of 0.03), as well as its contribution to the overall

Figure 2. Molecular graphs of the optimized anionic dimer structures, 2A- and 2B-, with their 0.001 au spin density plots
shown below each structure as well as the optimized structure of the neutral water dimer, 2B.

Figure 3. Neutral water dimer illustrating the R angle, the
angle between the line connecting the oxygen atoms and the
line bisecting the hydrogen atoms of the hydrogen-bond
acceptor.

Table 3. Vertical Electron Dissociation Energies (VDE;
eV) for the Anionic Water Clusters

system VDEa system VDEa

monomer 0.918 6A -0.476
2A 0.310 6B -0.291
2B 0.573 8A -0.613
4A 0.252 8B 0.696
4B 0.546

a VDEs were calculated from the difference between the anion and
the energy of the neutral cluster in the anion geometry.
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energy, 3.2 kJ/mol (Table 2), and a pseudo-atomic volume
of 11.8 au. As a frame of reference for atomic volumes
observed in these anionic clusters, we note that the hydrogen-
bonded H atoms typically have volumes of 10 to 15 au; the
NHB hydrogen atoms range from 30 to 90 au, and the
oxygen atoms range from 140 to 200 au. Although the actual
population and energy of the pseudo-atomic basin are small
in this case, the fact that the NNA is predicted for this
geometry is significant, indicating that it exists topologically
within the electron density.

Furthermore, the spin density plots (Figure 4) can be used
to illustrate the difference between the two systems, namely,
that 4A- localizes the excess electron to a specific region
above the plane of the four water molecules (accommodating
0.14 e- and 0.12 e- on each NHB H atom and O atom,
respectively, and 0.03 e- on the NNA with a similar trend
in the spin populations; Table 2) while4B- distributes the
electron over the NHB hydrogen atoms (0.14 e- each) and
the O atoms (0.11 e- each), essentially binding the electron
to the surface of the cluster.

The subsequent optimizations of the two systems as neutral
clusters resulted in two new structures that retain the general
features of the anions. The most notable change is the
position of the NHB hydrogen atoms, which move away from
the center of the rings, ultimately flattening the entire systems
(Figure 5). Additionally,4B is no longer “V-shaped” like
its anionic counterpart. The energy differences between the
anion and neutral for4A and4B are-46.5 kJ/mol and-57.2
kJ/mol, respectively (see Table 1 for relative energies). While
both of the neutral structures are more stable than their
corresponding anion as expected, it is interesting to note that
4A is less destabilized by the addition of a single electron
than4B.

D. Anionic Water Hexamers, (H2O)6
-. As with the

tetrameric structures, two types of systems were investi-
gated: a highly symmetric hexamer (6A-) possessing a
3-fold axis of symmetry and a cavity between two planes of
hydrogen-bonded trimers and a less symmetric system (6B-)

which has a structure similar to a prism but is distorted at
one end (Figure 6). Once again, the highly symmetric
structure,6A-, which possesses several NHB hydrogen
atoms all directed toward the center of the cavity, exhibits a
NNA. However, the hexameric cluster exhibits two key
differences compared to the tetrameric case: (i) the NNA is
now located in the center of the cavity formed by the water
molecules, and (ii) the population of the NNA basin is much
more significant, accommodating 0.23 e- (spin population
of 0.23), contributing 21.5 kJ/mol to the overall energy of
the system (Table 2) and a larger pseudo-atomic volume of
93.3 au. The spin populations for both6A- and6B- correlate
well with the integration data and are graphically illustrated
in the spin density plots (Figure 6). The excess electron in
6A- is largely contained within the cavity, corresponding
to the historical notion of the hydrated electron. On the other
hand,6B- exhibits no such NNA, and upon investigation of
the spin density plot (Figure 6), it is clear that this system
largely accommodates the excess electron on a single water
molecule on the surface of the cluster (with 0.23 and 0.28
e- on the H atoms involved and 0.30 e- on the oxygen; Table
2), similar to the distribution observed in the2B- system.

Subsequently, both structures were optimized as neutral
species, resulting in geometrically similar structures com-
pared to the anionic species. In particular,6A maintained
the same arrangement of the water molecules as6A-;
however, the two planes are now closer together, and the
NHB hydrogen atoms are bent away from the center of the
cluster (Figure 6). Furthermore, the relative energies of these
two species reveal that6A-, the anion, is marginally more
stable than6A, the neutral, by 7.4 kJ/mol. Even though the
energy difference itself is negligible, the fact remains that
this is the only system in which the anion and the corre-
sponding neutral cluster are nearly equal in energy. Indeed,
in most of the systems, the neutral cluster is more stable by
approximately 50 kJ/mol or more. Although6B- is more
stable than6A- by 34.9 kJ/mol, it is interesting to note that
the addition of an electron to6A actually has a slight

Figure 4. Molecular graphs of 4A- and 4B- as well as their
0.001 au spin density plots shown beside each structure. Note
the appearance of the non-nuclear attractor (NNA) in the 4A-

system (pink sphere).

Figure 5. Optimized structures of the neutral water tetramers
4A and 4B (N.B., the neutral structures maintain a similar
arrangement to the anionic clusters but flatten out consider-
ably).
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stabilizing effect (or at least a negligible effect) while6B
experiences a marked destabilization of 22.6 kJ/mol.

E. Anionic Water Octamers, (H2O)8
-. The final systems

investigated were two anionic water octamers, constructed
by placing two tetrameric planes on top of one another. The
more symmetric of the two systems,8A-, consists of two
hydrogen-bonded planes of tetramers like4A- stacked so
that the NHB hydrogen atoms are directed toward one
another and the center of the cavity. However, the two
stacked planes are not mirror images; one plane is rotated
45° relative to the other (Figure 7), maintaining the 4-fold
axis of symmetry. The second system,8B-, consists of two
stacked tetramers like4B (neutral arrangement), forming a
cube such that four of the water molecules have NHB
hydrogen atoms directed away from the center of the cube
while the other four water molecules form two hydrogen
bonds each, giving the entire system a 2-fold axis of
symmetry (Figure 7).

The more symmetric of the two systems,8A-, exhibits a
NNA at the center of the cavity, as may be expected on the
basis of the hexameric results and the similarity between the
two systems. The integration data reveal that this NNA
possesses a significant portion of the excess electron, 0.22
e- (spin population of 0.21), contributes 17.9 kJ/mol to the
overall energy of the system, and occupies a pseudo-atomic

volume of 89.0 au. The remainder of the excess electron is
largely accommodated on the NHB hydrogen atoms and the
O atoms. Conversely, the8B- system exhibits no such NNA
and tends to accommodate the excess electron on the O atoms
and the NHB hydrogen atoms as per the other systems (see
Table 2 for the exact charge distribution and spin popula-
tions). The different distributions are graphically illustrated
in the spin density plots (Figure 7).

Upon optimization of the systems as neutral species, it
was noted that the final neutral structure was the same for
both cases,8B (Figure 7), which is very similar to8B- with
some minor changes in bond lengths and angles. Comparing
the relative energies of all eight-membered species,8B is
more stable than either anion by more that 60 kJ/mol (Table
1). Moreover,8B- is merely 12.5 kJ/mol more stable than
8A-; one would expect8B- to be significantly more stable
since it closely resembles the preferred neutral geometry.
This last observation illustrates that although the two different
distributions of the hydrated electron are qualitatively very
different, they are in fact very similar energetically.

IV. Conclusions
QTAIM has been used to probe the nature of the solvated
electron in small water clusters, (H2O)n-, for n ) 1-8. The

Figure 6. Molecular graphs of 6A- and 6B- with the 0.001 au spin density plots shown adjacent to each structure as well as
the optimized structures of the neutral clusters 6A and 6B. Note the appearance of the NNA in the 6A- system found in the
center of the cavity formed between the two trimers.
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results indicate that the hydrated electron can take on one
of several arrangements depending on the geometry of the
cluster. Highly symmetric clusters, that can form a cavity
between the water molecules and have several non-hydrogen-
bonded H atoms directed toward this center (2A-, 4A-, 6A-,
and8A-), favor the archetypical notion of the cavity-bound
hydrated electron. Although clusters as small as four water
molecules (4A-) exhibit NNAs, only the larger clusters (6A-

and 8A-) possess NNAs or pseudo-atoms with significant
populations and energies (upward of 0.2 electrons and energy
contributions in excess of 20 kJ/mol). On the other hand,
the less symmetric clusters tend to distribute the excess
electron on the surface of the cluster, either delocalized over
the entire surface (4B- and8B-) or localized on one specific
water molecule (2B- and 6B-). A surface-bound solvated
electron is observed in those cases where the NHB hydrogen
atoms are directed away from the surface of the cluster while
the cavity-bound model prevails when the NHB hydrogen
atoms are oriented toward the center of the cavity. In general,
the hydrated electron is accommodated on the non-hydrogen-
bonded H atoms and the oxygen atoms, and it is the
orientation of these non-hydrogen-bonded H atoms that
dictates the distribution of the hydrated electron.
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Abstract: We present a microiterative adiabatic scheme for quantum mechanical/molecular

mechanical (QM/MM) energy minimization that fully optimizes the MM part in each QM

macroiteration. This scheme is applicable not only to mechanical embedding but also to

electrostatic and polarized embedding. The electrostatic QM/MM interactions in the microitera-

tions are calculated from electrostatic potential charges fitted on the fly to the QM density.

Corrections to the energy and gradient expressions ensure that macro- and microiterations are

performed on the same energy surface. This results in excellent convergence properties and

no loss of accuracy compared to standard optimization. We test our implementation on water

clusters and on two enzymes using electrostatic embedding, as well as on a surface example

using polarized embedding with a shell model. Our scheme is especially well-suited for systems

containing large MM regions, since the computational effort for the optimization is almost

independent of the MM system size. The microiterations reduce the number of required QM

calculations typically by a factor of 2-10, depending on the system.

I. Introduction
Combined quantum mechanical/molecular mechanical (QM/
MM) methods are increasingly applied to model large
systems, from solid state1,2 over surface catalysis3 to biologi-
cal systems.4-6 In this approach, the chemically reactive part
is described with an accurate, but computationally demand-
ing, quantum mechanical method, while the environment is
treated by force fields. These are computationally highly
efficient but unable to describe chemical reactions, such as
the breaking or forming of bonds. The systems frequently
considered nowadays contain several tens to a few hundred
QM atoms and many thousands of MM atoms.

When higher-level QM methods [ab initio or density
functional theory (DFT)] are used in QM/MM treatments,
the QM calculation generally takes much longer than the

MM calculation. For a given size of the QM region, an
extension of the MM region does not noticeably increase
the computation time for a given configuration. Geometry
optimizations, however, need more and more energy and
gradient evaluations the larger the system becomes. As one
QM calculation is in principle required for each such
evaluation, the computational effort of QM/MM structure
optimizations increases steeply with system size.

Microiterative QM/MM optimization schemes have been
proposed7-15 that exploit the computational advantage of
treating a major part of the system with MM methods: the
system is divided into an inner region including, but not
limited to, the QM part and an outer region covering the
rest of the system, as illustrated in Figure 1. In microiterative
schemes, the regions are optimized separately. One can either
use an adiabatic scheme,7-9,11,15 that is, fully optimize the
outer region after each optimization step of the inner region,
or use an alternating scheme,10,12 in which each region is
completely optimized with the other one frozen. Both
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schemes are iterated until both regions are converged. This
work uses the adiabatic scheme to minimize the number of
required QM calculations.

Computation time is saved because the number of costly
optimization steps in the inner region (macroiterations) is
reduced, at the expense of the number of optimization steps
in the outer region (microiterations). In mechanical QM/MM
embedding, the interaction between the QM and the MM
parts is calculated at the force-field level. Thus a microit-
erative scheme can be applied straightforwardly.7,13,15

Using electrostatic QM/MM embedding, the electrostatic
interaction between the QM and the MM parts is evaluated
by the QM code. This in principle requires a QM calculation
even if only MM atoms are moved during the microiterations.
Thus, some approximations are necessary in order to reduce
the CPU demand. The density of the QM part may be frozen
during the microiterations, which almost retains the conver-
gence of the optimizer compared with full QM calculations14

and saves some computation time as only one-electron
integrals have to be evaluated. Alternatively, charges that
represent the electrostatic potential of the QM part (ESP
charges) may be used to calculate the electrostatic QM/MM
interaction in the microiterations. Without corrections, this
leads to different potential-energy surfaces for the micro-
and macroiterations, which hampers convergence.14 If ESP
charges are used for the electrostatic QM/MM interaction
in both the macro- and microiterations, convergence is
good,10,12but the QM/MM Hamiltonian is altered. To correct
the gradient obtained from ESP charges, one can use the
exact QM/MM forces at the initial geometry of the microi-
terations plus the change in the gradient provided by ESP
charges during the microiterations.11 This latter approach is
adopted in our work.

Besides the computational cost of the QM calculations,
the time required for the optimizer itself becomes an issue
for systems with several thousand atoms if the optimizer
scales worse than linearly with system size.

Two types of optimizers are frequently employed in
atomistic simulations. First-order methods like steepest
descent or conjugate gradient methods take only the gradient
of the total energy with respect to the nuclear coordinates
into account. The computation time for evaluating the search
direction is small and generally scales asO(N), with N being

the number of degrees of freedom to be optimized. However,
in general, many energy and gradient evaluations are required
to achieve convergence. First-order methods are suited for
large systems if the energy and gradient evaluations are very
fast (as, e.g., in MM). By contrast, second-order methods,
including Newton-Raphson, partitioned rational func-
tion optimization,16 or the Broyden-Fletcher-Goldfarb-
Shanno17-20 (BFGS) algorithm, make use of the Hessian.
Therefore, they require fewer steps until convergence, but
the time to evaluate each search step scales asO(N3). The
limited-memory BFGS21,22(L-BFGS) variant utilizes Hessian
information accumulated from the gradients over the history
of the optimization and thus scales asO(N) in both CPU
time and memory requirements. It is particularly suited for
large-scale optimizations and is therefore employed in this
work.

The choice of coordinates also has major effects on the
scaling and convergence behavior of the optimizer. Cartesians
are easy and efficient to handle, but highly coupled, which
impedes convergence. Internal coordinates, such as Z-matrix
coordinates, are less coupled, but they are biased. Redundant
internal coordinates can be constructed in an unbiased
manner, but their redundancy may spoil convergence, as
changes in the coordinates do not necessarily lead to changes
in the energy. For all variants of internal coordinates covering
the whole system, the conversion between internals and
Cartesians (which are needed to calculate the energy) scales
asO(N3), and internals are thus impractical for large systems.
We use hybrid delocalized internal coordinates9 (HDLC),
where both the time and memory requirements scale asO(N).
This scaling behavior is achieved by dividing the system into
fragments and using internals only within each fragment.

In section II, we present a microiterative scheme for
geometry optimization in QM/MM calculations which has
been implemented in the general-purpose QM/MM software
package ChemShell23,24 as an extension to the HDLC
optimizer.9 In section III, we describe its performance in a
variety of QM/MM calculations using semiempirical and
DFT methods as QM components and standard as well as
polarizable force fields (shell models) as MM components.
These calculations were carried out using the ChemShell
software interfaced to MNDO,25 TURBOMOLE,26-30 and
GAMESS-UK31,32as QM codes and GROMOS33 and GULP34

as MM codes; the DL_POLY code included in ChemShell
was used for CHARMM.35 We show that the microiterative
scheme reduces the computation times for QM/MM geom-
etry optimizations with electrostatic embedding typically by
a factor of 2-10.

II. Theory
II.A. Definitions and Notation. We apply an additive QM/
MM scheme with link atoms where the total QM/MM energy
is defined as

with Eqm depending on the coordinates of the QM atoms
xqm andEmm depending on the coordinates of the MM atoms
xmm. The term Eqm/mm includes all energy contributions
coupling the QM and the MM parts:

Figure 1. Partitioning of the system: Atoms in the QM region
are described quantum mechanically, the remainder by mo-
lecular mechanics. Macroiterations are performed in the inner
region, which has to include all QM atoms. Microiterations are
performed in the outer region.

E ) Eqm(xqm) + Eqm/mm(xqm,xmm) + Emm(xmm) (1)
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that is, the electrostatic QM/MM interactionEQ, the van der
Waals interactionEvdW, and the force field termsEFF at the
boundary. The latter stem from covalent bonds between QM
and MM atoms. Within the electrostatic embedding scheme,
the QM code calculatesEqm + EQ, while the MM code
computes the remaining termsEmm + EvdW + EFF. To avoid
overpolarization of the QM density at the boundary, we use
a charge-shift scheme.23 The charge of the MM atom of the
link is redistributed onto the MM atoms bonded to it. Thus,
the overall charge is conserved. To conserve also the dipole
moment, pairs of point charges of opposite sign are added
to these neighboring MM atoms.

During the microiterations, the electrostatic interactionEQ

is approximated by the point-charge interaction energy
EQ-ESP between the ESP charges on the QM atoms and the
force-field charges on the MM atoms. We thus need to
calculate the approximate energy

The QM energyEqm is calculated at each macroiteration and
remains constant during the microiterations. The second term
EQ-ESPtakes into account any modifications of MM charges
arising from the applied link-atom treatment (i.e., from the
charge-shift scheme, see above). In the modular structure of
ChemShell, it is computed by a separate dedicated routine,
while the remaining three terms in eq 3 are again provided
by the MM code.

We adopt the convention to use superscripts 0 and 1 to
label quantities that refer to macroiterations and microitera-
tions, respectively. The total QM/MM energyE0 and its
gradientG0 ) ∂E0/∂x0 are evaluated only during the mac-
roiterations (coordinatesx0), while the approximate energy
EESP

1 and the associate gradient are computed also during
the microiterations (coordinatesx1). The energyE1 and the
gradientG1 that are actually used in the microiterations need
to coincide withE0 andG0, respectively, when the geometries
are identical (x0 ) x1). Their proper choice will be discussed
below.

II.B. Microiterative Optimization Algorithm. As already
mentioned in the Introduction, we adopt the L-BFGS
optimization algorithm in HDLCs, both in the inner and outer
regions, as it scales linearly with system size and shows
comparable convergence to other second-order optimizers.
A trust-radius approach (for details, see ref 9) is used to
determine the step size. This allows the optimizer to reject
steps.

The general flow of the microiterative geometry optimizer
is outlined in Chart 1. All energiesE correspond to total
energies, including QM and MM contributions. A standard
L-BFGS optimization, without microiterations, would consist
of cycles between steps 1, 3-5, and 7 only.

Overall convergence requires converged macro- and mi-
croiterations. As full QM/MM calculations define the
convergence of the macroiterations, the accuracy of standard
optimization is retained even when ESP charges are used in
the microiterations.

In Chart 1, the ESP charges are calculated in step 2, prior
to the macroiterative step 5 that moves the QM atoms. They
are then used in the subsequent microiterations at a QM
geometry that is different from the one for which they have
been determined. This approach, denoted as Q1, introduces
some error, but requires only one QM calculation in each
macroiteration. Alternatively, one could include a second QM
calculation and ESP charge evaluation in analogy to steps 1
and 2 at step 6, in what we call scheme Q2. We tested both
approaches and found Q1 to be superior. This comparison
is presented in sections 3.2 and 3.3.

II.C. Energy and Gradient Corrections in the Microi-
terations. The crucial point for fast convergence is the
matching of the energy surfaces of the macroiterations and
the microiterations. In the former, the energy is calculated
with a full QM treatment. In the microiterations, however,
no QM calculation is done, and the energy is calculated by
replacing the QM density with ESP charges. These provide
sufficiently accurate electrostatic forces on MM atoms far
from the QM part but do not account for the shielding
experienced by MM atoms within the QM density. Following
a previous proposal,11 we use a corrected gradient during
the microiterations, that is, in step 6a of Chart 1:

with

where the correctionGcorr
0 is calculated using the geometry

from the last full macroiterative QM calculation, that is, step
1. Hence, we only assume that the ESP charges can faithfully
reproduce thechangein the gradient contribution from the
electrostatic QM/MM interaction during the microiterations.
The derivatives in eqs 4 and 5 are restricted to the coordinates
xouter of the outer region since the coordinates of the inner
region remain fixed.

To achieve optimal convergence behavior, the energy
expression has to match the gradient expression; that is, the
gradient has to be the derivative of the energy. The
approximate energyEESP

1 does not correspond to the gradi-
ent in eq 4 due to the appearance ofGcorr

0 and can thus not
be used as a criterion for accepting or rejecting steps in step
6d of Chart 1 where the current energy is compared to that
from the preceding microiteration (or from the preceding
macroiteration in the case of the first microiteration). The
energy expression for step 6d is

wherexouter
1 are the current coordinates of the outer region

and xouter
0 are the respective coordinates from the last

macroiterative QM calculation. As can be verified easily,
the gradient in eq 4 is the derivative of eq 6 with respect to
xouter

1 . The expressions for the energyE1 and the gradientG1

ensure a smooth connection between microiterations and
macroiterations: in the case of identical geometries (x0 )

Eqm/mm) EQ + EvdW + EFF (2)

EESP) Eqm + EQ-ESP+ EvdW + EFF + Emm (3)

G1 ) ∂E1

∂xouter
)

∂EESP
1

∂xouter
+ Gcorr

0 (4)

Gcorr
0 ) ∂E0

∂xouter
|
xouter

0

-
∂EESP

0

∂xouter
|
xouter

0

(5)

E1 ) EESP
1 + E0 - EESP

0 + Gcorr
0 (xouter

1 - xouter
0 ) (6)
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x1), eqs 6 and 4 recoverE0 and G0, respectively. Close to
convergence, the geometry will change only very slightly
in the microiterations and the approximations through ESP
charges become exact.

We generally find good convergence of the overall
optimization scheme when using the above energy and
gradient expressions during the microiterations. While the
gradient correction has been proposed before,11 we are not
aware of any previous discussion of a matching energy
expression, eq 6, which is crucial for proper convergence.
The use of ESP charges in the microiterations will be justified
further in section 3.2 through comparisons with optimizations
employing frozen QM densities and full self-consistent field
(SCF) calculations for the QM region.

The L-BFGS memory, that is, the number of steps used
to accumulate Hessian information, is retained during the
macroiterations. Whenever a new cycle of microiterations
is started, however, the L-BFGS optimizer for the microit-
erations is reset. The trust radius from the last microiteration
cycle is retained as a starting value. This turned out to lead
to faster convergence than resetting the trust radius to a fixed
value.

II.D. Convergence Criteria. The adiabatic microiterative
scheme requires in principle a fully converged outer region
in each macroiteration. As this is difficult to achieve in
practice, we include the coordinate space of both the inner
and outer region into the active space for the L-BFGS
algorithm of the macroiterations. In this case, partial
convergence of the microiterations is sufficient to reach
overall convergence.15 This can be achieved by using a tighter
(smaller) convergence criterion for the microiterations than
for the macroiterations. The larger the ratio of the conver-
gence criteria of the macroiterations and the microiterations
is, the more MM steps, and accordingly less QM steps, are
required to achieve convergence. While this ratio is user-
definable in our implementation, we adopt a value of 10
throughout this work.

The convergence criteria for standard optimizations and
macroiterations are taken from Gaussian 94.36 An optimiza-
tion is considered converged when all of the following four
criteria are fulfilled (all values in atomic units, au). (i) The
maximum gradient component has to be lower thanc )
0.00 045; this value can be specified by the user; (ii)2/3c is
used as a criterion for the root-mean-square (RMS) of the

Chart 1. Program Flow of the Microiterative Optimization Algorithm Q1
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gradient, (iii) 4c for the maximum step size, and (iv)8/3c
for the RMS of the step vector.

The convergence of the proposed scheme is illustrated in
Figure 2. One of the four convergence criteria is plotted
against the number of QM calculations. The microiterative
optimization converges significantly faster, that is, requires
fewer QM steps, than the standard optimization.

III. Results and Discussion
III.A. Scaling Behavior of the Optimizer. To show that
the CPU time of an optimization is roughly independent of
the MM system size, we optimized the geometry of water
clusters in spheres of increasing size. Three water molecules
in the center of the sphere served as the QM part and inner
region. They were described by the semiempirical AM1
Hamiltonian.37

The MM water molecules were represented by the TIP3P38

model, which constrains all internal coordinates. Only the
relative orientations were optimized, leaving six degrees of
freedom per water molecule. All 4404 water molecules with
at least one atom within 25 Å of the center were cut out of
equilibrated bulk water. Different active regions were
defined, with radii of 5, 10, 15, and 20 Å. All atoms within
the active region were optimized, while those outside were
kept frozen and thus provided some kind of boundary
potential. The microiterative optimizations were done ac-
cording to Chart 1 using the standard Q1 approach.

Table 1 shows that the overall effort, measured by the
number of QM steps in a microiterative optimization, changes
with system size, but in a non-monotonic way, for a given
size of the QM region. This is a well-known behavior of
optimization algorithms in complex systems, which has often
been encountered in the present work: unproductive search
directions are tried and rejected in one case, while they may
be directly avoided in the other case. In Table 1, the system
with 9588 degrees of freedom apparently was especially easy
to optimize. It needed less steps than the next smaller system
(4644 degrees of freedom) in the microiterative scheme as
well as in standard optimization.

Generally speaking, optimizations of the kind considered
currently only reach local minima. Since many close-lying
minima are present in complex systems, different optimizers
take different paths and may converge to different local
minima. This happened in all four cases in Table 1. When
standard and microiterative optimizations converge to the
same minimum, the energy from the latter is generally
slightly lower, because of the tighter convergence criteria
used for the outer region of the system.

A noticeable difference between the systems with active
regions of different size is the number of microiterations
preceding the first macroiteration: 146, 654, 627, and 1031
initial microiterations are needed for the four systems in
Table 1, respectively. These steps cover the major part of
the optimization of the outer region. The following macro-
and microiterations take more or less the same number of
steps for all active regions considered.

We have also tested the systems with just one water
molecule in the QM part and inner region. A total of 85, 48,
28, and 61 QM calculations are required to converge the
different active regions, respectively. Thus, in this case, the
smallest system needed the most steps to converge, again a
result of the non-monotonic behavior discussed above.

The number of QM calculations required in a standard
QM/MM optimization is shown in Table 1 as a reference. It
is obvious that this number is greatly reduced in the
microiterative optimizations, by a factor of 4-9. This
indicates the speedup for QM/MM optimizations with high-
level QM methods (ab initio or DFT) where the computa-
tional effort is dominated by the QM calculation. The
speedup is somewhat smaller for semiempirical QM/MM
optimizations since the computation time for the MM part
is not completely negligible in this case.

III.B. ESP Charges versus Frozen Density and Full
SCF Calculations.To check the approximate treatment of
electrostatics in the microiterations, we performed test
calculations on the example introduced in the previous
section (a spherical TIP3P water cluster with a 5 Å active
region; see first line of Table 1). The exact evaluation of
the electrostatic QM/MM interaction energy would employ
full SCF calculations. Successive approximations involve the
use of frozen QM densities and ESP charges; the latter are
consistent with the frozen QM densities in scheme Q2,

Figure 2. Maximum gradient component (one of the four
convergence criteria) during microiterative optimization (only
macroiterations shown) and standard optimization. This ex-
ample refers to PHBH; the microiterative run was done with
the parameters of the first line in Table 3.

Table 1. Optimization of Spherical TIP3P Water Clusters
with a Radius of 25 Å (See Text)a

microit.
active
region DOF QM MM

std.
QM ∆E

5 Å 1662 62 2292 259 +23
10 Å 4644 62 2621 517 -57
15 Å 9588 56 3328 471 -19
20 Å 17 424 90 3640 801 -72
a The radius of the active region is given in the first column. DOF

is the number of degrees of freedom being optimized. The following
columns give the number of QM and MM calculations in microiterative
optimization and the number of QM calculations in a standard QM/
MM optimization. ∆E denotes the energy difference between the result
of the microiterative and the standard optimizations in kilojoules per
mole (positive if the former leads to a higher energy, and negative
otherwise).
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whereas those from scheme Q1 are determined at a slightly
different geometry and are therefore even more approximate
(see section 2.2).

Table 2 shows that full SCF calculations during the
microiterations lead to the fastest convergence (44 macroi-
terations), closely followed by the calculations with the
frozen QM density (47 macroiterations). Representing the
QM density by ESP charges in scheme Q2 slows down
convergence (80 macroiterations), whichssurprisingly and
probably fortuitouslysbecomes faster again with scheme Q1
(62 macroiterations). The final energies are comparable in
all four cases and virtually identical for the best and the most
approximate treatment applied (see Table 2, first and last
lines). The present results confirm that the overall conver-
gence behavior of our microiterative optimizer is not very
sensitive to the treatment of electrostatics in the microitera-
tions. Under these circumstances, the use of ESP charges is
clearly justified considering the huge savings in computation
time compared with the use of frozen QM densities (or even
full SCF calculations).

III.C. Charge-Fitting Procedures. The approximation of
the density by point charges can be done in various ways.
We only consider charges derived from the electrostatic
potential. One can fit the potential at different positions in
space, for example, on a shell around the QM part or at the
positions of the nearest MM atoms. The fitting itself can be
done without constraints, resulting in ESP charges, or with
restrictions keeping the fitted charges at low values, yielding
so-called restrained electrostatic potential (RESP) charges.39

We tested the effect of different charge-fitting schemes
on the optimization process using the enzymep-hydroxy-
benzoate hydroxylase (PHBH). The QM part contained 49
atoms: p-hydroxybenzoate and the isoalloxazine part of the
hydroperoxyflavin cofactor of PHBH. Polar groups, such as
carboxylates, and atoms buried within the QM part, for which
ESP charges are not well-defined, pose significant challenges
to the charge fitting. Thus, this example should provide a
stringent test for charge-fitting schemes. Again, AM1 was
used as the QM method, while the GROMOS force field
was chosen to describe the MM environment. Details of the
system setup are available elsewhere.40,41 We optimized an
active region with 8847 degrees of freedom, composed of
the QM part and all residues with at least one atom within
15 Å of the substrate. The optimizations were started from

a MD snapshot taken from umbrella sampling simulations
equilibrated atT ) 300 K.42

This system exhibits one covalent link between the QM
part and the MM part. The MM atom of the link and the
MM atoms bonded to it were included in the inner region.
With this choice, all atoms affected by the charge-shift
scheme23 are treated by the macroiterations.

Table 3 summarizes the results of optimizations with
different charge-fitting schemes applied. Overall, the ef-
ficiency of the optimizer depends only slightly on the charge-
fitting scheme. ForNqm (number of QM atoms) charges to
be fitted, 2Nqm fitting points are sufficient (i.e., 98 in this
case). Using the positions of the MM atoms with the smallest
distance to their nearest QM atom seems slightly more
efficient (88 QM steps) than using points on a shell of 1.5
times the van der Waals distance of the QM atoms (100
steps). ESP and RESP charges lead to a similar convergence
behavior (100 vs 94 and 88 vs 91 steps, respectively), but a
slightly lower energy is obtained in both cases when using
RESP charges, and fewer MM steps are required. Finally,
using 400 points to fit the potential rather than 98 has little
effect on the convergence (104 vs 100 steps).

In our implementation, the choice of the fitting method is
left to the user. However, for an arbitrary system, a shell of
fitting points may be better than the MM positions, as the
latter may be distributed unevenly, preventing an accurate
fit.

We have also tested on this system the alternative scheme
Q2 introduced in section 2.2. With all other parameters set
as in the first line of Table 3, 178 QM calculations (i.e., 89
macroiterations) were needed to reach convergence for Q2,
compared to 88 when using Q1, and the same optimized
energy of-22.9 kJ mol-1 was obtained (see Table 3). These
results again show the validity of the approximate scheme
Q1.

Finally, we note that a standard optimization requires
typically almost 4 times more QM calculations than the
microiterative approach (see Table 3) and yields a minimum
that is 23-24 kJ mol-1 higher in energy. This is caused by
the relatively loose convergence criteria applied to the whole
system: 10 times tighter criteria are used for the outer region
in the microiterative optimizations. If 3 times tighter criteria

Table 2. Comparison of Different Methods for Evaluating
the Electrostatic QM/MM Interaction Energy in the
Microiterations (See Text) during Optimization of a
Spherical TIP3P Water Cluster (See First Line of Table 1)a

electrostatics macroit. microit. ∆E

SCF calculations Q2 44 (88) 1443 +23
frozen density Q2 47 (94) 1359 +16
ESP charges Q2 80 (160) 2528 +47
ESP charges Q1 62 (62) 2292 +23
a The second column lists the number of macroiterations until

convergence (in parentheses: total number of QM calculations during
macroiterations). The third column gives the number of microiterations
(QM calculations in the SCF case). ∆E denotes the energy difference
between the result of the microiterative and the standard optimization
in kilojoules per mole.

Table 3. Comparison of Different Charge-Fitting
Procedures in the Microiterative Optimization of PHBH
(See Text)a

# pt. QM MM ∆E (kJ mol-1)

MM atoms 98 ESP 88 4851 -22.9
shell 98 ESP 100 4373 -23.1
MM atoms 98 RESP 91 3854 -24.2
shell 98 RESP 94 4354 -23.9
shell 400 ESP 104 4404 -23.0

standard optimization 363 0 0
a The first three columns specify the location of the fitting points

(MM atoms vs points on a shell), their number (2Nqm ) 98), and the
type of fitting (ESP vs RESP). The next two columns give the number
of required QM and MM calculations. The last column lists the final
energy relative to that obtained from a standard optimization. All
microiterative optimizations are significantly better converged than
the standard optimization due to the tight convergence criterion in
the outer region.
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(i.e.,c ) 0.00 015 au) are used in the standard optimization,
557 iterations are needed (i.e., 5-6 times more than with
the microiterative scheme), but the resulting energy of-23.8
kJ mol-1 is close to the microiterative results. This indicates
that the standard optimization does reach the same local
minimum as the microiterative scheme, when the conver-
gence criteria are sufficiently tightened.

III.D. Energy Minimization in Enzymes. We chose the
enzyme fluorinase to compare actual CPU times rather than
the number of QM steps. The DFT calculations used for the
QM system take substantially more computation time than
the force-field calculations. The system was set up in analogy
to our previous work.43 The fluorinase catalyzes the SN2
attack of fluoride onS-adenosyl-L-methionine (SAM). The
QM part consisted of the 39 atoms of fluoride and the 5′-
(S,S-dimethylsulfonio)-5′-deoxyadenosine part of SAM. The
CHARMM2235 force field was used for the MM calculations
with the DL_POLY force-field engine included in Chem-
Shell. A group-based cutoff of 20 au was applied for the
MM interactions, while no cutoff was used for the QM/MM
interactions. The QM calculations were done with TURBO-
MOLE interfaced to ChemShell at the DFT (BP86) level
with the TZVP basis44 augmented by diffuse functions (1005
basis functions in total). They were message-passing-
interface-parallelized over four AMD Opteron 848 processors
with a clock rate of 2.2 GHz. A trimer unit of the enzyme
with 17 596 atoms, including 4272 water molecules, was
used, of which only one active site was solvated. All residues
or water molecules within 8 Å of SAM or F- were included
in the optimization. Water was again described by the TIP3P
model, with all three internal degrees of freedom constrained.
This resulted in 3960 degrees of freedom to be optimized.
Fluoride and the whole SAM group (153 degrees of freedom)
served as the inner region in the microiterative optimizations.

In contrast to all cases discussed up to now, we started
from a structure already optimized under a constraint that
keeps the system close to the transition state, rather than from
an MD snapshot. This is a severe test for the microiterative
scheme, as the structural changes occur predominantly within
the QM region rather than uniformly throughout the system.

Nevertheless, the microiterative scheme required only 51%
of the time for a standard optimization which took 139 CPU
hours. A total of 53 QM steps were required until conver-
gence was reached, rather than 119 steps in the standard
calculation. The fact that relatively less CPU time (49%) is
saved compared to the change in the number of QM
calculations (55%) is due to two factors: (1) The number
of MM energy evaluations increased from 119 to 4610. Thus,
the MM calculations accounted for less than 0.1% of the
overall time in the standard optimization but for 2% in the
microiterative optimization. (2) Each QM step in the mi-
croiterative scheme takes some 2% longer than in the
standard optimization, as the ESP charges have to be
evaluated in addition. The tighter convergence criterion for
the MM part resulted in a tiny energy lowering by 0.04 kJ
mol- 1. We did not attempt to converge an MD snapshot
due to the potentially high computational cost of a standard
optimization.

III.E. Polarizable Force Fields for Surface Catalysis.
The applicability of the microiterative optimizer to solid-
state embedding was tested by optimizing the structure of a
defect at the MgO (001) surface. We modeled the MgO
surface as a hemispherical cluster in analogy to previous
work.3,45 GAMESS-UK31,32 was used as the QM code and
GULP34 with a shell model46 (i.e., a polarizable force field)
as the MM code. The polarization of the MM part adds
another layer of iterations to the calculations. Whenever a
full QM/MM energy is evaluated, the QM and MM calcula-
tions are iterated until the mutual polarization of the QM
and MM parts has converged.

This example is intended as a proof of principle, showing
that the microiterative optimization works and converges well
for a shell model. The system needed 30 QM steps and 459
MM steps in the microiterative optimization, compared to
34 optimization steps in the standard optimization, and it
reached the same minimum, the final energy being slightly
lower (by 3.5 kJ mol-1) in the microiterative case. With only
four QM calculations saved, the benefits of the microiterative
scheme are less pronounced in this example, presumably
because the optimization started from a well-ordered rather
than a disordered structure (such as an MD snapshot).

IV. Conclusion
We have described an optimization scheme for the QM/MM
approach with electrostatic embedding. In each QM opti-
mization step (macroiteration), the MM atoms in the outer
region are fully relaxed in microiterations, during which the
QM density is approximated by ESP charges to allow for
an efficient computation of the electrostatic QM/MM inter-
actions. Suitable energy and gradient expressions for the
microiterations ensure an excellent convergence behavior of
the overall algorithm. The inner region treated by macroit-
erations must contain all QM atoms but may be extended to
include additional MM atoms. The algorithm retains the
accuracy of a standard QM/MM optimization scheme, while
saving typically a factor of 2-10 in CPU time for the
examples discussed. It has been implemented in the modular
QM/MM program package ChemShell.

We have considered two variants, Q1 and Q2, which
evaluate the ESP charges at different stages of the algorithm.
In Q1, they are calculated prior to each macroiterative step
and then used at a geometry of the inner region that is slightly
different, whereas they are redetermined at this geometry in
Q2. Variant Q1 is preferred over Q2 because it requires only
half the computational effort and performs well in the test
cases studied. We have also compared several charge-fitting
procedures (such as ESP vs RESP) and found that the
convergence behavior is largely independent of these choices.

The force-field calculations in the microiterations are fast
compared to full QM/MM calculations, and they relax the
MM part efficiently. The overall computational cost of such
an optimization is thus essentially independent of the MM
system size, for a given size of the QM part. The microit-
erative optimization algorithm is particularly beneficial for
systems in which the MM part as well as the QM part are
far from the minimum, as is often the case for MD snapshots
as starting points. In systems where the MM part is almost
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relaxed but the QM part is not, the microiterative scheme
will show only a minor, if any, advantage over the
conventional optimization.

Using the ChemShell implementation, we have demon-
strated the applicability of the microiterative optimization
scheme for a number of different systems: a water cluster,
fully or partially solvated proteins, and a surface defect. We
believe that the proposed microiterative optimizer will
increase the range of applicability of QM/MM methods
because it enables large-scale QM/MM optimizations with
electrostatic embedding.
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Abstract: An investigation of gas-phase methanol clusters (CH3OH)n, where n ) 2-12, 16,

and 20, was completed with a range of computational methods: PM3, Hartree-Fock, B3LYP,

MP2, and their combination using an ONIOM (our own n-layered integrated molecular orbital

and molecular mechanics) method. Geometries, binding energies, and vibrational frequencies

are reported. For all ab initio optimized structures, the cyclic isomer was found to be the most

stable structure of all isomers investigated. The scaled OH frequency shift for n ) 1-4 is found

to be in good agreement with experimentally measured shifts. An ONIOM method, with the

methyl group calculated at the low level and the hydroxyl group at the high level, proved to be

an excellent way of reducing computational expense. The calculated enthalpies, geometries,

and infrared spectra using an ONIOM method were comparable to that of a high-level calculation.

Clusters were solvated using the integral equation formalism for the polarized continuum model

method to compare with the microsolvation studies.

Introduction
The study of hydrogen-bonded clusters has been the subject
of intense interest in the past decade, with water and
methanol molecules receiving the greatest amount of atten-
tion.1 Water is the most thoroughly investigated hydrogen-
bonded cluster but is quite different from methanol. Water
can form up to four hydrogen bonds, two as proton acceptors
(via the lone-pair electrons on oxygen) and two as proton
donors. Methanol generally only forms three strong hydrogen
bonds, two as proton acceptors (via the lone-pair electrons
on oxygen) and one as a proton donor. The methyl CH bonds
may form weak hydrogen-bonding interactions. The bulky
methyl group and the dipole it produces give methanol a
more complex and asymmetrical cluster compared with
water. This study aims to understand microscopic properties
of methanol and relate those to the macroscopic properties.
Specifically, we set out to determine the number of methanol
molecules necessary to mimic the enthalpy of vaporization
and geometric properties of bulk methanol. However, model-

ing a limited cluster size without molecular dynamics (MD)
does not represent bulk methanol.

Much of the stabilization of methanol clusters comes from
the very sensitive electronic interaction of the hydrogen bond.
Thus, hydrogen-bonding fluids are described by the strength
and number of hydrogen bonds formed. In water clusters of
n ) 5-19, the bonding energy calculated per hydrogen bond
reproduces the binding energy of ice at 0 K better than the
bonding energy calculated per water.2 The dangling hydrogen
bonds in the cluster contribute little to the energy stabilization
of water. In methanol clusters, each molecule can donate
only one hydrogen bond, a difference from water that has
many structural and electronic consequences. An intriguing
feature of hydrogen-bonded networks is that the acceptance
of one hydrogen bond actually promotes the donation of an
additional hydrogen bond in a process known as cooperativity
or nonadditivity. The cooperativity effects have been previ-
ously calculated by ab initio methods for methanol clusters
(CH3OH)n for n ) 2-6 isolated in a vacuum at the HF/aug-
cc-pVDZ//HF/6-31G(d,p) level.3 While, hydrophobic forces
are also known to be part of the interaction within a methanol* Corresponding author e-mail: vdeturi@ithaca.edu.
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network, it is generally believed that the number of hydrogen
bonds is what dominates the intermolecular interactions in
hydrogen-bonded clusters.3

Density functional calculations, B3LYP/6-31+G(d), have
been previously carried out on methanol clusters (CH3OH)n
for n ) 2-6 isolated in a vacuum4 and also at the B3LYP/
6-31G(d) level forn ) 2-12 in a vacuum.5 Computational
results indicate that the cyclic methanol clusters are the global
minima when compared with chain, branched-cyclic, and
branched-chain arrangements.4,5 Cyclic structures maximize
the number of hydrogen bonds and display an increase in
cooperativity, thus yielding more favorable interactions
among the members of the cluster.

Until recently, previous research on methanol clusters had
been limited to single-digit numbers of molecules, and the
few studies that examine higher levels, (CH3OH)n for n )
6-9, were limited to minimal ab initio methods or less
accurate methods.1,6 A recent study investigated methanol
clusters forn ) 2-12 at the B3LYP/6-311+G(d,p)//B3LYP/
6-31G(d) level.5 It does not appear that methanol clusters
have been studied computationally for cluster sizes greater
than 12 molecules using an ab initio method. MD and Monte
Carlo (MC) methods have been employed on much larger
clusters (up to 256 methanol molecules);7 however, they are
limited by parametrization designed for small methanol
clusters. It is not practical to account for 256 methanol
molecules by an ab initio method, but an understanding of
n ) 2-12, 16, and 20 methanol clusters at a high-level ab
initio method will improve the parameter set.

Herein, we also report the application of the ONIOM (our
own n-layered integrated molecular orbital and molecular
mechanics)8 method to hydrogen-bonded methanol clusters.
The ONIOM method has emerged as an efficient method to
study hydrogen-bonding systems and microsolvation ap-
proximations.9-11 A major advantage of the ONIOM method
is its versatility. It comes in many flavors, thus making it
possible to specify the appropriate method and level of theory
of choice for individual atoms. In our study of methanol
clusters, we use the integrated molecular orbital and molec-
ular orbital method. The technique of applying a molecular
orbital treatment to both layers has been successfully tested
for non-methanol systems.10 This means that both the high-
level layer and the low-level layer will receive molecular
orbital treatments.

There are many implications in the research of gas-phase
methanol clusters that go beyond just the elucidation of how
these macromolecular structures behave. Methanol molecules
in large clusters are expected to have properties that are more
similar to methanol in the condensed phase than to single
methanol molecules. In particular, studies relating to metha-
nol clusters may facilitate the modeling of complexation of
solutes in methanol since it is well-known that the first
solvation shell is particularly crucial in this respect. Solvation
of organic acids by methanol has already been studied and
so has proton transfer in methanol.12-14 The principal goal
of this work is to characterize the geometric, energetic, and
vibrational features of methanol clusters by successively
increasing the cluster size up to 20 molecules. Initially, we
set out to identify the lowest-energy isomers for (CH3OH)n

wheren ) 1-10. The number of local minima of larger
systems makes it difficult to thoroughly sample all of the
different conformers for each size of methanol clusters at a
high level of ab initio theory. However, we believe it is not
necessary to find every minimum for a specific methanol
cluster size. As we study them from the smaller cluster sizes
to the larger ones, we should observe a pattern that will be
mimicked with each additional methanol. Such patterns are
not uncommon for hydrogen-bonded cluster networks. As
Maheshwary et al. discovered with water clusters,15 (H2O)n
wheren ) 4, 8, 12, 16, and 20 are cuboids while (H2O)10

and (H2O)15 are fused pentameric structures. Moreover,
structures that contained one water molecule more than the
cuboid series such asn ) 9, 13, and 17 were very similar in
structure to their cuboid correspondents.

Not all previously reported structures of extensively sized
methanol clusters are in agreement.1 It has been suggested
that, for methanol clusters up ton ) 17, the clusters do not
have a dominant structure.7 In molecular beam electric
deflection experiments, the dimer was the predominant
structure observed for methanol.7 While it is possible for
clusters to be in flux, that is, constant restructuring of the
cluster size, many experimental results indicate that methanol
can have a predictable pattern.16

Computational Methods
All calculations were carried out using the Gaussian 98 suite
of programs17 or the Gaussian 03 suite of programs.18

A common impediment to ab initio computational research
of methanol clusters is the computational time required to
model large clusters greater than six methanol molecules.
Our first approach was to model many different conformers
of each sized cluster, wheren ) 1-10, using the semiem-
pirical method PM3. Geometry-optimized structures from the
PM3 calculations were used as a starting point for HF/6-
31+G(d,p) calculations. The addition of a diffuse basis set
seems appropriate for a system in which hydrogen bonds
contribute to the overall geometry and stabilization energy.
Several of the lowest-energy PM3 structures were geometry-
optimized at the HF/6-31+G(d,p) level. Basis set superposi-
tion error was calculated using the counterpoise keyword in
Gaussian 03W on the optimized structures.19,20 Additional
calculations were employed using the hybrid density func-
tional methods B3LYP and MP2. A number of basis sets
were also investigated, 6-31G(d), 6-31+G(d,p), and 6-311+G-
(d,p).

An ONIOM method21 serves as an appropriate method to
reduce the computational time it takes to describe methanol
clusters. ONIOM methods were initially compared to one-
layered calculations to verify their efficiency. Our two-level
layer scheme replaces the methyl group with a hydrogen link
atom in the high-level layer. This translates into a major
reduction of computational time since each methanol mol-
ecule contributes 18 elecrons in the real system and 10 in
the high-level system. Frequency calculations were used to
verify the minima in geometry optimizations and provide
thermochemical corrections to calculate the enthalpy and
Gibbs energy at 298 K.
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To facilitate the representation of different combinations
of same size structures, the following notations will be
used: (X) represents a ring of size X; X represents a chain
structure of size X; (X)+Y represents a ring of size X with
an attached chain of size Y; (X)*(Y) represents a ring of
size X stacked with a ring of size Y; and X+Y represents a
chain of size X with a chain attached of size Y (sometimes
the location of the attachment is also specified to make the
representation clearer). Figure 1 diagrams several different
methanol structures.

The average energy of a single methanol molecule in a
(MeOH)n cluster can be calculated asEhn ) En/n. Comparing
this energy to that of a single methanol in the gas phase,E1,
gave the per methanol stabilization energy calculated using
eq 1.

For a large cluster size, wheren approaches Avogadro’s
number, the per methanol stabilization energy is equivalent
to the enthalpy of solvation∆Ehn ) ∆solH or MeOH(g) f
MeOH(l). Equation 1 was used to compare the per methanol
energy ofn-sized clusters with the enthalpy of solvation.
Inclusion of thermochemical values from a frequency
analysis corrects the electronic energy to an enthalpy value
and a Gibbs energy at 298 K.

The strength of a single hydrogen bond between methanol
molecules is calculated by taking the difference in energy
between the monomer and the dimer,E2 - E1. This
difference in energy is compared to the increased energy
found from one structure to the next structure after the
addition of one methanol molecule. Hydrogen bond strength
was estimated using eq 2.

The energy stabilization from a single hydrogen bond is a
measure of the energy difference between adding a hydrogen-
bonding methanol molecule and an isolated methanol
molecule. Some effects are not fully accounted for by using
this methodsmainly geometric rearrangements and dielectric
forces.

Solvent effects using a dielectric medium were ap-
proximated using the integral equation formalism for the
polarized continuum model (IEFPCM) method22-24 on fully
optimized clusters. The solvation energy was calculated by
taking the difference between the gas-phase electronic energy
and the solvent-wrapped electronic energy.

Results and Discussion
Cluster Geometry at the HF/6-31+G(d,p) Level. Semiem-
pirical calculations were used to quickly scan a large range
of isomers for each cluster size.

Conformers calculated using semiempirical methods that
might be candidates as the most stable structure are tabulated
in Table S1 in the Supporting Information. Initial geometries
prior to optimization were constructed by guessing reasonable
structures. Attempts at using a simulated annealing process
or dynamics search were less effective and more costly at
identifying unique cluster geometries.

Additional calculations were done at the HF/6-31+G(d,p)
level for then ) 2-7 clusters on the three lowest-energy
PM3 structures. The results from the HF/6-31+G(d,p)
calculations are summarized in Table S2 of the Supporting
Information. Basis set superposition errors are reported for
each calculation and tabulated in Table S2 (Supporting
Information). As the number of methanol molecules in-
creases, the basis set superposition error also increases. In
general, the ring structures show a greater correction than
the branched or chain clusters due to the greater number of
hydrogen-bonding interactions. The counterpoise correction
for the cyclic structures as a function of cluster size gives a
straight line with a slope of 3.2( 0.1 kJ/mol. Thus, the per
methanol cluster energy should include a correction of 3 kJ/
mol. This offset does not change the relative energy
difference between the clusters; it only changes the absolute
value compared with experimental results for the 6-31+G-
(d,p) basis. The calculated dipole moments of the clusters
are reported in Table S2 (Supporting Information) along with
the geometric data of the OH bond, OO distance, and OHO
angle. The addition of methanol molecules to clusters larger
than six seems to have little or no effect on the bond lengths
and bond angles of the hydrogen-bonding hydroxyl groups
participating in hydrogen bonds. For the chain systems, the
free OH bond length does not change significantly as the
chain length increases. The per methanol energy for each

Figure 1. Representative geometries for several clusters
using notation discussed in the text: ring tetramer (4), chain
tetramer 4, cyclic trimer with attached methanol (3)+1,
branched tetramer 3+12, (8) flat or open ring, (8) folded ring,
and (4)*(4) stacked cluster.

EHbond) (En - En-1) - (E2 - E1) (2)

∆Ehn )
En

n
- E1 (1)
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cluster geometry at the HF/6-31+G(d,p) level is summarized
in Table S2 of the Supporting Information.

Three trimer conformers were studied at the HF/6-31+G-
(d) level: a flat ring structure (3), a chain 3, and a single
methanol molecule with two molecules attached to the two
possible acceptor sites 2+1. The flat ring structure (3) had
the lowest optimized energy at the HF/6-31+G(d,p) level
of theory, consistent with previous studies.25,26 The equilib-
rium geometry for the cyclic trimer is flat, resulting in poor
overlap of the sp3 orbitals compared to the noncyclic
structures. However, the stabilization afforded by the ad-
ditional hydrogen bonds compensates for the less favorable
orbital overlap in the cyclic structure.

The cyclic tetramer arrangement with the methyl groups
alternating between above and below the plane of the ring
is the most stable of all arrangements. This configuration is
in the S4 point group. Other isomers were also considered,
such as a cyclic tetramer withCi symmetry and a (3)+1
isomer. As expected, both theCi symmetry, and (3)+1
optimized structures were higher in energy than theS4

tetramer.
The double acceptor-donor configuration serves as a

branching point for an extended methanol cluster. The 3+12

isomer has been previously observed and characterized by
Zwier and co-workers4 and Boyd and Boyd.5 The hydrogen
bond donated by the branching methanol molecule is
strengthened by accepting two hydrogen bonds from metha-
nol molecules. However, the two hydrogen bonds to the
branching molecule are weaker than a single hydrogen bond.
Thus, the 3+12 structure is less stable than the cyclic (4)
structure.

The pentamer isomers studied at the HF/6-31+G(d,p) level
of theory were the (5), (4)+1, and (3)+1+1 structures. The
ring structure has the lowest equilibrium energy of the three,
being lower by 15.82 kJ/mol than the (4)+1 structure and
18.81 kJ/mol lower than the (3)+1+1 structure. The ar-
rangement of alternating above-below methyl groups to the
plane of the ring is mostly observed here, except for the
necessary pairing of two methyl groups because of the odd
number of molecules.

The four (CH3OH)6 structures studied at this level of theory
were (6), (5)+1, (4)+11+12, and (4)+11+13. The ring
structure is lower in energy by 12.40 kJ/mol, 25.66 kJ/mol,
and 29.75 kJ/mol, respectively. It is evident from this set of
data that there is a tendency for small methanol clusters to
be in small rings. All four isomers had the same number of
hydrogen bonds; thus, there must be a variable besides the
absolute number of hydrogen bonds that leads to the stability
of methanol structures. As discussed with the tetramer
molecule, a branch point in the methanol cluster geometry
could lead to an overall weakening of the total strength of
the hydrogen bonds.

The ring octamer molecule (8) is lower in energy than
the (4)*(4). In both structures, the methanol molecules are
all single acceptors and single donors. The (8) and (4)*(4)
structures are postulated to be very similar in energy if the
two tetramers are able to find an arrangement in which they
facilitate each other’s stabilization. After several attempts
to stack the two tetramers in different orientations with

several different computational methods, the gas-phase
octamer ring still is more stable than two stacked tetramer
rings. It is possible that gas-phase structures simply do not
have the proper dielectric assistance to force a geometric
change in order for the two rings to conform around each
other; however, this might be observed for liquid methanol.

At the HF/6-31+G(d,p) level, the lowest-energy structures
for n ) 1-8 are flat rings with the methyl groups being
above, below, or approximately coplanar with the ring plane.
The different cyclic structures vary by patterns of orientation
of the methyl groups. Of the isomers investigated, the most
stable structures are rings with an equal number of monomers
above and below the plane. Other patterns such as above-
above-below-below (n ) 4) and above-below-in plane-
above-below-in plane (n ) 6) are slightly less stable. Rings
with an odd number of monomers have no symmetry. As
examples of such rings, the patterns of methyl group
orientations are above-above-below (n ) 3) and above-
below-above-below-in plane (n ) 5). Similar structures
with different orientations of the methyl groups differ only
by very small barriers of rotation.

All structures beyond the octamer at the HF/6-31+G(d,p)
level of theory show a distinctive inclination toward a ring
structure. However, beyond eight methanol molecules, there
is no longer an “open” ring system; the ring system forn )
9-12 is “pinched”. As the cluster of the methanol increases
in size, itmaybegin to approximate liquid methanol. Bulk
solvent effects have not been included in the optimization
of the structures, and the expectation is that the clusters will
attempt to minimize its volume. The “open” ring structure
for n > 8 leads to an excluded volume; it is more favorable
for clusters ofn > 8 to form a “pinched” ring structure and
fill the excluded volume with a dielectric.

At the HF/6-31+G(d,p) level of theory, the ring structures
are found to be most stable forn ) 1-12. The ring structure
provides the maximum number of hydrogen bonds, when
compared to chain and branched structures of the same size.
Attempts to stack tetramers, both in an eclipsed nature and
not, failed to produce meaningful results.

Table S2 (Supporting Information) tabulates the energy
of clusters of sizen ) 1-12 calculated at the HF/6-31+G-
(d,p) level. Comparison of the average energy per methanol
calculated using eq 1 indicates that for the ring systems of
n g 6 the average energy of a single methanol is about-30
kJ/mol. The average energy to convert from a cyclic structure
to a chain cluster is about 27 kJ/mol with a greater energy
needed to convert the larger conformers. The average energy
of a methanol molecule in a chain is about 5 kJ/mol higher
than the energy of a methanol molecule in a cyclic structure.
This small energy difference indicates that there is only a
slight preference for a single methanol to remain in a ring
system over a chain system.

Single-point energy calculations at the B3LYP/6-311+G-
(d,p) and MP2/6-311+G(d,p) levels were performed using
the HF/6-31+G(d,p) optimized geometries. The B3LYP and
MP2 results are tabulated in the Supporting Information, and
the per methanol energy was calculated using eq 1. The
higher-level energy calculations are consistent with the HF
level of theory. Although the absolute energies are different,
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the trends are identical. At around five methanol molecules,
the energy per methanol levels out to a consistent value.

Cluster Geometry at the B3LYP Level.Calculations at
the HF/6-31+G(d,p) level of theory indicate that cyclic
methanol clusters are lower in energy than chain clusters
for n ) 3-12. When the HF/6-31+G(d,p) geometry-
optimized structures were used as an initial geometry, cluster
geometries were further optimized using the B3LYP/6-31G-
(d) level of theory forn ) 1-12 and using the B3LYP/6-
311+G(d,p) level of theory forn ) 1-6 and 8. The geometry
optimizations using the B3LYP method are tabulated and
compared with HF calculations in Table 1. At the levels of
theory reported in Table 1, it was not practical to extend the
system beyondn ) 12. For the B3LYP/6-31G(d) geometry
optimizations forn ) 7, the structure started as a flat ring
structure and proceeded to fold. For then ) 8 system, the
flat ring structure local minimum is 21 kJ/mol higher in
energy than that for a folded ring system. And forn ) 9,
the geometry optimization started as a flat ring structure and
optimized to a folded ring structure as well. Optimized
geometries forn > 6 all converged to a folded or puckered
OH ring structure instead of a flat OH ring structure.
Interestingly, at the B3LYP/6-311+G(d,p) level, the flatn
) 8 structure is 7 kJ/mol lower in energy than the folded
structure, which contradicts the findings from the B3LYP/
6-31G(d) level of theory. The flat structure forn ) 8 is also
the lowest-energy structure at the HF/6-31+G(d,p) level of
theory. The folded and flatn ) 8 structures are local true
minima with no negative frequencies.

In general, the geometries optimized at the B3LYP level
are consistent with that of the HF calculations. Forn g 4,
the average OH and OO distances converge to a constant
value as the number of methanol molecules increases. For
the n ) 4 geometry, there is some ring strain for the OHO
angle, but for then > 4 geometries, the average OHO angle
is consistent as the number of methanol molecules increases.
The trends in the geometry optimization are generally
insensitive to the level of theory except for then ) 8 cluster.

Our primary interest in this study is to identify an ab initio
method to quickly and accurately model large methanol

systems, specifically those governed by hydrogen bonding.
The electronic energy is compared between the MP2/6-
311+G(d,p)//B3LYP/6-31G(d) level of theory forn ) 1-4
and 8 and the B3LYP/6-311+G(d,p) level of theory forn )
1-6 and 8 to the B3LYP/6-31G(d) level of theory. The
B3LYP/6-31G(d) level is an inexpensive level of theory, and
yet it appears to do a reasonable job in modeling large
clusters. We have found that the B3LYP/6-31G(d) level
produces nearly identical geometries (within 1%) to the
geometries yielded by the 6-311+G(d,p) extended basis set.
Our selection of the B3LYP/6-31G(d) level as an adequate
method for obtaining reasonable methanol cluster geometries
is consistent with findings by Boyd and Boyd.5 For the
geometry optimization of the structures, B3LYP/6-31G(d)
is the level of theory of choice, and a larger basis set can be
used to improve the accuracy of the energy calculation.5

Small clusters ofn ) 3-12 prefer to form a ring system
over a branched ring system or chain structure.5 A cyclic
geometry maximizes the number hydrogen bonds where each
methanol donates one hydrogen bond and accepts one
hydrogen bond and methyl groups can rotate to minimize
steric effects. Branched structures with a methanol accepting
two hydrogen bonds leads to a methanol that accepts no
hydrogen bonds and is a less favorable overall geometry.
As the systems increase in size, the rings begin to pucker
and fold, thus minimizing an excluded volume in the middle
of the cluster.

Cluster Frequencies.Analytical second derivatives are
calculated at the B3LYP/6-31G(d), HF/6-31+G(d,p), and
B3LYP/6-311+G(d,p) levels forn ) 1-6 and 8. The relative
difference between the gas-phase OH stretching frequency
VOH(1) and the cluster of sizen average OH stretching
frequencyVjOH(n) is calculated using eq 3.

Mirroring the average bond length for clusters of sizen g
4, the average difference between the OH stretching fre-
quency of the cluster and a single methanol converge. The

Table 1. Geometry-Optimized Structures at the B3LYP Level Compared with Those at the HF Level

HF/6-31+G(d,p) B3LYP/6-31G(d) B3LYP/6-311+G(d,p)

cluster
dipole
debye

rjOH
a

Å
rjOO

b

Å
ajOHO

c

deg
dipole
debye

rjOH
a

Å
rjOO

b

Å
ajOHO

c

deg
dipole
debye

rjOH
a

Å
rjOO

b

Å
ajOHO

c

deg

(MeOH)1 1.9729 0.942 1.6943 0.969 1.8894 0.961
(MeOH)2 3.2917 0.947 2.967 178.9 2.8777 0.977 2.810 159.7 3.1518 0.970 2.873 176.2
(MeOH)3 2.7089 0.949 2.887 148.9 1.0560 0.986 2.745 152.3 0.8355 0.976 2.772 149.8
(MeOH)4 0.0166 0.952 2.863 166.8 0.0005 0.994 2.703 168.7 0.0036 0.983 2.725 167.0
(MeOH)5 0.5184 0.953 2.846 174.3 0.8582 0.995 2.692 176.4 0.6905 0.985 2.712 175.5
(MeOH)6 0.0007 0.953 2.832 176.2 0.0021 0.995 2.683 174.4 0.0007 0.986 2.705 178.9
(MeOH)7 0.0915 0.953 2.828 175.5 2.4285 0.995 2.690 174.9
(MeOH)8

d 0.0043 0.953 2.828 174.5 0.0450 0.993 2.677 169.9 0.0670 0.985 2.697 176.3
(MeOH)8

e 0.1030 0.995 2.699 176.7 0.1112 0.986 2.715 176.5
(MeOH)9 0.3864 0.953 2.830 174.5 2.1366 0.994 2.686 173.1
(MeOH)10 1.3795 0.953 2.832 175.1 1.2243 0.994 2.695 173.3
(MeOH)11 1.7175 0.953 2.829 175.1 2.7031 0.994 2.687 173.2
(MeOH)12 1.3207 0.953 2.831 175.2 2.0521 0.994 2.695 174.1

a Average O-H bond length for hydrogen-bonding hydroxyl groups. b Average O-O distance between hydrogen-bonding methanol molecules.
c Average O-H-O angle between hydrogen-bonding methanol molecules. d Structure is a flat ring. e Structure is a folded ring.

VjOH(n) - VOH(1)

VOH(1)
× 100 (3)
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relative difference using the B3LYP method for the 6-311+G-
(d,p) basis and the 6-31G(d) basis is about 12%, and the
average HF/631+G(d,p) difference is about 5%. When the
B3LYP method is used, there is very little difference between
the 6-311+G(d,p) basis and the 6-31G(d) basis. The absolute
difference in the gas-phase OH stretching frequency using
the B3LYP method is 94 cm-1 or 2%. Vibrational frequen-
cies at each level of theory for clustersn ) 1-6 and 8 can
be found in the Supporting Information. To evaluate the
quality of the frequency calculations, the calculated IR-active
OH stretching modes are compared with known experimental
values.25,27,28The calculated stretching frequencies are scaled
by the appropriate scaling factors of 0.9173 for the HF/6-
31+G(d,p) level of theory, 0.9806 for the B3LYP/6-31G(d)
level of theory, and 0.98 for the B3LYP/6-311+G(d,p) level
of theory. After scaling, the B3LYP/6-31G(d) level of theory
has a mean average deviation (MAD)) 30 cm-1 and comes
closest to reproducing the experimental OH stretching
frequencies. The B3LYP/6-311+G(d,p) level of theory has
a MAD ) 65 cm-1 and is comparable to the B3LYP/6-31G-
(d) level of theory. The HF/6-31+G(d,p) level of theory has
the largest mean absolute deviation of 308 cm-1 but is still
within 10% of the experimental values.

The frequency comparison for each structure and the
relative cluster energy indicate that the B3LYP/6-31G(d)
level of theory is sufficiently accurate in modeling the neutral
methanol cluster geometry.

Cluster Energetics. Thermochemical analysis from the
analytical second derivatives provides a correction to cal-
culate the enthalpy and Gibbs energy at 298 K. The per
methanol enthalpy at 298 K is calculated using scaled
vibrational energies.29 These values are reported in Table 2
and compared with the experimental value30 of -38.4( 0.3
kJ/mol. It is evident from the tabulation that, of all the
methods used in this study, the B3LYP/6-31G(d) level of
theory yields values that are most similar to the experimental
values. Also, only the B3LYP/6-31G(d) level of theory gave
a negative Gibbs energy at 298 K (Table 2) for then ) 3-8
clusters. A negative Gibbs energy implies a favorable
structure. The most stable clusters are then ) 4-6 at the
B3LYP/6-31G(d) level of theory when the entropy of
complexation is considered. Then ) 4-6 and 8 clusters at
the MP2/6-311+G(d,p)//HF/6-31+G(d,p) level have a Gibbs
energy of 0 or-1 kJ/mol. Other levels of theory investigated

generated positive Gibbs energies, implying that the clusters
are not stable. It is possible that there are deficiencies in the
entropy calculation from vibrational frequencies.

ONIOM Calculations. For clusters of five to six metha-
nols, the average hydrogen-bond lengths and average sol-
vation energies approach an asymptotic value. To accurately
represent a large methanol system including a hydrogen-
bonding network and dielectric effects, the cluster should
consist of more than six methanol molecules. Accurate
geometries and energies for bulky systems must include
hydrogen bonding; however, as the cluster size increases the
computational resources become costly. The methyl group
of methanol does not directly participate in hydrogen-bonding
interactions but is significant in aligning the dipole of
methanol and contributes to the dielectric strength of the
system. To accurately and efficiently model a large methanol
system beyondn ) 12, we use a two-level ONIOM method.
The real (CH3OH)n system is modeled at a computationally
inexpensive level of theory, and the hydrogen-bonding
network (OH)n system is modeled at a high level of theory,
with hydrogen as a link atom in the high layer.

Geometry optimizations were performed on the cyclic
methanol tetramer (4) and compared to one-layer calcula-
tions. In order to find the optimum set of low and high level
of theory for the two-layered method, multiple combinations
of two-level ONIOM calculations were tried on the methanol
tetramer. The values for OH length, OO length, and OHO
angle are tabulated in Table 3. The values are sorted by their
deviations from the B3LYP/6-31G(d) level of theory. The
cheapest method within a 2% accuracy to the B3LYP/6-31G-
(d) level of theory is the B3LYP/6-31G(d):PM3 level of
theory. Treating the methyl groups with the AM1 level gives
comparable results. We found that using HF/STO-3G on the
low layer yields the most accurate values, but a HF/STO-
3G calculation is not significantly cheaper than a full B3LYP/
6-31G(d) calculation.

With the optimized ONIOM conditions in hand, we
proceeded to apply the B3LYP/6-31G(d):PM3 level of theory
to methanol clustersn ) 1-12, 16, and 20. The geometric
results and the per methanol single-point electronic energies
are shown in Table 4. The ONIOM calculations reduced the
computational time by a factor of 6 compared with calcula-
tions at the B3LYP/6-31G(d) level. For example, a single
optimization step for then ) 5 cluster on a 32-bit Intel

Table 2. Summary of per Methanol Enthalpy at 298 K and Gibbs Energy at 298 K Reported in kJ/mola

B3LYP/6-31G(d) HF/6-31+G(d,p) B3LYP/6-311+G(d,p)

B3LYP/6-31G(d) MP2/6-311+G(d,p) HF/6-31+G(d,p) B3LYP/6-311+G(d,p) MP2/6-311+G(d,p) B3LYP/6-311+G(d,p)

cluster ∆H298 ∆G298 ∆H298 ∆G298 ∆H298 ∆G298 ∆H298 ∆G298 ∆H298 ∆G298 ∆H298 ∆G298

(MeOH)2 -12 4 -10 5 -7 7 -8 5 -10 4 -9 6
(MeOH)3 -28 -2 -20 6 -16 10 -18 8 -22 5 -19 6
(MeOH)4 -36 -6 -29 1 -19 8 -24 4 -28 0 -26 3
(MeOH)5 -37 -6 -22 9 -26 4 -30 0 -28 4
(MeOH)6 -38 -6 -22 8 -27 3 -31 -1 -29 3
(MeOH)8 -22 8 -27 4 -31 -1
(MeOH)8

b -39 -3 -34 2 -28 7
MAD 1 7 17 13 8 10

a The MAD (mean average deviation) compares the n ) 4, 5, 6, and 8 clusters with the experimental value of ∆H298 ) -38.4 kJ/mol. b Folded
ring geometry for (MeOH)8.
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processor running Windows using the ONIOM method
required approximately 6 min, whereas the B3LYP/6-31G-
(d) level required approximately 35 min to process the same
optimization. On average, the ONIOM method did not
require more optimization steps to find a minimum. Figure
2 diagrams the geometry-optimized structures from the
ONIOM calculations. Results from the B3LYP/6-31G(d)
calculations are also tabulated in Table 4. At most, the
ONIOM calculated enthalpy at 298 K is 3 kJ/mol different
than the B3LYP/6-31G(d) calculations forn ) 1-6 and 8.
Thus, B3LYP/6-31G(d):PM3 is a suitable model for calcu-
lating small- and intermediate-sized methanol clusters. The

two-level ONIOM was applied to even larger clusters,
expanding this study up ton ) 20 by investigatingn )
1-12, 16, and 20. The relative energetic and geometric
parameters converge after aboutn ) 6 and extend out ton
) 20; therefore, the clustersn ) 13-15 and 17-19 were
not examined. The (CH3OH)20 cluster was optimized several
times, and the lowest-energy cluster was a (19)+1 branched
ring. Several attempts were made to retain a (20) ring system
but were unsuccessful. This indicates that there may be an
upper limit to the size of a ring system. The open-ring
systems are no longer favorable forn > 6, and aroundn )
20, branched folded ring systems appear to be more favorable
than cyclic systems.

The strength of a single hydrogen bond is estimated for
each cluster using eq 2. Table 5 tabulates the results from
additional hydrogen bonds at the B3LYP/6-31G(d) level of
theory and using the B3LYP/6-31G(d):PM3 ONIOM method.
Stabilization by a single hydrogen bond in methanol clusters
reaches a maximum atn ) 3.

Table 6 summarizes the single-point energies using the
IEFPCM model on the B3LYP/6-31G(d) optimized struc-
tures. The average solvation energy is-21 kJ/mol, which
does not correlate well with the experimental value of-38.4
kJ/mol. The solvation energy also varies depending on the
size of the methanol cluster. For example, clusters ofn ) 2
have the greatest solvation energy of-34 kJ/mol, while the
n ) 3 cluster has a solvation energy of-13 kJ/mol.

Conclusion
We tested several different levels of theory in finding single-
point energies for large methanol clusters. The general trend
of the energy per methanol molecule for all methods is very
similar; after approximately four or five methanol molecules,
the energy per methanol leveled off and started to approach
an asymptotical value. Several ab initio and ONIOM methods

Table 3. Geometry Comparisons of Cyclic Methanol Tetramera

method rjOH rjOO ajOHO δ(rjOH) δ(rjOO) δ(ajOHO)

B3LYP/6-31G(d) 0.994 2.703 168.7 0.0% 0.0% 0.0%
B3LYP/6-31G(d):HF/STO-3G 0.994 2.703 168.7 0.0% 0.0% 0.0%
B3LYP/6-31+G(d) 0.989 2.714 167.8 -0.5% 0.4% -0.5%
B3LYP/6-31+G(d,p):HF/STO-3G 0.989 2.716 167.8 -0.5% 0.5% -0.6%
B3LYP/6-31G(d):AM1 0.999 2.733 168.6 0.5% 1.1% 0.0%
B3LYP/6-31G(d):PM3 0.991 2.754 168.7 -0.3% 1.9% 0.0%
B3LYP/6-31+G(d):HF/6-31G(d) 0.986 2.722 167.1 -0.8% 0.7% -0.9%
B3LYP/6-311+G(d,p) 0.983 2.725 167.0 -1.1% 0.8% -1.0%
MP2/6-31G(d):AM1 0.993 2.780 168.2 -0.1% 2.8% -0.3%
MP2/6-31G(d):PM3 0.986 2.798 168.2 -0.8% 3.5% -0.3%
B3LYP/6-311+G(d):AM1 0.986 2.762 164.2 -0.8% 2.2% -2.7%
B3LYP/6-31+G(d,p):PM3 0.984 2.774 165.0 -1.0% 2.6% -2.2%
MP2/6-31+G(d,p):HF/STO-3G 0.984 2.787 164.6 -1.0% 3.1% -2.5%
B3LYP/6-311+G(d,p):PM3 0.978 2.795 164.4 -1.6% 3.4% -2.6%
PM3 0.964 2.731 162.6 -3.1% 1.0% -3.6%
MP2/6-311+G(d,p):PM3 0.971 2.809 163.6 -2.3% 3.9% -3.0%
HF/6-31G(d,p) 0.953 2.830 166.9 -4.1% 4.7% -1.1%
HF/6-31+G(d,p) 0.952 2.863 166.8 -4.2% 5.9% -1.2%
HF/6-31+G(d):HF/STO-3G 0.958 2.891 163.9 -3.7% 7.0% -2.8%
HF/6-31+G(d,p):PM3 0.951 2.919 163.7 -4.4% 8.0% -3.0%

a Average O-O bond distance, average O-H bond distance, and average O-H-O angle. Distances are reported in angstroms, and angles
are reported in degrees. The deviation from the B3LYP/6-31G(d) optimization is reported.

Table 4. Geometry-Optimized Structures at the ONIOM
B3LYP/6-31G(d):PM3 Level

cluster
dipole
debye

OHa

Å
OOb

Å
OHOc

deg ∆Eh n
d ∆H298

e ∆G298
f

(MeOH)1 1.5477 0.965
(MeOH)2 1.4228 0.974 2.911 163.1 -14 -11 4
(MeOH)3 1.0858 0.984 2.799 153.0 -32 -27 0
(MeOH)4 0.0006 0.991 2.754 168.7 -40 -35 -3
(MeOH)5 1.4581 0.991 2.752 174.5 -41 -36 -2
(MeOH)6 0.0286 0.990 2.752 176.7 -41 -36 0
(MeOH)7 0.6323 0.991 2.754 177.2 -42 -37 -1
(MeOH)8 0.1997 0.991 2.755 176.1 -43 -37 1
(MeOH)9 4.1048 0.991 2.750 176.2 -44 -39 1
(MeOH)10 1.4764 0.990 2.754 174.3 -43 -37 1
(MeOH)11 2.2169 0.991 2.753 175.7 -42 -37 2
(MeOH)12 2.0048 0.991 2.750 176.7 -44 -38 1
(MeOH)16 5.2732 0.991 2.753 173.6 -44 -38 3
(MeOH)20

g 3.7549 0.991 2.757 173.9 -45 -38 4
a Average O-H bond length for hydrogen-bonding hydroxyl groups.

b Average O-O distance between hydrogen-bonding methanol mol-
ecules. c Average O-H-O angle between hydrogen-bonding metha-
nol molecules. d Per methanol electronic energy. e Per methanol
enthalpy at 298 K. f Per methanol Gibbs energy at 298 K. g The
geometry is (19)+1; see text for details.
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are applied to the system. When the results for the ONIOM
method are compared to that of nonlayered calculations, it
becomes evident that the considerably faster ONIOM method
models the cluster to complete satisfaction. Geometric,
energetic, and vibrational data support this conclusion. The
advantage of the ONIOM method is that it provides the
accuracy of a high-level calculation for the hydrogen-bonding
network of methanol but requires the computation resources
of a much smaller system. The geometry of methanol clusters
is established for one-layer systems using density functional
theory methods and a basis set, including diffuse and
polarization functions. The ONIOM calculations are able to
efficiently and accurately reproduce the geometry of the
methanol clusters. The frequency analysis provided thermo-
chemical corrections to calculate enthalpy and Gibbs energy

at 298 K to compare with the experimental enthalpy of
solvation and Gibbs energy of solvation. Our implementation
of the ONIOM method reduces the size of the high-level
calculation from an 18-electron system to a 10-electron
system. A major advantage to this reduction is that one is
able to double the size of the system using the same
computational resources. A modification to the ONIOM
method that treats all two-body interactions with a high-level
QM method and the many-body interactions with a low-
level QM should allow greater reduction in the cost of
accurate calculations of methanol clusters.31

For methanol clusters withn e 6, the geometries optimize
to an open-ring structure. Large methanol clustersn > 6
optimized to a folded ring or pinched ring structure.
Comparisons between single-ring structures, branched struc-

Figure 2. Geometry-optimized structures at the ONIOM (B3LYP/6-31G(d):PM3) level.
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tures, and multiple-ring structures indicate that single-ring
systems are lower in energy. As the clusters become larger,
the fluidity of the structure increases, and the global
minimum at 0 K may be a pinched ring system. However,
at thermal energies, a large cluster may readily sample
branched structures and multiple-ring structures. Methanol
clusters receive the most stabilization from hydrogen bonds,
and the ring structures maximize the number of hydrogen
bonds, resulting in optimized OHO angles, OO distances,
and OH distances. In a ring system, one methanol molecule
will act as both a donor and acceptor of a hydrogen bond.
Ring structures provide the most spacing between the bulky
methyl groups, further elevating the preference for rings over
a branched or chain system for a static geometry.

Small clusters consisting of up to six methanol molecules
do not necessarily represent bulk properties. However, our
results indicate that cluster properties begin to reach an
asymptotic limit after six methanol molecules are calculated
in a cluster.
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Supporting Information Available: Table S1 tabu-
lates several of the PM3 calculations of the clusters. Tables
S2 and S3 tabulate the HF/6-31+G(d,p) geometries and
electronic energies in hartrees. Table S4 compares the single-
point electronic energies in hartrees at the HF/6-31+G(d,p)
geometry for a B3LYP/6-311+G(d,p) and MP2/6-311+G-
(d,p) energy calculation. Table S5 compares the electronic

energies in hartrees at several levels of theory. Table S6
tabulates calculated unscaled vibrational frequencies. Car-
tesian coordinates for all clusters at the HF/6-31+G(d,p),
B3LYP/6-31G(d), B3LYP/6-311+G(d,p), ONIOM(B3LYP/
6-31G(d):PM3), and IEFPCM B3LYP/6-31G(d) levels are
reported. Frequencies for all ONIOM cluster geometries are
also reported. This material is available free of charge via
the Internet at http://pubs.acs.org.
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Abstract: Molecular grand-canonical density functional theory [J. Chem. Phys. 2006, 125,

154104] is employed for the alchemical variation of intermolecular energies due to changes in

the chemical composition of small molecules. We investigate the interaction of a fixed binding

target, formic acid, with a restricted chemical space, corresponding to an isoelectronic 10-proton

system which includes molecules such as CH4, NH3, H2O, and HF. Differential expressions

involving the nuclear chemical potential are derived, numerically evaluated, tested with respect

to finite difference results, and discussed regarding their suitability as gradients of the

intermolecular energy with respect to compositional variations.

I. Introduction
A. Chemical Space.The fundamental challenge of com-
pound design, that is, the reverse engineering of chemical
compounds with predefined specific properties, originates
in the high-dimensional and combinatorial nature of chemical
space.1 Chemical space is the hyperspace of a given set of
molecular observables that is spanned by the grand-canonical
variables (particle densities of electrons and nuclei) which
define the chemical composition of stable molecules or
material. Exploration of this space via screening techniques,
such as combinatorial high-throughput techniques or in silico
evaluation exploiting quantitative structure-property rela-
tionships, consistently faces the problem of having to deal
with the factorial scaling of the cardinal number which is
due to the combinatorial character of chemical composition,
atomic connectivities, and conformational configurations.
Consequently, more “rational” endeavors have been under-
taken to tackle this problem more deterministically.2-7

Unless one possesses knowledge about the relevant chemi-
cal space a priori, a first-principles scheme is required for
its unbiased exploration since chemical bonding patterns, the
number of atoms, and atomic numbers must become vari-

ables. Such a scheme can be formulated using the principles
of physical chemistry and seeks to address the question of
how a compound’s property changes upon variation of its
chemical composition. Recently, we presented a rigorous
physical framework for this purpose by introducing a
molecular multicomponent grand-canonical extension8 of
Kohn-Sham density functional theory (KS-DFT).9,10 How
chemical space is distinguished from the well-defined notion
of phase space is somewhat arbitrary, as has been extensively
discussed and investigated in the context of variations in the
electronic chemical potential and the number of electrons in
ref 8. In the present work, we focus on the complementary
aspect of chemical space, namely, the study of the nuclear
chemical potential and the proton density defining the nuclear
charge distribution. Specifically, we will investigate how
intermolecular energies, important molecular observables
which are ubiquitous in all self-assembly processes, depend
on the chemical composition of neutral and isoelectronic
molecules. The procedure presented herein is prototypical
in showing how to rationally “dial-in” certain intermolecular
potential energies via compositional and structural changes
and without any screening.

Reliable estimates of noncovalent interactions between
molecular entities are notoriously difficult to obtain from
first principles since they require an accurate description of
the relatively weak and long-ranged mutual polarization of

* Corresponding author e-mail: ovt203@nyu.edu.
† Department of Chemistry.
‡ Courant Institute of Mathematical Sciences.
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molecular entities. Within KS-DFT, the accuracy of current
approximations to the exact exchange-correlation potential
in describing intermolecular potentials can vary significant-
ly11-13,31,32 To achieve an accuracy that is state-of-the-art,
the generalized gradient approximation to the exchange-
correlation potential employed herein has been augmented
by an atom-centered London dispersion correction as intro-
duced, assessed, and employed in refs 14-17.

B. Motivation. Before presenting the numerical results, a
brief summary of the idea of compound design is given in
order to provide the necessary background. It was proposed
by one of us5 that the problem of tuning intermolecular
energies through alchemical variations can be mapped onto
a minimization problem in a variable space spanned by the
electron and proton densities. Within density functional
theory, any observable,O, can be expressed in terms of a
statistical mechanical average of a functional of the electron
density which, due to the Hohenberg-Kohn theorem, is
uniquely defined by the total number of electrons,Ne, and
the external potential due to the nuclear charge distribution,
Z(r ). If a target observable,O0, is known a priori, a
variational principle,P g 0, can be applied to the general
penalty functional

P can be minimized by varying the proton distribution,Z(r ),
and the number of electrons,Ne, defining the observable,
O, of the system. Variation with respect to the particle
number, however, suggests the use of a grand-canonical
ensemble theory. First- and second-order derivatives ofP
with respect toZ andNe are thus “grand-canonical deriva-
tives”,8 reminiscent of chemical potentials and are likely, as
is standard in all gradient-based optimization algorithms,18

to significantly enhance the efficiency of any algorithm which
minimizesP in the elementary particle space of protons and
electrons. If the system containsNn nuclei at positionsR1,
..., RNn, then the atomic number of theIth nucleus will be
Z(RI). Thus, taking into account the inhomogeneity of
possible proton distributions, the number of degrees of
freedom available in chemical space is 1+ Nn, the additional
degree of freedom arising from the fact that the electron
numberNe is one additional minimization parameter.

The functionalP is stationary if

and

Clearly, the local nature of the proton density is reflected in
the r dependence of the derivativeδP/δZ(r ).

When considering the change of molecular observables
due to noninteger variations of elementary particles, it must
be recognized that, in actuality, isolated charge densities
integrate to integers. This can be accounted for by either
assuming integer steps inNe andZ(r ) or by requiringO to

be a state function that can be changed along arbitrary paths,
specifically via continuous variables, permitting theVirtual
existence of fractional numbers of electrons and protons.

Two further subtleties arise: (1) unless the band gap is
zero, potential energy derivative discontinuities emerge for
variation in the number of electrons at integer occupation
numbers;19,20(2) if unphysical, negatively charged “protons”
are to be avoided, then for allZ(r ) ) 0, the derivative ofO
with respect toZ(r ) is only defined fordZ(r ) f 0+. The
latter constraint, however, must be relaxed when considering
the transmutational, or alchemical, case,δO/δZ(RI), when
a given atomic number, that is,Z(R) > 0, is allowed both to
increase and to decrease.

II. Theory sNuclear Gradients of
Intermolecular Energies
A. The Intermolecular Nuclear Chemical Potential. For
this study, the observableO has been chosen to be an
intermolecular potential energy. Since this quantity is a state
function, its value can be tuned using fractional particle
variables. We limit ourselves to the variation in the proton
density. Nuclear grand-canonical gradients are derived,
computed, and assessed in order to determine their utility
for the control of intermolecular energies through compo-
sitional and structural tuning. The electronic analog to the
nuclear chemical potential, the electronic chemical potential,
µe, as well as changes inNe, have already been investigated
within applications of the molecular grand-canonical en-
semble DFT introduced in ref 8.

The total potential energy of interaction,Eint, of an arbitrary
substrate (s) with a binding template (t) is defined as

In order to maximize the energy of interaction, we setO )
Eint[Ne, Z] and O0 ) -∞ and find a simplified variational
principle, namely,P[Ne, Z] g 0. P is minimal when the
gradients ofO are zero and the second-order derivatives are
positive. In the following, we will denote the nuclear
chemical potential of our intermolecular energy asµn

int(r ) )
δEint/δZ(r ). According to eq 4, these gradients are

Note thatµn
int(r ) is constructed from functional derivatives

of the total potential energy with respect to the proton
distribution as they are generally formulated in terms of a
continuous nuclear charge distribution as discussed in ref 8.
It becomes evident that the intermolecular nuclear chemical
potential,µn

int(r ), corresponds to the difference between the
nuclear chemical potentials,8 µn(r ), of the complex, t+ s,
and the isolated systems, t and s. Note that, due to the
indistinguishability and the spatial distribution of the proton
distribution,µn

t (r ) is not zero since a variation of the proton
density in the vicinity of an isolated template affects its total
potential energy value.

P ) (O0 - O[Ne, Z])2 (1)

0 ) δP

δZ(r )
) 2(O[Ne, Z] - O0)

δO[Ne, Z]

δZ(r )
(2)

0 ) ∂P
∂Ne

) 2(O[Ne, Z] - O0)
∂O[Ne, Z]

∂Ne
(3)

Eint ) Et+s - Et - Es (4)

µn
int(r ) ) δEt+s

δZ(r )
- δEs

δZ(r )
- δEt

δZ(r )

) µn
t+s(r ) - µn

s(r ) - µn
t (r ) (5)
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As shown in ref 8, one can use a modified electrostatic
potential

for µn(r ), where the parameterσ is chosen to be sufficiently
small to exclude the Coulomb repulsion between protons only
within the same nucleus. Here,F(r ) represents the electron,
andZ(r ) ) ∑I NIδ(RI - r ) is the proton density,NI being
the atomic number of atomI. These two particle densities
must fulfill the constraint that they integrate to their total
number,Ne andNp for the electrons and protons, respectively.

From eq 5, the intermolecular nuclear chemical potential
can be expressed as

Apparently, the change of the total potential energy of
interaction with respect to the variation of the number of
protons atr in the system corresponds to the difference in
the modified electrostatic potential between the complex and
the isolated moieties. If one considers the “vertical” deriva-
tive (vert), for which all geometries in the evaluation of eq
7 are kept rigid, that is,{RI} is constant, the nuclear
contribution to the difference in the modified electrostatic
potentials cancels, and one finally finds

This expression is exact and does not involve any fractional
atomic numbers per se. Consequently, it is not limited to
the use of a plane-wave basis set but could also be evaluated
within localized basis function calculations. The numerical
applications of this study aim at assessing eq 8 for its
meaning and utility when navigating through chemical space
in order to control the interaction between a fixed target
binding template t and the variable substrate s. For com-
parison, finite difference estimates,µn

fd, of the derivative in
eq 5 have also been evaluated for rigid geometries according
to

whereEint[Z + dZ] ) Et+s[Z + dZ] - Et[Z + dZ] - Es[Z +
dZ] and dZ(r ) f 0+ at all r whereZ(r ) ) 0.

B. Definitions Employed.Formic acid has been selected
to represent a rigid binding target t. This is an arbitrary
choice, solely motivated by the fact that formic acid can act
as hydrogen-bond donor and acceptor and consequently
corresponds to a realistic, meaningful, yet simple (though
nontrivial) target model. For the substrate s, we have chosen
to limit the chemical space of interest toNe ) Np ) 10 and
all the molecules containing a central atom “interpolated”
between the carbon (Zc ) 6) and fluorine (Zc ) 9) and a
number of hydrogen protons,NH, defined byNH ) 10 - Zc.

This defines an inhomogeneous spatial distribution of 10
protons in the electronic Kohn-Sham Hamiltonian within
the Born-Oppenheimer approximation and includes com-
pounds such as CH4, NH3, H2O, and HF. While this
restriction of chemical space keeps the number of systems
requiring evaluation tractable, there is no loss of generality
since the entire scheme is general enough that any other
compounds could be used as templates (targets) or substrates.

In order to facilitate the analysis and to ensure smooth
alchemical variations, several geometrical constraints have
been imposed throughout all calculations. These constraints
for determining the interaction energyVertically as

that is, without any further geometry optimization of the
isolated moieties for the systems displayed in Figure 1, are
described in the subsections of section IV. In eq 10,Efa is
the energy of the isolated formic acid andEfa+s is the energy
of the complex.

For the alchemical variations of the intermolecular ener-
gies, six arbitrary quantum chemical “λ paths” have been
considered, as discussed for chemical space in ref 8. The
usual parameterλ (0 e λ e 1) is used to measure the
progress of the state function of interest,Eint, for going
reversibly from state A to state B,

where the states are of different chemical composition, see
refs 21-23 for discussion. The transmutation of CH4 into
NH3 is controlled by λ1; λ2 controls the NH3 f H2O
transmutation, andλ3 transforms H2O into HF. These
transformations have been carried out first for geometrically
rigid complexes starting with an optimized methane structure
and then for a transformation where the structure of the 10-
proton system has been relaxed at every point ofλ. As the
number of protons in the central atom is continuously
increased, the atomic number of one of the protons in the
surrounding hydrogen atoms is simultaneously decreased
from 1 to 0. Which of the hydrogens has been chosen for
annihilation can be recognized from inspection of Figure 1.

Alternatively, many other, more efficient or convenientλ
paths could have been imagined. For example, three of the

VhESP(r ) ) ∫ dr ′
Z(r ′) erf[σ|r - r ′|] - F(r ′)

|r - r ′| (6)

µn
int(r ) ) Vh t+s

ESP(r ) - Vhs
ESP(r ) - Vh t

ESP(r ) (7)

δEint

δZ(r )|{RI}
) µn

int(r )

) ∫ dr ′
Fs(r ′) + Ft(r ′) - Ft+s(r ′)

|r - r ′|
(8)

µn
fd(r ) )

Eint[Z + dZ] - Eint[Z]

dZ(r )
(9)

Figure 1. Sketch of the four supramolecular complexes which
represent realistic members of all the possible 10-proton
systems interacting with formic acid.

Eint ) Efa+s - Efa - Es (10)

Eint(λ ) 0) ) EA
int, and Eint(λ ) 1) ) EB

int (11)
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four hydrogen protons in CH4 could have been simulta-
neously annihilated while increasing the atomic number of
the central atom correspondingly until HF is reached.
However, such a path would not enable the system to “pass
through” the realistic points in chemical space which
correspond to NH3 and H2O. Realistic points in chemical
space have only integer proton distributions. A systematic
way to ensure that a maximal number of realistic points is
visited would be to restrict the path to a single certain site
in the system until a full proton has been added or removed.

III. Computational Details
All KS-DFT calculations have been carried out using the
generalized gradient approximation BLYP24-26 to the exact
exchange-correlation potential as implemented in the plane-
wave code CPMD27 together with the analytical pseudopo-
tentials from refs 28 and 29, a large plane-wave energy cutoff
of 100 Ry, periodic boundary conditions, and converged box
sizes. London dispersion-corrected atom-centered potentials
(DCACPs) as introduced and employed in refs 14-17 and
30 have been used for all atoms. The corresponding reference
is the MP2/aug-cc-pVTZ (counterpoise-corrected) level of
theory. Noninteger atomic numbers have been obtained
through linear scaling of all the parameters{σi} occurring
in the analytical pseudopotential of hydrogen,{σi(λ)} )
{λσi}, through linear interpolation between the parameters
for carbon, nitrogen, oxygen, and fluorine.

IV. Results and Discussion
A. Intermolecular Energies and Electronic Structure for
Integer Atomic Numbers. Total interaction energies,Eint,
for the four integer atomic number complexes with formic
acid and as sketched out in Figure 1 amount to attractive
interaction energies of 6.2, 34.1, 33.3, and 48.6 kJ/mol for
CH4, NH3, H2O, and HF, respectively. These values have
been obtained as follows: first, the geometry of the isolated
formic acid was optimized; second, the various substrate (s)
geometries were relaxed in the presence of the rigid formic
acid and under the constraint that the heavy atoms of the
substrate as well as that hydrogen that interacts with the
carbonyl oxygen of the formic acid are in the same plane as
the formic acid.

At one extreme, CH4 with its weak octupole moment
exhibits only a relatively small attraction to formic acid,
while at the other, HF acts with its strong dipole moment as
a good hydrogen-bond donor. NH3 and H2O both yield
comparable interaction energies of∼34 kJ/mol. This can be
rationalized by referring to the relative atomic electronega-
tivities of nitrogen and oxygen. While the NH bond in
ammonia is less polar than the OH bond in water, the lone-
pair electrons of the nitrogen are more polarizable than the
lone pair on the oxygen in H2O. Consequently, while NH3
is a weaker hydrogen-bond donor than H2O, it is also a
stronger hydrogen-bond acceptor, resulting in an overall
comparable interaction energy.

This explanation is consistent with the effect on the
electronic structure due to the binding,∆F ) Ffa+s - Fs -
Ffa, and along the change from CH4 to HF as displayed in
Figure 2. Specifically, when considering that isosurface

which corresponds to a 10% cutoff value (second from the
bottom), it becomes evident that, for ammonia, the inter-
molecular electron density is first increased between the
nitrogen lone pair and the acidic hydrogen of formic acid,
while for water, the intermolecular electron density is first
increased between the water proton and the carbonyl oxygen.
Furthermore, an index of the relative strength of the
interaction due to the mutual polarization can be estimated
from the electronic structure plots with CH4 < NH3 ≈ H2O
< HF: at a 10% cutoff, the lobe of intermolecular density
is largest for HF, roughly equal for NH3 and H2O, and
nonexistent for CH4.

B. Intermolecular Energies and Electronic Structure
for Noninteger particle Distributions. Results for the six
continuous distinct alchemical changes (λ paths) of the
intermolecular energy are plotted as a function of the atomic
number of the heavy atom in Figure 3. In the case of the
structurally relaxedλ paths, the first and thirdλ paths, that
is, between CH4 and NH3 (λ1) and between H2O and HF
(λ3), the interaction energy falls off according to a power
law, which is reminiscent of the scaling of atomic energies
with atomic numbers. NH3 and H2O, however, are connected
through a single, very shallow minimum (λ2), implying that

Figure 2. Isosurfaces of the difference in electron density,
∆F(r), due to the interaction of formic acid, ∆F(r) ) Ffa+s(r) -
Ffa(r) - Fs(r), with the four 10-proton systems CH4, NH3, H2O,
and HF (left to right). Negative values are blue and represent
depletion of the electron density upon binding; positive values
are white and correspond to an increase of electron density
due to binding. The isosurfaces are plotted for cutoff values
of 5, 7.5, 10, and 15% of the respective absolute maximal
value (top to bottom).
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the corresponding gradient of the interaction energy, corre-
sponding to the gradient of the plot in Figure 3, must be
small between NH3 and H2O. In the case of the geometrically
rigid λ paths, however, the rapid decrease withλ1 is much
weaker, leading to only∼60% of the interaction energy of
ammonia in the relaxed case.λ2 is a plateau as in the relaxed
case. Most interestingly, the effect of the imposed rigidity
becomes clearly significant forλ3, which leads only to very
small changes in the interaction energy, implying an under-
estimation by more than 50% compared to the relaxed formic
acid-HF complex.

In Figure 4, isosurfaces of the change in electron density
due to the binding,∆F ) Ffa+s - Fs - Ffa, are displayed for
the geometrically rigidλ1 path (CH4 f NH3). One can clearly
see how the electronic structure continuously adapts to the
variation in the proton distribution and how the vanishing
hydrogen nucleus of CH4 loses its influence on the electronic
structure.

Overall, the results above indicate the presence of a
relatively simple and continuous grand-canonical potential-
energy hypersurface. Thus, one can imagine including
entropic effects through extended ab initio molecular dynam-
ics schemes. However, derivative discontinuities are expected
when switching theλ, that is, when considering the deriva-
tives of the interaction energy in Figure 3 forEint(λ1 ) 1, λ2

) λ3 ) 0; NH3) andEint(λ1 ) λ2 ) 1, λ3 ) 0; H2O). In other
words

and

In the case of NH3, the left side of eq 12 describes the trend
in the interaction energy when creating a fourth proton and
decreasing the atomic number of the central nitrogen atom
toward carbon. This tendency appears to be uncoupled from
the tendency of the interaction energy to annihilate the third
proton in NH3 and to increase the atomic number of the
central nitrogen atom toward oxygen (right side of that
equation). The same is true for eq 13. Consequently, if the
force of a givenλ transformation is to be measured, care
should be taken regarding the correct choice of the corre-
sponding linear combinations of alchemical potentials.

The interaction energy for the geometrically rigid and
relaxed alchemical paths in Figure 3 diverges rapidly already
between CH4 and NH3. This suggests that, for a quantitative
integration over the forces of the state function along the
transformation, it is crucial to “decouple” frequently the
canonical geometrical degrees of freedom from the grand-
canonical variations in particle distribution space. Hence, if
adiabaticity is desired between the degrees of freedom
corresponding to momenta and positions and the degrees of
freedom corresponding to the particle number,23 the step in
λ space must be chosen to be sufficiently small. This raises
the problem of dealing with noninteger proton densities. That
is, while a molecular grand-canonical scheme that is restricted
to integer atomic numbers might yield the right trends, it is
likely to be quantitatively inaccurate when employed within
a molecular dynamics23 or thermodynamic integration
scheme.21,22 This is an issue that will be dealt with in
subsequent studies.

C. The Nuclear Chemical Potential for Integer Proton
Distributions. Isosurfaces of the intermolecular nuclear
chemical potentials,µn

int(r ), according to eq 8 are shown in
Figure 5. One can recognize how the change in interaction
energy due to a positive charge perturbation varies from CH4

to HF. When the isosurface cutoff is gradually increased,
one can also identify the regions and the number of extrema
of µn

int(r ). In order to assess the correctness of eq 8 for

Figure 3. Potential energy of interaction with formic acid for
the six λ paths when going from CH4 (Zc ) 6) to HF (Zc ) 9)
in steps of 0.2 recorded as a function of the atomic number
of the central atom, Zc. The circles correspond to intermo-
lecular energies for substrates which are relaxed in the
presence of the rigid formic acid. The diamonds correspond
to intermolecular energies obtained for a generally rigid
geometry which was optimized for the methane-formic acid
complex without any constraint and then kept fixed for all other
λ values. The straight lines represent corresponding interpola-
tions.

Figure 4. Isosurfaces of the difference in electron density,
∆F(r), due to the interaction with formic acid, ∆F(r) ) Ffa+s(r)
- Ffa(r) - Fs(r), for the geometrically rigid λ1 path. Surfaces
are displayed for λ1 ) 0.0 (CH4), 0.2, 0.4, 0.6, 0.8, and 1.0
(NH3) (left to right, see also Figure 3). Negative values are
blue and represent depletion of the electron density upon
binding; positive values are white and correspond to an
increase of electron density due to binding. The isosurfaces
are plotted for a cutoff value of 10% of the respective absolute
maximal value.

lim
dλf0

Eint(λ1 ) 1 - dλ, λ2 ) λ3 ) 0)

dλ
*

lim
dλf0

Eint(λ1 ) 1, λ2 ) dλ, λ3 ) 0)

dλ
(12)

lim
dλf0

Eint(λ1 ) 1, λ2 ) 1 - dλ, λ3 ) 0)

dλ
*

lim
dλf0

Eint(λ1 ) λ2 ) 1, λ3 ) dλ)

dλ
(13)
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computing this quantity, numerical values of the intermo-
lecular nuclear chemical potential (displayed in Figure 5) at
spatial positions where the function is maximal or minimal
are presented in Table 1 along with finite difference estimates
resulting from the change in interaction energy due to the
presence of 0.1% of a proton at the same spatial locations
according to eq 9. The finite difference results deviate
negligibly by at most 0.2 kJ/mol from the results computed
according to eq 8.

Estimates for alchemical potentials,{µn
int(RI)}, have like-

wise been obtained from volumetric data (at grid points
closest to corresponding atomic positions) for the geo-
metrically rigid alchemical path. The “left-hand-side deriva-
tive” results for the integer atomic number cases CH4, NH3,
and H2O are reported in Table 1, together with finite
difference results due to a 1% proton perturbation of the
atomic number. Clearly, while the overall agreement with
the finite difference prediction is still acceptable, it is less
accurate than it is for the intermolecular nuclear chemical
potential at spatial positions where there is no nucleus.
Furthermore, the agreement with finite difference results is
significantly better when applied to vanishing hydrogens than
when applied to an increase in atomic number by the addition
of protons to heavier nuclei.

D. The Nuclear Chemical Potential for Noninteger
Proton Distributions. In order to investigate this effect in
more detail, alchemical potentials of the intermolecular
energy have been computed according to eq 8,µn

int(RI), and
according to the finite difference in eq 9 with 1% proton
perturbation, µn

fd(RI), along the geometrically rigid al-
chemical transformations CH4 (λ1 ) 0) f NH3 (λ1 ) 1),
NH3 (λ2 ) 0) f H2O (λ2 ) 1), and H2O (λ3 ) 0) f HF (λ3

) 1) in λ steps of 0.0, 0.2, 0.4, 0.6, and 0.8 (see Figure 3).
For the purpose of further illustration, isosurfaces of
µn

int(r ) along theλ1 path are also displayed in Figure 6.
The overall correlation of these results is remarkably good

(see Figure 7), and the derivative discontinuities in Figure 3
are reproduced. However, the correlation is not as good as
it is for the nonalchemical nuclear chemical potentials, and
we find that the aforementioned trend, namely, that the
alchemical potential at the vanishing hydrogen correlates
better with the finite difference results than the alchemical
potential of the central atom, is also confirmed. Specifically,
Figure 7 appears to indicate a systematic error in the
computation of the alchemical potential of the central atom

Figure 5. Isosurfaces of the nuclear chemical potential of
the interaction energy of formic acid (according to eq 8) with
the four 10-proton systems CH4, NH3, H2O, and HF (left to
right). The surfaces are plotted for cutoff values of 30, 40,
50, and 60% of the respective absolute maximal value (top
to bottom). Negative values are blue and predict an increase;
positive values are white and predict a decrease of interaction
energy due to proton density variation.

Table 1. Intermolecular Nuclear Chemical Potentials,
µn

int(r)

CH4 NH3 H2O HF

µn
int(rmin) -32.4 -42.2 -122.8 -156.6

µn
fd(rmin) -32.3 -42.1 -123.0 -156.5

µn
int(rmax) 34.6 61.8 57.9 32.4

µn
fd(rmax) 34.7 61.9 58.0 32.4

µn
int(RH) -21.5 8.7 -6.7

µn
fd(RH) -18.5 7.2 -7.7

µn
int(Rc) -2.5 -4.7 -13.6

µn
fd(Rc) -7.3 -9.5 -8.9

a Values are obtained according to eq 8 and as extracted from the
volumetric data displayed in Figure 5 at positions at which
µn

int is maximal,rmax, or Minimal, rmin. For comparison, µn
fd is given as

a finite difference perturbation of the energy of interaction due to the
presence of 0.1% of a proton. For the geometrically fixed alchemical
path, intermolecular alchemical potentials, µn

int(R), with respect to an
increase in proton number are given at the positions of the vanishing
hydrogens, µn

int(RH), and at the position of the central atom, µn
int(Rc),

along with corresponding finite difference estimates. Since no λ path
involves a Zc larger than that for fluorine, no values are presented
for HF. A linear combination of the alchemical potentials would
correspond to the right-hand-side derivatives of the geometrically rigid
intermolecular energy curve in Figure 3. All µn

int values are given in
kJ/mol.

Figure 6. Isosurfaces of the nuclear chemical potential of
the interaction energy, µn

int(r) (according to eq 8), for the
geometrically rigid λ1 path from CH4 to NH3. λ1 ) 0.0 (CH4),
0.2, 0.4, 0.6, 0.8, and 0.1 (NH3) (left to right, see Figure 3).
The surfaces are plotted for a cutoff value of 30% of the
respective absolute maximal value. Negative values are blue
and predict an increase; positive values are white and predict
a decrease of interaction due to proton density variation.
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according to eq 8; that is, there is a constant shift of∼0.002
au by which the finite difference results are underestimated.
The strongest deviation is found for theλ1 path.

A possible reason for this behavior might be the use of
the electrostatic potential at positions where pseudopotentials
are localized, that is, regions in space where the electron
density is artificially reduced to zero, which in turn leads to
an approximate result for the otherwise exact result from eq
8. Alternatively, the geometrical constraints might be a
reason. Methods to remedy this deficiency will be considered
in future studies using either eq 8 directly for electron
densities obtained within all electron calculations, exploiting
an appropriate linear combination of total potential energy
derivatives with respect to pseudopotential parameters as
proposed in refs 5 and 30, or accounting for geometrical
relaxation.

V. Conclusion
Using the molecular grand-canonical ensemble density
functional theory framework introduced in refs 5 and 8, we
have studied potential energies of interaction and how they
are connected for continuously varying a 10-proton system
from CH4 to HF via NH3 and H2O in the presence of a formic
acid binding target. The effects on interaction energies,
electronic structures, and electrostatic potentials due to the
alchemical variations for gradually transforming CH4 into
HF (via NH3 and H2O) have been illustrated.

Predictions of the nuclear chemical potential of the
interaction energy compare well to finite difference results,
showing unambiguously the suitability of the molecular
grand-canonical DFT ensemble approach for indexing where
in space protons should be annihilated or created if an
enhancement in the interaction energy is sought. While the
alchemicalpotential of second-row elements leads to ex-
pected trends, it is estimated only approximately within the
presented computational setup. Further investigations will
be required in order to achieve satisfactory accuracy in
predicting this quantity, which is crucial for the guided
exploration of chemical space.

The advantage of such a molecular grand-canonical
scheme compared to individual geometry optimizations is
that, in order to perform the latter, one must know which
compounds to consider a priori. A molecular grand-canonical
theory, on the other hand, not only provides the means to
perform geometry optimizations but can also help to identify
those compounds which are more relevant than others.

We conclude that, in combination with the theoretical
framework and the results of the calculations presented in
ref 8, numerical evidence has been collected that, within
molecular grand-canonical ensemble DFT, the elementary
particle number variation of electrons and protons and of
their corresponding intensive conjugates, the electronic and
the nuclear chemical potential, is perfectly feasible. The
procedure presented here should prove useful for devising
more efficient and de novo compound design algorithms
involving the unbiased control of intermolecular energies via
compositional tuning.
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Abstract: The effects have been studied of mono- and dibenzannulation of a benzyl radical

with hybrid density functional theory (B3LYP) and quadratic configuration interaction theory

(QCISD). Bond dissociation energies and enthalpies are reported that were determined at the

common level QCISD/6-311G**//B3LYP/6-31G* for the benzylic C-H bonds of toluene 1H, the

monobenzannulated polycyclic aromatic hydrocarbons (PAH) 1- and 2-methylnaphthalene 2H
and 3H, the dibenzannulated PAHs 9-methylanthracene 4H and 9-methylphenanthrene 5H, and

the model hydrocarbons 1-phenylpropene 6H and propene 7H. The conformational preferences

and the symmetries of 1H-7H and of their corresponding radicals 1-7 have been determined.

The analysis of the electron and spin density distributions of radicals 1-7 at the QCI level are

reported, and these high-level data are discussed in comparison to results obtained with density

functional theory and with an awareness of a general perception shaped by Hückel molecular

orbital theory. The results show in a compelling fashion that electron and spin delocalization

onto an annulated arene is not the decisive principle for stabilization of the benzyl radicals formed

by homolysis of the methylated PAHs C10H7-CH3 and C14H9-CH3, and instead, the analysis

of QCI spin density distributions suggests that spin delocalization onto annulated arenes is

avoided as much as possible while spin polarization does occur to a significant extent.

Introduction
The homolysis of toluene to yield a benzyl radical is
discussed in many textbooks on organic chemistry as the
prima facie example of the benefits of electron and spin
delocalization (Chart 1). The hyperfine coupling in electron
spin resonance (ESR) spectra shows that spin delocalization
occurs, and quantum chemistry shows the spin delocalization
to occur with some spin polarization (Figure 1). Dust and
Arnold argued that increased spin delocalization should
increase radical stability and proposed a relation between
ESR hyperfine coupling constants and radical stabilization.1

The textbook view on spin delocalization permeates the
modern research literature,2-5 and for example, Wu et al.5

concluded from their studies of neutral para-substituted

toluenes that “both electron-donating and electron-withdraw-
ing groups reduce the bond dissociation energy (BDE) of
the benzylic C-H bond [by 0-3 kcal/mol] because both
groups cause spin delocalization from the benzylic radical
center.”

While restricted Hartree-Fock (HF) theory presents a
good starting point for the computation of closed-shell
molecules, studies of radicals are more challenging for a
number of reasons.6 Restricted and unrestricted open-shell
HF (ROHF and UHF, respectively) theories7,8 have been
developed. While ROHF theory completely neglects spin
polarization, UHF theory suffers from spin contamination
(i.e., an overestimation of spin polarization). Spin contamina-
tion of the UHF solution can be remedied,9,10 but spin
polarization intrinsically is a correlation effect, and correlated
methods are required to compute meaningful spin density
distributions.11-13 In practice, this is often accomplished by
post-Hartree-Fock treatments14 either with perturbation
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‡ Department of Biochemistry.
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methods (i.e., Møller-Plesset perturbation theory15) or
configuration interaction treatments (i.e., quadratic config-
uration interaction, QCI, theory16). Studies of radicals have
become more frequent with the availability of density
functional methods, and the usual spin contaminations are
moderate.17,18This knowledge has been the implicit justifica-
tion for the use of density functional theory (DFT) methods
even though problems with spin-projected density functional
theory are known.19,20Aside from the theoretical challenges,
computations of radicals push the limits of computational
feasibility because unrestricted theory doubles the number
of orbitals and thereby greatly increases the post-HF task.
Hence, accurate studies of benzene-sized radicals are scarce,
higher-level studies of benzannulation effects of radicals have
not been reported, and the conceptional knowledge about
spin density distributions in benzannulated systems has not
been well-developed.

In this article, we report the results of a theoretical study
of benzannulation on the stabilities and the spin distributions
of benzyl radical1 and its benzannulated derivatives2-5
(Chart 2). Allyl radicals6 and7 serve as models for5. Bond
dissociation energies and enthalpies are reported that were
determined at the common level QCISD/6-311G**//B3LYP/

6-31G* for the benzylic C-H bonds of toluene1H, the
monobenzannulated polycyclic aromatic hydrocarbons (PAHs)
1- and 2-methylnaphthalene2H and3H, the dibenzannulated
PAHs 9-methylanthracene4H and 9-methylphenanthrene
5H, and the model hydrocarbons 1-phenylpropene6H and
propene7H. Conformational preferences and symmetries of
1H-7H and 1-7 have been explored. Analyses of the
electron and spin density distributions of radicals1-7 have
been performed at the DFT and QCI levels, and the results

Figure 1. Spin density distributions of benzyl and allyl radicals color-coded (-4.432 × 10-3 to 4.432 × 10-3) and displayed on
isosurfaces of the electron densities (value 0.04).

Chart 1. Spin Delocalization in Benzyl Radical 1 and Its Dibenzannulated Derivative 4

Chart 2. Benzyl Radical 1, Benzannulated Benzyl
Radicals 2-5, Model System 6, and Allyl Radical 7
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are discussed in the context of “common knowledge” shaped
by Hückel molecular orbital (HMO) theory.

Theoretical and Computational Methods
Structures were optimized at the B3LYP/6-31G* level and
characterized by vibrational analysis using restricted and
unrestricted wavefunctions for1H-7H and 1-7, respec-
tively.21 The closed-shell hydrocarbons areCs-symmetric and,
except for toluene, theCs plane coincides with the molecular
plane. Except for4, the radicals also areCs-symmetric and
planar, and radicals1 and7 areC2V-symmetric. Unexpect-
edly, we find that radical4 shows a slight preference for a
nonplanarCs-symmetric structure; that is, its CH2 group is
moved out of the best plane of the anthracene. The structures
of all radicals were optimized without symmetry constraints
and starting with slightly asymmetric initial guess structures
so that the resulting de facto symmetries were established
for the minima and confirmed by the analytical computations
of the Hessian matrices. Details of the potential energy
surface analysis are provided in the Supporting Information,
and the data include Cartesian coordinates and molecular
models of the optimized structures, total energiesEtot,
vibrational zero-point energies VZPE, thermal energies TE,
and molecular entropiesS.

Bond dissociation energies BDE) ∆E(R-H f R• + H•),
enthalpies BDH0 ) ∆(E + VZPE) and BDH298 ) ∆(E +
TE), and free energies BDG) ∆(E + TE - 298.15S) are
summarized in Table 1. These values were first determined
with the data obtained at the level of optimization, B3LYP/
6-31G* (:) level “A”). More accurate energies were
computed with the 6-311G** basis set in two ways: again
with the B3LYP method and then also with the quadratic
configuration interaction method QCISD. These single-point
energy calculations were based on the structures determined
at the level B3LYP/6-31G* (:) A), for example, B3LYP/
6-311G**//A and QCISD/6-311G**//A, and the BDH and
BDG data in Table 1 include the thermal corrections
determined at the level of optimization.

Electron and spin densities were computed for all systems
at the levels B3LYP/6-311G**//A (:) level “B”) and
QCISD/6-311G**//A (:) level “C”) and for comparison also
with extended HMO theory.22 Electronic structures were
examined by natural population analysis23 and by inspection

of surface maps of spin density distributions. Pertinent results
are summarized in Table 2, and details are provided in the
Supporting Information.

Spin density distributions are illustrated as surface maps
in Figure 1 for the prototypical benzyl and allyl radicals and
in Figure 2 for radicals2-6. The generation of such a surface
begins with the determination of an isodensity surface of
the molecular electron density for a given value of the
electron density. We employed the same isodensity surface
in all cases, and specifically the one computed at level “B”.
The value of the spin density is then determined for the entire
isosurface, and its distribution is presented via color-coding.
Regions shown in blue indicate highR-spin density; those
shown in green are relatively spin-free, and regions shown
in red show the accumulation ofâ-spin density.

Calculations were performed with Gaussian 0324 on the
64-processer SGI Altix system of MU Research Support
Computing. Even though the performance of this system is
quite astounding, the magnitude of the computational task
presented by the present study still posed challenges. The
QCISD calculations of the large radicals4 and 5 required
the option “tran)IJAB” so that the integral transformation
was possible with the available disk space usage (ca. 1 TB)
and, in fact, proceeded with a rather small disk usage (ca.
25 GB). Even then, these radicals were too large to compute
the QCI density by the default process. Instead, the value of
CONVER had to be reduced such that the convergence on
the wavefunction was set to 10-6. Control calculations of
the spin density distribution and the natural bond order data
of the allyl radical with default and less-restrictive CONVER
settings showed that the spin density distribution had
converged.

Results and Discussion
Experimental Bond Dissociation Energies.The accurate
measurement of the bond dissociation energy of toluene has
been difficult. Early on, the bond dissociation energy of
toluene in the gas phase was thought to be as low as∆H298

) 77.5 kcal/mol,25 whereas the modern values are close to
90 kcal/mol. In 1990, Hippler and Troe26 reported∆H298 )
90.4 ( 1 and∆H0 ) 88.9 ( 1 kcal/mol, and these values
were based on the direct measurements of the rate constants
of the forward and backward reactions of the equilibrium

Table 1. Bond Dissociation Energies, Enthalpies, and Free Energiesa

parameter and theor. level 1H 2H 3H 4H 5H 6H 7H

BDE B3LYP/6-31G* :)A 94.90 93.82 94.21 88.50 94.28 87.23 92.19
B3LYP/6-311G**//A 94.12 94.16 94.76 88.94 94.63 87.47 92.60
QCISD/6-311G**//A 95.34 96.60 96.66 91.73 99.38 89.13 91.62

BDH0 B3LYP/6-31G* 86.48 85.23 85.77 80.16 85.57 79.01 83.57
B3LYP/6-311G**//A 85.70 84.38 85.13 79.41 84.74 78.07 82.80
QCISD/6-311G**//A 86.92 88.00 88.21 83.38 90.67 80.91 83.00

BDH298 B3LYP/6-31G* 87.07 85.96 86.38 80.77 86.37 79.62 84.30
B3LYP/6-311G**//A 86.28 85.12 85.75 80.02 85.54 78.67 83.53
QCISD/6-311G**//A 87.50 88.73 88.83 84.00 91.47 81.52 83.73

BDG B3LYP/6-31G* 79.57 77.69 78.61 72.81 77.84 72.17 76.20
B3LYP/6-311G**//A 78.79 76.85 77.97 72.06 77.01 71.23 75.43
QCISD/6-311G**//A 80.01 80.47 81.05 76.03 82.94 74.07 75.63

a All energies in kilocalories per mole.
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C6H5-CH3 a C6H5-CH2• + •H. The value∆H298 ) 88.5
( 1.5 kcal/mol was given in the 1994 review by Berkowitz
et al.,27 and in 1996, Ellison et al.28 reported the values∆H300

) 89.8( 0.6 and∆H0 ) 88.1( 0.6 kcal/mol. These values
were derived from the measurement of∆G300 for the gas-
phase equilibrium C6H5-CH3 + CH3O- a C6H5-CH2

- +
CH3OH in conjunction with the knowledge of∆S300 for this

equilibrium, the gas phase acidity of methanol, the electron
affinity of the benzyl radical, and an estimation of the thermal
correction (∆H0 ) ∆H300 - 1.6 ( 0.2 kcal/mol). With the
more recent value for the gas-phase acidity of methanol
reported by Ervin and DeTuri in 200229 as∆G298 ) 375.5
( 0.6 kcal/mol and 0.4 kcal/mol higher than the earlier value,
the derivation by Ellison et al. results in 0.4 kcal/mol

Table 2. Spin Density Distributions in Radicals 1-7

parameter 1 2 3 4 5 6 7

B3LYP/6-311G**
CH2 0.68 0.59 0.64 0.40 0.59 0.46 0.62
Cipso(CH2) -0.14 -0.15 -0.14 -0.14 -0.15 -0.17 -0.20
Ci-CH2 0.54 0.44 0.50 0.26 0.44 0.29 0.40
Co-H 0.21 0.30 0.11 0.38 0.50 0.62
Cm-H -0.10 -0.12 -0.09
Cp-H 0.23 0.30 0.42
Co in CH 0.21 0.31 0.11 0.39 0.52 0.62
Cm in CH -0.10 -0.12 -0.09
Cp in CH 0.24 0.31 0.43
Co in CR 0.12 0.17 0.06
Cm in om-CR -0.07 -0.10 -0.04
Cm in mp-CR -0.08 -0.09 -0.10
Cp in CR 0.13 0.13 0.15
C2H2 0.11 0.18 0.03
om-C2C4H4 0.09 0.16 0.01
mp-C2C4H4 0.15 0.17 0.21

QCISD/6-311G**
CH2 0.69 0.60 0.65 0.42 0.60 0.46 0.61
Cipso(CH2) -0.20 -0.22 -0.21 -0.21 -0.22 -0.22 -0.23
Ci-CH2 0.49 0.38 0.43 0.22 0.38 0.24 0.38
Co-H 0.26 0.36 0.18 0.45 0.57 0.63
Cm-H -0.15 -0.19 -0.15
Cp-H 0.29 0.36 0.48
Co in CH 0.26 0.38 0.19 0.47 0.59 0.66
Cm in CH -0.15 -0.20 -0.16
Cp in CH 0.30 0.37 0.50
Co in CR 0.18 0.24 0.13
Cm in om-CR -0.13 -0.17 -0.12
Cm in mp-CR -0.15 -0.16 -0.17
Cp in CR 0.20 0.21 0.19
C2H2 0.11 0.17 0.03
om-C2C4H4 0.09 0.15 0.02
mp-C2C4H4 0.14 0.15 0.19

Extended Hückel Theory
CH2 0.53 0.41 0.47 0.23 0.41 0.33 0.50
Cipso(CH2) 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Ci-CH2 0.53 0.41 0.47 0.23 0.41 0.33 0.50
Co-H 0.15 0.21 0.05 0.29 0.38 0.50
Cm-H 0.00 0.00 0.00
Cp-H 0.17 0.22 0.29
Co in CH 0.15 0.21 0.05 0.29 0.38 0.50
Cm in CH 0.00 0.00 0.00
Cp in CH 0.17 0.22 0.29
Co in CR 0.06 0.09 0.02
Cm in om-CR 0.00 0.00 0.00
Cm in mp-CR 0.00 0.00 0.00
Cp in CR 0.08 0.09 0.09
C2H2 0.15 0.21 0.05
om-C2C4H4 0.16 0.24 0.05
mp-C2C4H4 0.23 0.25 0.29
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increases to the values∆H300 ) 90.2( 0.6 and∆H0 ) 88.6
( 0.6 kcal/mol. Thus, there exists complete agreement
between the measurements of the bond dissociation energy
of toluene by the two different approaches.

Benzannulation is thought to provide additional radical
stabilization because benzannulation is thought to result in
additional electron and spin delocalization as indicated for
radical4 in Chart 1 (B-1-B-4 etc.). Yet, the experimental
and theoretical records on benzannulated benzyl radicals are
scarce, and this assumption has never been really tested.
Finkelshtein’s compilation indicates reductions of the bond
dissociation energies of 1-methylnaphthalene and 9-methyl-
anthracene by 3.4 and 4.4 kcal/mol for single and double
benzannulation, respectively.30 The bond dissociation ener-
gies computed by Bauschlicher and Langhoff at the B3LYP/
4-31G level for 1-methylnaphthalene, 1-methylanthracene,
and 9-methylanthracene are respectively 0.7, 0.6, and 3.7
kcal/mol lower than for toluene.31 The suggestion that
monoannulation would have but a negligible effect on the
benzylic C-H bond dissociation energy was stated without
comment in spite of its apparent inconsistency with the
available experimental data.30

Computed Bond Dissociation Energies.The hydrocar-
bons all are neutral, nonpolar, and strain-free; basis set effects
are expected to be small, and they are; and BDE(A) and
BDE(B) data are in excellent agreement. Unless noted
otherwise, the bond dissociation enthalpies BDH298(B) are
discussed, and the results are as follows: (1) Monoannulation
hardly alters the benzylic C-H bond dissociation energy.
The BDH298(B) data for1-3 are almost the same, 85.6(
0.5 kcal/mol. (2) Dibenzannulation in the anthracene deriva-
tive reduces the BDH value by ca. 6 kcal/mol. (3) Diben-
zannulation in the phenanthrene derivative results in a BDH
value that falls in the range of 85.6( 0.5 kcal/mol for1H-
3H.

We first sought corroboration of the finding that BDH298-
(2H) and BDH298(3H) are onlyslightly reduced compared
to BDH298(1H) only to find that the QCISD calculations
show that the BDH298(C) values for2H and3H actually are
slightly higher than for 1H. The difference between the
BDH298 values of2H and 3H relative to1H change from
-1.2 and-0.5 at level B to+1.2 and+1.3 at level C,
respectively, and these changes are about 2 kcal/mol. The
respective differences for the larger systems4H and5H are
significantly larger, and they can be as high as about 5 kcal/
mol; the difference between the BDH298 values of4H and
5H relative to1H change from-6.3 and-0.7 at level B to
-3.5 and+4.0 at level C, respectively. It is common practice
to seek corroboration at higher levels. It also is common
practice to seek this corroboration only for small systems
and to then argue that the insights gained for the small
systems would carry over to larger systems. The latter
approach, as common and as accepted as it is, fails quite
significantly in the present case!

The theoretical methods employed in the present study
give BDH298 values for toluene that are about 2-4 kcal/mol
lower than the experimental value (vide infra), and the
BDH298 value derived at the QCISD/6-311G**//B3LYP/6-
31G* level is within 2.5 kcal/mol. The bond dissociation
energy of propene allows for a second direct comparison
with experimental data of high quality. With the modern gas-
phase acidity of methanol,29 the equilibrium measurements
by Ellison et al.28 yield ∆H300 ) 89.2 ( 0.4 and∆H0 )
87.8( 0.4 kcal/mol, and these values need to be compared
to the computed values of BDH298 ) 83.7 and BDH0 ) 83.0
kcal/mol (Table 1). The allyl data suggest that the agreement
of the computed and experimental benzyl data is perhaps
better than one can generally expect at this theoretical level.
Nevertheless, to achieve these high levels of agreement
between experiment and theory for homolyses is quite

Figure 2. Spin density distributions of benzannulated benzyl radicals 2-5 and model 6. Spin densities are color-coded as in
Figure 1 from -4.432 × 10-3 to 4.432 ×10-3 and displayed on isosurfaces of the electron densities (value 0.04).
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remarkable. For homolyses, the underestimation of the bond
dissociation energy is systematic because the UHF treatments
of the hydrocarbon radicals are more complete than the RHF
treatments of the hydrocarbons. The post-HF methods must
correct, and the QCISD method accomplishes this very
effectively. Furthermore, the computed thermal correction
for the bond dissociation enthalpy of toluene is BDH298(1H)
- BDH0(1H) ) 0.6 kcal/mol (Table 1) and about 1 kcal/
mol lower than the thermal correction employed in the
experimental studies.26,28 Part of the underestimation of the
bond dissociation enthalpy is thus due to errors in the
computed thermal energy correction. Overall, we can be quite
confident that the wavefunctions of the radicals are of high
quality, and considering that trends in general are less
sensitive to the completeness of the theoretical method, it is
justified and safe to conclude the following: “Benzannulation
per se” does not necessarily lower the benzylic C-H bond
dissociation energy. Compared to BDH298(1H), the BDH298

values of 2H and 3H are about 1 kcal/mol higher, the
BDH298 value of (5H) is about 4 kcal/mol higher, and only
BDH298(4H) is about 3.5 kcal/mol lower.

Spin Density Distributions. Complete sets ofqS data
computed for radicals1-7 with DFT and QCI densities are
given in Table 2. The spin density distributions computed
for benzyl and allyl radicals are illustrated in Figure 1, and
the DFT and QCISD results are in qualitative agreement in
these cases. However, even the qualitative agreement does
not carry over to the benzannulated systems, and the spin
density distributions shown for radicals2-6 in Figure 2 were
determined at the QCISD level.

The spin delocalization in the allyl radical must result in
equalR-spin densities of the CH2 groups, and the methodo-
logical differences only can effect the spin polarization. Spin
delocalization in the benzyl radical is much more interesting
because there are no such symmetry constraints, and
consequently, whether spin delocalization occurs, to what
extent spin delocalization occurs, and how spin delocalization
effects spin polarization, all of these questions now become
dependent on the correlation method. TheqS(CH2) data
computed with the DFT and QCI densities are very similar,
but the consequences of the spin delocalization are qualita-
tively different in significant ways, and we discuss the QCI-
derivedqS data.

Spin delocalization in the benzyl radical leaves about two-
thirds of one full R spin on the CH2 group, and the
delocalization of one-third of anR spin leads to strong spin
polarization: the spin densities on the ortho (≈ 0.26R) and
para (≈ 0.29R) CH groups add up to 2-3 times the amount
of delocalized total spin, and Cipso (≈ 0.2â) and the meta
CH groups (≈ 0.15â) carry â-spin populations.

The illustrations in Figure 2 show in a compelling fashion
that spin delocalization onto a benzannulated fragment isnot
the decisive principle and that the spin distribution remaining
in the benzyl fragment depends on the type of benzannula-
tion. In 2, the spin population on the annulated ortho C atom
declines and those on the ortho and para CH groups increase,
and the resulting spin density closely ressembles that of the
homoallyl radical (Chart 3). In3, all the spin delocalization
occurs to that ortho CH group that is part of a second benzyl

system, and the electronic structure of the 1-phenylallyl
radical 6 results. This same electronic structure also char-
acterizes radical5, and its second benzannulated ring is
essentially spin-free. Spin delocalization occurs via nonan-
nulated bonds in2, 3, and5, and this is not possible in4.
Nonetheless, upon homolysis, massive spin delocalization
onto the para CH group does occur [qs(CpH) ≈ 0.5â], and
the spin populations of the C2C4H4 fragments are lower than
in 1. Hence,4 features the electronic structure of a 2,2′-
ethenylene-bridged diphenylmethyl radical. The overall spin
on the Cipso-CH2 fragment amounts to a mere 0.2R, and the
essence of4 is its diphenylmethyl radical nature.

Radicals3, 5, and6 are of special interest because they
contain 1-phenylallyl moieties and allow for a direct
comparison of the propensity for benzyl-type spin delocal-
ization. The ortho CH group and the Co atoms of3, 5, and
6 show R-spin populations that are greatly increased as
compared to the respective moieties in1 and2, respectively,
and well-recognizable “allyl radical spin systems” result. The
important point here is the finding that this delocalization
of spin density onto the phenyl substituted C atom would
allow for benzyl-type delocalization into the “annulated
arene” (shown in blue in Chart 3) and that such benzyl-type
delocalizaton actually occursmuch lessthan in radicals1
and4 where benzyl-type delocalization is the only option.
The same argument applies to2 where the para CH group
and Cp carry large R-spin populations but benzyl-type
delocalization into the “annulated ring” is only modest.

The spin density analysis thus explains the low value for
the benzylic C-H bond dissociation energy of4H: Homo-
lysis creates the diphenylmethyl radical4, whereas radicals
2, 3, 5, and6, on the other hand, are homoallyl or phenylallyl
systems. There is one-half of anR-spin density on the CpH
group of4, that is, the “methyl moiety” of the diphenylmethyl
radical (cf.B-4 in Chart 1). Compared to the benzyl radical
itself, the second benzene leads to the additional delocal-
ization of merely 0.1 of an unpairedR spin! This very fact
shows that delocalization per se is not the general principle
for stabilization it is thought to besnot even when benzyl
radical stabilization is the only option. The key insight here
is that radical4 is not stabilized because twice as much spin
delocalization occurs as in the benzyl radical itself. Rather,
radical4 can achieve spin delocalization while minimizing

Chart 3. Avoidance of Benzyl Delocalization as Primary
Delocalization Mode: Allyl and Homoallyl Systems and
Alternative Benzyl Systems as Secondary Modes of
Radical Delocations
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the destabilization associated with “spin delocalization onto
an aromatic ring.”

Spin Delocalization and/or Spin Polarization. The
qualitative patterns of the spin delocalizations can be
predicted by any linear combination of atomic orbitals
molecular orbital (LCAO-MO) theory: from Hu¨ckel
theory32-34 and extended Hu¨ckel theory35 to Hartree-Fock
theory36,37by inspection of the shape of the highest occupied
molecular orbital (HOMO) or by spin density analysis.38,39

Quantitative methods for spin density analysis must account
for spin polarization and require electron correlation, that
is, the application of post-HF methods in the context of MO
theory. On the other hand, spin polarization enters naturally
in valence bond (VB) thought culture.40 The DFT and the
QCI methods recover theR-spin distribution pattern sug-
gested by VB resonance theory, but these methods differ
greatly in their effectiveness.

In HMO theory, spin density distribution usually is
discussed by inspection of the HOMO. To provide for a
direct comparison by way of the DFT and QCISD spin-
density mapped electron density surfaces of Figures 1 and
2, we computed such surfaces also at the HMO level using
extended HMO theory. Figures 3-5 show the results for the
prototypical radicals1 and7, the annulated systems, and the
diannulated systems, respectively. The HMO spin-density
mapped electron density surface for the benzyl radical shown

in Figure 3 features much lessR-spin accumulations on the
ortho and para positions as compared to the DFT and QCISD
methods; this is the graphical manifestation of the fact that
spin delocalization has significant consequences on spin
polarization! Many organic chemists might react with
disbelief when confronted with the HMO spin-density
mapped electron density surfaces for2-6 because there is
hardly any spin delocalization into the arenes.

Figures 3-5 show in a compelling fashion that the spin
density distributions cannot be understood, not even quali-
tatively, without consideration of spin polarization. QCISD
theory shows significantly more spin polarization and extends
over a longer range as compared to the B3LYP method.
While molecule-wide spin polarization occurs, there is a
tendency to keep the extent of spin delocalization into the
annulated arenesas low as possible. Spin delocalization into
an arene comes at a cost because spin delocalizationrequires
spin polarization and thereby causes electronic structures that
are less ideal from the perspective of aromaticity.41

Conclusion
Chemists use valence bond theory whenever they engage in
“electron-pushing”, and doing so for radicals creates the

Figure 3. Conceptualization of the spin density distributions
in the allyl radical (top) and benzyl radical (bottom). For each
radical are shown the HOMO (top, left) and mapped surface
plots of the spin densities computed with Hückel theory
(bottom, left), density functional theory (top, right), and
quadratric CI theory (bottom, right).

Figure 4. Conceptualization of the spin density distributions
of the benzannulated benzyl radicals 2 (top) and 3. See
caption to Figure 3.
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perception of the possibility of molecule-wide spin delocal-
ization in conjugated systems. On the other hand, whenever
chemists employ computational methods, they are likely to
use an uncorrelated LCAO-MO method, and doing so creates
the perception of limiting spin delocalization over the HOMO
region of the molecule. Neither of these viewpoints is

satisfactory. At the core of this problem is a general lack of
understanding of “spin polarization” outside of the small
circle of theorists. Graduate education in chemistry must
begin to include at least qualitative discussions of the effects
of spin polarization as a fundamental concept for long-
distance communication in molecules. It is hoped that the
present article contributes to furthering this long-term goal.

As a more immediate result, the present contribution
demonstrates the need for experimental measurements of
bond dissociation energies of the benzannulated systems.
These data are most pertinent in and of themselves and as
the key reference for theoretical studies that will advance
fundamental conceptions about bonding.

From the theoretical perspective, the present paper high-
lights significant differences between the wavefunctions
computed with the most widely used implementation of
density functional theory and the QCISD method. Consider-
ing the computational demand of large-molecule calculations
with QCI theory, one wonders whether DFT-based methods
can be developed that account more fully for spin-polariza-
tion with regard to both magnitude and reach.
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Abstract: Multiscale computer simulation algorithms are required to describe complex molecular

systems with events occurring over a range of time and length scales. True multiscale simulations

must solve the interface, or hand-shaking, problem of coupling together different levels of

description in different spatial regions of the system. If the spatial regions of different resolution

move over time, or if material is allowed to flow over the inter-region boundaries, a mechanism

must be introduced into the multiscale algorithm to allow material to dynamically change its

representation. While such a mechanism is highly desirable in many instances, it is fraught with

technical difficulties. Here, we present a molecular dynamics simulation algorithm which is

multiscale in both time and space. We supplement the potential and kinetic energy expressions

with auxiliary terms in order to recover the total energy as a conserved quantity, even when the

total number of degrees of freedom changes during the simulation. This is crucial for a proper

assessment of the quality of adaptive hybrid algorithms, and in particular, it allows us to tune

the hierarchy of RESPA levels to optimize the integration scheme.

I. Introduction
In computer simulation, multiscale methods break the
calculation up into parts to be treated at different levels of
resolution or accuracy. Multiscale methods are therefore more
economical, allowing for larger systems, longer time scales,
or simply less resources than calculations performed entirely
at the most demanding level. An example of a successful
multiscale approach in molecular simulation is the quantum
mechanical/molecular mechanical (QM/MM) treatment of
enzymatic proteins, in which the chemically active region
of the enzyme is modeled with an accurate QM method,

while the remaining protein scaffold and the aqueous
environment are described with a classical MM force field.1,2

In this paper, we present a hybrid atomistic/coarse-grain
molecular dynamics method which allows parts of a molec-
ular system to be simulated in full atomistic detail while
treating the rest of the system at a coarse-grain (CG)
resolution. Here, CG refers to a dimensional reduction by
lumping atoms together into single interaction sites, that way
drastically reducing the number of particles and pair interac-
tions in the calculation. CG simulations can therefore access
much longer time scales and larger system sizes than
canonical molecular dynamics (MD) and has found success-
ful application in the modeling of polymer melts,3,4 bio-
membranes,5 and proteins.6,7

The idea of combining an atomistic with a lower-resolution
description is not new. Carloni et al. joined atomistic MD
with a Go-type of model for the simulation of proteins,8,11
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while Koumoutsakos et al. linked atomistic MD to a
continuum description to model nanoscale fluid mechanics.12

Kurkcuoglu et al. studied protein motions at mixed levels
of coarse-graining within an elastic network approach,9 and
Voth et al. used a force-field-fitting approach to parametrize
atom-CG bead interactions in a mixed atomistic and coarse-
grained MD simulation.10 A particularly advantageous ap-
proach was recently introduced by Kremer et al. which allows
particles to change their representation from atomistic to CG
and vice versa during a MD simulation,13,14 while Abrams
presented a similar adaptive dual-resolution method within
a Monte Carlo approach.15

It is important that molecules can adapt their representation
when they diffuse over the region boundaries in order to
maintain the spatial separation in regions of different
resolution. On very short time scales and in rigid molecular
systems, such diffusion is minimal, so that a nonadaptive
approach can be sufficient. This is often the case in the
aforementioned QM/MM simulation of enzymes. On the
other hand, when the chemical (QM-treated) region is
solvent-exposed and protons or water molecules take part
in the chemistry, MM-treated water molecules can replace
the QM ones, so that the chemistry is not correctly described
unless the representation adapts. Also, when the phenomenon
of high-resolution interest displaces through the system, an
adaptive scheme is required. The QM/MM treatment of the
propagation of a crack in a brittle solid, in which only the
atoms in the advancing crack tip region are modeled at the
QM tight-binding level of theory, is an example of such an
adaptive approach.16

In the case of an atomistic/CG molecular dynamics
treatment, the method is especially aimed to study molecular
motions on long time scales, making it natural to seek an
adaptive algorithm. Coarse-graining is typically applied to
model soft matter, and the range of phenomena in this field
that could be studied with an adaptive hybrid atomistic/
coarse-grained description is only limited by our imagination
but could include diffusion of molecules and ions in swollen
polymers, conformational dynamics in proteins, ligand dock-
ing, physisorption at a solid/liquid interface, permeation and
diffusion in biomembranes, and so forth.

To set up a (particle-based) dual-resolution simulation, the
system is, arbitrarily, spatially divided into a high-resolution
atomistic region (AR) and a low-resolution CG region
(CGR). For example, the AR can be defined within a sphere
of fixed-radius centered on a specific particle. This way, the
AR follows the tagged particle and evolves when particles
move through the spherical boundary. A standard force field
can be employed for the evolution of the individual atoms
in the AR, whereas the particles in the CGR are evolved
using a CG force fieldsfor example, one fitted against the
atomistic force field using force-matching methods17,18 or
inverse Monte Carlo techniques.19 The coupling between the
two regions is done at the CG level by first mapping the
AR into its CG representation (which involves grouping the
atoms into larger particles) and then evaluating the cross
interactions with the CG force field, after which the effective
forces on the CG particles in the AR are distributed mass-
weighted over their constituent atoms.13

Difficulties arise when particles are allowed to diffuse over
the regional boundaries and change their atomistic/coarse-
grain (A/CG) representation on the fly. In particular,
instantaneous switching of the atomistic potentials into the
CG ones or vice versa would cause spurious jumps in the
forces and velocities of the particles. Instead, the discontinu-
ity between the AR and CGR is bridged by an intermediate
healing region(HR), in which crossing particles gradually
acquire their new representation. In the scheme of Kremer
et al., this is done using force scaling.13 Instead, here, we
will scale the potentials, the advantages of which are the
main focus of this paper. Second, we exploit the reversible
RESPA multi-time-step approach,20 evaluating rapidly oscil-
lating forces, such as those arising from bond interactions
between atoms, more frequently than the slowly fluctuating
nonbonded forces. The natural hierarchy of RESPA levels
commonly employed in atomistic simulations generalizes in
a straightforward manner to the A/CG situation, allowing
us to tune the molecular dynamics integrator optimally across
the entire system.

II. Method
The present hybrid scheme assigns both atomistic and coarse-
grain positions and velocities throughout the entire system.
Given an atomistic configuration and a CG mapping (i.e., a
grouping of the atoms into CG particles), the coarse-grained
representation is readily computed, taking for each CG
position the center of mass of its constituent atoms and
likewise for the velocities. Recently, some of us developed
an efficient algorithm to obtain an atomistic configuration
from a CG one, the so-called inverse mapping, which is not
straightforward because of missing information.21 Molecules
in the AR and HR are evolved at the atomistic level, and
their CG positions (and velocities) are updated in the RESPA
substep for the evaluation of the inter-region interactions.
In the CGR, the CG particles are evolved, and their
corresponding atomistic positions and velocities are frozen
relative to these centers.

The accuracy of the integration of the equations of motion
(i.e., the quality of the simulation) is evaluated by monitoring
the total energy, which is a conserved quantity of the system.
The total energy in a hybrid system is composed of the sum
of kinetic and potential energies of the distinct spatial regions,
plus the energy that is exchanged with extended variables
(e.g., those of a thermostat), plus the change in kinetic and
potential energies due to particles that adapt their resolution.

The total kinetic energy,K, is

where, for each CG particleR in the AR and HR, we sum
the kinetic energy of its constituent atoms,i (with p the
momentum andm the mass), and for each CG particle in
the CGR, its kinetic energy, plus an extra term∆KA/CG:

K ) ∑
R∈(AR,HR)

∑
i∈R

pi
2

2mi

+ ∑
R∈CGR

pR
2

2MR

+ ∆KR
A/CG (1)

∆KR
A/CG ) ∑

i∈R

p̃i
2

2mi

-
p̃R

2

2MR

(2)
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This term is the surplus kinetic energy that is associated with
the atomistic representation of a CG particle but which is
“integrated out” upon coarse-graining. Its value is computed
at the start of the simulation and is then updated whenever
a particle R crosses the CGR/HR boundary, adding or
subtracting the kinetic energy difference between the two
representations of the particle. To distinguish the momenta
in eq 2 from the normal instantaneous momenta in eq 1, we
add here and hereafter a tilde to indicate a book-keeping
property that is only updated upon adaptation of a particle’s
resolution and frozen in between.

The potential-energy function is separated into interactions
that are confined between sites within a single CG particle
and interactions between sites spanning more than one CG
particle. The first type of interactions, termedintra-CG
particle interactions and shown in eq 3, consists of atomistic
potentials,Φij, wherei andj are atoms belonging to the same
CG particleR. They are evaluated in the AR and HR but
not in the CGR where the atoms are frozen with respect to
the CG particle they are associated with. Similar to the kinetic
energy, an extra term,∆WintraCG, arises to account for this
frozen inherent atomistic potential energy,Φ̃, within each
CG particle in the CGR; its value is recorded at the start of
the simulation, after which it is updated whenever a particle
crosses the CGR/HR boundary.

All other interactions, termedinter-CG particleinteractions,
are governed by eq 5. That is, the interaction between CG
particlesR and â is composed of the scaled CG potential
ΦRâ and the scaled atomistic interactionsΦij between atoms
i and j belonging toR andâ, respectively, with the scaling
factor λ a number between 0 and 1.

Equation 5 also contains an extra term,∆WinterCG, that
accounts for the changes inVinterCG when particles change
their A/CG character.

For an infinitely thin HR, the scaling factor,λ, becomes
simply a Heaviside step function,Θ, that is equal to unity if
one or both particles are in the CGR and is equal to 0
otherwise. In such a case of instantaneous resolution switch-
ing, ∆WinterCG can be explicitly expressed and computed as
the energy difference inVinterCG when particleR crosses the
region boundary, analogous to the auxiliary terms in eqs 2
and 4:

Note however that, contrary to the other two auxiliary terms

∆KR
A/CG and ∆WR

intraCG, which are local and consist of
constant (frozen) intra-CG atomistic contributions of particles
in the CGR, evaluation of∆WinterCG requires nonlocal
information including inter-CG atomistic interactions that are
not constant, which would nullify the efficiency of the CG
representation. That is, we can indeed store that part of the
kinetic and potential energies that become inherent to the
CG bead when a particleR moves from the AR to the CGR
by taking the energy difference (using eqs 2, 4, and 6), but
when this particle returns to the AR and the inherent energies
become explicit again,∆WR

interCG is of course not the same
as when it left the AR, thus rendering the absolute value of
∆WR

interCG meaningless. Instead, we will only book-keep the
changes to this term when molecules change representation,
where we make use of a smoothly changing scaling function,
λ, in the HR in the following manner.

The scaling factor is equal to

wheresR is the fraction of CG character of particleR, which
depends on its positionr relative to the regional boundaries
as illustrated in Figure 1. For particles in the AR,s is 0; in
the CGR,s is 1, and in the HR,s has an intermediate value,
signifying a hybrid character. Here, we takes to be a simple
polynomial function of the distanceq between the particle
and a fixed position that smoothly switches from
0 to 1 between the AR/HR boundary atR1 and the HR/CGR
boundary atR2:

Let us consider for a moment the forces on the particles by
taking the derivatives of the potentialV ) VintraCG+ VinterCG,
namely eq 3 plus eq 5. The derivatives of the first part give

VintraCG) ∑
R∈(AR,HR)

∑
i∈R
j∈R

Φij + ∑
R∈(CGR)

∆WR
intraCG (3)

∆WR
intraCG) ∑

i∈R
j∈R

Φ̃ij (4)

VinterCG)

∑
R

{∑
â>R

λRâΦRâ + ∑
â>R

(1 - λRâ) ∑
i∈R
j∈R

Φij + ∆WR
interCG} (5)

∆WR
interCG) Θ ∑

R
(Φ̃Râ - ∑

i∈R
j∈R

Φ̃ij) (6)

Figure 1. Switch function s shown as a function of an
arbitrary distance q. Here, s ) 0 for each CG particle (and its
atoms) within a sphere q < R1 (atomistic region) and s ) 1
for particles outside q > R2 (coarse-grained region). Pair
interactions are scaled by λ ) max[s1,s2].

λRâ ) max[s(rR),s(râ)] (7)

sR(q) )

{0 if q < R1

(q - R1)
2(3R2 - R1 - 2q)/(R2 - R1)

3 if R1 e q e R2

1 if q > R2

(8)
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the usual contributions to the forces; however, applying the
chain rule to the scaled potentials inVinterCGresults in forces
of the following shape:

Here, the usual forces∂Φ/∂rR are recognized in the first term,
scaled byλ, but the second term introduces a new force,
consisting of the derivative of the scaling function multiplied
by the potential. This term is only nonzero for particles in
the HR and gives rise to a force on these particles that
changes their A/CG character,s(r ), which is seen to be
spurious.

To understand the origin of this new force, consider an
atomistic torsion potential,Vijkl

dihedral, spanning two CG par-
ticles (i, j ∈ R, andk, l ∈ â) located in the HR. The molecule
can now lose this torsional potential energy in two ways:
(1) by gaining kinetic energy in the usual physical manner
via a motion in the direction of the first term in eq 9 or 2 by
moving in the direction of the second term (i.e., toward the
CGR) so that the potential is scaled down to 0. The second
term thus causes a spurious flux of particles through the HR.
Note, however, that the loss of the atomistic torsional
potential energy that causes this force should be canceled
by CG potential terms (on average) and that any instanta-
neous differences should be taken as inherent CG energy,
stored in∆WinterCG. In other words, even though we do not
have an explicit expression for∆WinterCG in the case of
smoothly scaled potentials, we can keep track of the energy
flow from and to∆WinterCG because we know its derivative
as minus the second term in eq 9.22

With the second term in the force expression canceled,
only the first term, namely, the scaled force, is left in the
equations of motion. To obtain the total energy, however,
we need to accurately book-keep the amount of nonlocal
“inter-GC particle” potential energy that transfers from
explicit (atomistic) into the inherent CG term,∆WinterCG. This
is done in a manner analogous to the thermodynamic
integration applied in free-energy perturbation methods. That
is, the energy flow is evaluated by integration of the
derivative ofWinterCG (i.e., minus the second term in eq 9)
on the fly for particles moving in the HR:

where the sum runs over all scaled inter-CG interactions
(including the atomistic ones) between CG particlesR and
â and the integral is approximated by a Riemann’s sum over
time stepst, making use of the fact that the change inλ
equals the change ins of the particle (R) with maximums
(see eq 7). Here,∆q is the displacement of the particle in
the direction of changings (i.e., toward or from the CGR).

The main function of the HR is to facilitate the introduction
of atomistic detail when a CG particle leaves the CGR.
Without a HR, instantaneous switching to the atomistic

interactions would lead to large repulsive forces due to
overlaps of the nonequilibrated atoms. Rather, the atomistic
interactions are turned on gradually across the width of the
healing region. In addition, many-body interactions, such as
bend and torsion potentials spanning more than one CG
particle, are evaluated as in eq 5, whereλ is determined by
the particle with the maximum CG character.

All particles are coupled to individual Nose-Hoover
thermostat chains, which are frozen when the particles are
not explicitly evolved upon crossing regional boundaries
(namely, for CG particles in the AR and HR and for atoms
in the CGR). Coupling of the atoms to thermostats in the
healing region is particularly important for two reasons. First,
the particles that leave the CGR have atomistic velocities
that were stored from the last time they left the AR (or were
drawn from a random distribution at time zero) and, thus,
need to be updated before entering the AR. Second, the
atomistic positions of such particles also need to be
equilibrated because these particles tend to be too high on
the atomistic potential energy surface. This excess potential
energy is transformed into kinetic energy while the atoms
cross the HR heading toward the AR, which is conveniently
removed with a thermostat. Consequently, we expect to see
a decreasing∆WinterCG, as molecules moving from the CGR
toward the AR on average have a higher atomistic potential
than molecules moving in the opposite direction (e.g.,
consider also the case of eq 6), with a slope with opposite
sign and equal magnitude as the potential energy of the
thermostat (see the Supporting Information for an illustra-
tion). The requirement of thermostats excludes the calculation
of transport properties, although in principle, it is possible
to only couple particles in the HR to a thermostat and reduce
the influence on the dynamics in the other regions.

In the rest of this paper, we will illustrate the method by
applying it to two model systems: first, a single two-particle
molecule moving across the regional boundaries and, second,
a periodic box of dense methane.

III. Applications
A. Simple Bead and Spring Molecule Changing Repre-
sentation.Figure 2 illustrates the first application, namely,
a single molecule that is represented at both the atomistic
and CG levels by two atoms connected with a bond. The
only difference is the force constant of the harmonic bond
potential, which is 10 times smaller in the CGR than in the
AR. The AR is a two-dimensional slab of thickness 2rAR )
10 Å, flanked on both sides by a 5-Å-thick HR and an outer
CGR. The cubic box with edge lengthL ) 30 Å is subject
to periodic boundary conditions, and the molecule has a
velocity parallel to the AR slab normal vector that takes it 6
ps to move through the entire box. The∆KA/CG and∆WintraCG

terms are 0 in this special case of a one-to-one mapping,
and the remaining nonzero∆WinterCG term allows us to test
the integration scheme. The solid black lines show the total
energy (with and without the correction) when the molecule
is oriented with the bond stretch vibration perpendicular to
the velocity, while the red lines show the energies in the
case of parallel orientation (see also the yellow inset). The
dashed lines show the correction,WinterCG. The inset in the

fR ) -λ(rR,râ)
∂Φ(rR,râ)

∂rR
-

∂λ(rR,râ)

∂rR
Φ(rR,râ) - ... (9)

∆∆WinterCG)

∫∆r ∑
R∈HR

â∈AA,HR

Φ(r )
dλ

dr
dr ′ ≈ ∑

t
∑

R∈HR
â∈AA,HR

Φ(r )
ds(qR)

dqR

∆qR

sR > sâ (10)
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upper right-hand corner of Figure 2 zooms in on the
fluctuations of the total energy, showing strong oscillations
when the integral is estimated by the straightforward
rectangular Riemann’s sum of eq 10, which uses only the
end-point evaluation of the function on the interval∆q (not
taking into account the “midpoint rule” of integration). Much
better total energy conservation is obtained by including the
function value at the start point of the time-step interval and
taking the average (making use of the “trapezoid rule”):

Clearly, the integration scheme works to recover the total
energy as a conserved quantity in this example of adaptive
hybrid MD.

B. Hybrid Molecular Dynamics of Liquid Methane. The
second, more realistic, illustration is a cubic box containing
8000 methane molecules. The box has an edge length of 79.9
Å and is subject to periodic boundary conditions. In a
spherical AR with a radius of 8 Å, the CH4 molecules are
represented in atomistic detail with flexible bonds and
bends.23 The AR is surrounded by a 4-Å-thick spherical
healing region. Both regions are centered on a noninteracting
dummy particle that is fixed in space, but in other test
simulations, we have also used a methane molecule to center
these regions, in which case the AR and HR follow the
motion of that methane molecule. In the outlying CGR, the
molecules are represented by a single van der Waals sphere
using Jorgensen’s united atom model.24 The density of
methane in this setup is 0.418 g/mL, which is close to the
actual density of liquid methane (at 1 atm and 111.5 K) of
0.423 g/mL.

The multi-time-step approach is employed with an outer
time step of 2 fs and substeps in which the CG long-range

van der Waals interactions are updated once, the CG short-
range Van der Waals interactions twice, the atomistic long-
range and short-range van der Waals and electrostatics twice
and four times, respectively, and the bond and bend interac-
tions 32 times (for further details, see the Supporting
Information). A further speedup is gained by treating the
periodic boundary conditions for the AR and HR in the CG
representation, which is allowed when the longest distance
in those regions is smaller than half of the shortest box edge.
For systems with charged CG particles, the long-range
electrostatics are taken into account using Ewald summation
at the CG level.

As seen in the first example above, the best total energy
conservation is reached by averagingΦdλ/dq in the integra-
tion scheme (eq 11). Implemented in that form, however,
requires storingΦdλ/dq of the previous time step (t - 1)
for all scaled interactions. Instead, we can rewrite eq 11 in
sums ofΦdλ/dq that have the same displacement∆q. The
displacement is determined by the interacting particle with
the maximum CG character, so that the number of terms to
be stored is only as large as the number of CG particles in
the HR.

In Figure 3, the total energy from the first 100 ps of this
hybrid MD simulation is compared with those from hybrid
simulations using different outer time steps and different HR
widths. A clear trend can be observed of total energy
conservation improvement with decreasing time-step and
increasing HR-width.

Further details on the analysis of a 600 ps trajectory of
the best combination are found in the Supporting Information.
The numbers of methane molecules in the AR, HR, and CGR
were 34.0( 2.3, 77.5( 3.8, and 7889.4( 3.8, respectively.
The radial distribution functions, mean square displacements,
and velocity autocorrelation functions of the hybrid MD
simulation averaged over the methane atoms in the AR show
excellent agreement with those from a purely atomistic MD
simulation of a box of 1000 methane molecules.

IV. Conclusions
We have presented a hybrid atomistic/CG MD method that
allows particles to change resolution on the fly. By introduc-

Figure 2. Total energy of a two-atom molecule that moves
from the AR via a HR into the CGR (where the bond is 10×
weaker) and back. Black lines: molecule orientation perpen-
dicular to its velocity. Red lines: parallel orientation (see the
yellow inset). Green line: potential energy during the parallel
orientation trajectory. The inset shows the superiority of the
trapezoidal Riemann’s sum (eq 11).

∆∆WinterCG)

∑
t

∑
R∈HR

â∈AA,HR

1

2[Φt(r )
dst(qR)

dqR

+ Φt-1(r )
dst-1(qR)

dqR
]∆qR

sR > sâ (11)

Figure 3. Total energies (shifted for comparison) of hybrid
MD simulations of 8000 methane molecules, using different
time steps and healing region widths. The energy is well-
conserved using a time step of 2 fs and a HR width of 4 Å.
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ing auxiliary terms to the kinetic and potential energy
expressions, we recover the total energy as a conserved
quantity, even when the total number of degrees of freedom
changes during the simulation. These auxiliary energy terms
should be seen as the inherent energy of the CG particles
that is “integrated out” upon the dimensional reduction and
becomes explicit again when switching back to the atomistic
representation. Using a reversible RESPA multistep integra-
tion scheme, our method has the benefits of being truly
multiscale in both time and space. Conserving energy is
particularly important in hybrid MD, as it is the fundamental
property used to evaluate the choice of the subtime steps
and the size of the intermediate healing region with respect
to the quality of the simulation. In particular for hybrid MD
simulations of more complex systems than methane, in which
case it is expected that a wider healing region is required,
we now have the machinery in place to assess the quality of
hybrid MD.

Supporting Information Available: Technical details
and analysis of the hybrid MD simulation of methane,
including a short illustrative mpeg movie. This material is
available free of charge via the Internet at http:///pubs.acs.org.
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Abstract: Docking methods are typically used within the biopharmaceutical industry for the

challenging purposes of suggesting putative binding modes of new chemotypes and for virtual

screening. When attempting to satisfy the far more simplistic yet fundamentally important goal

of reproducing and identifying the correct binding mode from a cocrystal, all docking methods

fail at a rather significant rate, demonstrating room for further improvement in docking

methodology. We report a hierarchical method that yields results comparable to the industry-

leading docking packages GOLD, Glide, and Surflex. By first using a fast, simple, well-established

method, UCSF DOCK 4.0, to rigidly dock conformational ensembles, we successfully generate

the correct binding mode in all but 4 of a standard, publicly available set of 79 cocrystals from

the PDB. Among these 4 failures (1glq, 1tmn, 1rds, and 8gch), all are highly flexible, highly

charged, and not druglike. Subsequently, all resultant docking poses were optimized and scored

in the protein with molecular mechanics, using a standard MMGB energy function. In total, this

hierarchical method identified the correct binding in 71 of 79 cases (90%), an unprecedented

level of accuracy on this highly benchmarked test set. Furthermore, the publicly available energy

functions employ only physically based force fields without parameter fitting from this or any

other docking test sets.

Introduction

A fundamentally important challenge facing any docking
algorithm is the ability to generate and identify the native
binding mode of a ligand in its protein target, since failure
to reliably accomplish this objective necessarily implies
greater difficulty in identifying the correct binding mode for
other small molecules, as these programs have been designed
to do. However, three known issues have precluded levels
of redocking accuracy much greater than 70-80%: (i)
insufficient sampling of a complex energy landscape, (ii)
inaccuracies in the scoring functions, and (iii) uncertainties
in the experimental structures themselves. While the third
issue cannot be addressed, other than to identify and discard
such problematic cases from consideration, the docking
community has long understood the first two issues as distinct

from one another and hence worked on ways to address them
independently.

In the vast majority of cases, particularly for reasonably
sized small molecules, the orientational space for a ligand
in a protein is not an intractable problem; only a limited
number of low-energy ligand conformers exist at room tem-
perature, and a limited number of poses for each conformer
will fit in the protein. In most instances, the total number of
sterically permissible poses should be well within the
accessible computational time frame of any docking package.
Failure to generate the native pose, in most instances, likely
stems from an arbitrary limitation on the docking engine
resulting from overly restrictive default parameters. In this
work, we assess this issue of docking completeness with the
earliest, most longstanding of docking methods, UCSF
DOCK 4.0,1 which also is one of the simpler approaches.

In order to address the second issue of scoring accuracy,
the docking community has recently drifted away from* Corresponding author e-mail: mrlee@amgen.com.
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energy functions that are entirely physically based, toward
empirical scoring functions that involve parameter fitting to
reproduce experimental binding energies and/or statistical
distributions of atomic interactions in protein-ligand com-
plexes. Like all methods that involve parameter fitting, how-
ever, the quality of the results depends on the robustness of
the training set. Validations on test sets that do not exhibit
significant overlap with the training sets fare worse than vali-
dations on test sets possessing greater resemblance to the
training sets. One of the potential problems often overlooked
is the druglikeness characterization of the training and test
sets.Inthisregard,accuratephysicallybasedmolecularmechan-
ics energy functions can be applied with a greater level of
confidence onto new systems not represented by protein-
ligand databases, which have been used for training empirical
functions. Historically, one of the major obstacles in using
molecular mechanics force fields has been how to account
for the solvation energy. Over the past decade, however,
advances in the field of continuum solvent models have been
made and combined successfully with molecular mechanics
energies for accurately reproducing relative binding energies.
Perhaps the most popular continuum solvent model has been
the Generalized Born approximation which, together with a
molecular mechanics energy, gives rise to Molecular Me-
chanics Generalized Born (MMGB) binding energies. This
was first summarized in a review article by Kollman and
co-workers2 and has been applied successfully over the past
couple of years on an increasingly diverse set of molecular
recognition cases for accurate binding energy predictions,3-11

for virtual screening,12 and compared alongside other scoring
functions for discriminating native from binding site decoy
conformations.13 However, to date these methods have not
been applied explicitly to docking validation studies, in large
part due to a perception that reliable implementation of such
methods would be computationally prohibitive. In this work,
we present a fast, accurate, general hierarchical approach
that incorporates an MMGB energy into optimization and
scoring procedures as the final stages of a docking process,
the culmination of many different attempts on how best to
fold these latter methods into the overall docking protocol.

Methods
Test Sets.Over the past decade, a number of papers have
assessed the accuracy of different docking methods in
correctly predicting the experimental binding mode, with
many of these papers using all or part of the publicly
available “GOLD benchmark” data set, a total of 134
complexes from the PDB, most of which were curated and
reported in 1997 in order to validate GOLD’s effectiveness.11

In 2003, a reduced “81 complex set” was published12 that
removed complexes with more than 15 rotatable bonds,
covalent attachments, and obvious errors in structure and that
has published data for many other docking methods. With
an interest in comparatively assessing the binding mode
accuracy of our docking approach with that of others, we
also selected this highly benchmarked test set for validation
purposes. However, we removed two additional entries: (i)
1lpm, because the ligand menthyl hexyl phosphonate is
covalently bound to the gamma oxygen of Ser269 and (ii)

6rsa, because the ligand uridine vanadate contains an unusual
vanadium atom, for which the methods in this work lack
parameters. We refer to the remaining complexes as the
“GOLD 79 set”; note this includes the newer PDB entries
of 2ack instead of 1ack and 4aah instead of 3aah.

While the GOLD 79 set spans a diverse range of protein
classes and its ligands have a reasonable average of 5
rotatable bonds, the vast majority of these ligands show little
resemblance to compounds that would result from a medici-
nal chemistry effort. Many of them look to be closely related
to the endogenous ligands for the protein targets, which are
generally of high concentration in vivo and hence low
affinity. Among oral drugs, the normal distributions for a
number of descriptors that are widely recognized to be
important for oral bioavailability have been characterized.13

The normal range, defined as the limits spanning two
standard deviations from the average, the 5th to 95th
percentile, for molecular weight is 164 to 589, and for cLogP
-1.9 to 6.3. In contrast, this test set consists of compounds
for which 67% are in the normal range of molecular weight
range of oral drugs and 70% are in the normal range of
cLogP, as summarized in Table 1. In addition, and perhaps
more problematic, is that these ligands have an average of
1.5 charged groups, with 36 (46%) having two or more
charges and 16 (20%) having three or more charges.

In the interest of assessing accuracy of our docking method
on a more pharmaceutically relevant test set, we culled
through the PDB database and identified 14 targets with the
greatest number of cocrystal entries, all of which are well
validated targets of historical interest in the biopharmaceu-
tical industry (Table 5). For these targets, we selected one
representative complex from each and created what we refer
to as the “PDB recurrent 14 set”. Not surprisingly, 13 of 14
fall within two standard deviations from the average cLogP
of oral drugs, and all 14 are within the statistically normal
distribution of oral drugs for molecular weight, number of
rotatable bonds, and numbers of hydrogen bond donors and
acceptors. In addition, these compounds have an average of
0.8 total charges groups, with two (14%) having two or more
charges and one (7%) having three or more charges.

Ligand Conformational Ensembles and Ligand Prepa-
ration. While the redocking of a ligand’s bound conforma-
tion from the native complex has been used to compare
accuracies in satisfying a fundamental docking objective of
correctly predicting the native binding mode,14 a more
challenging and practical comparison is that of redocking a
ligand’s conformational ensemble. Without any a priori
knowledge of which small molecule conformer a protein
prefers, a truly objective method must consider all low-
energy conformers. Using the bound conformer from the
native complex does not provide a useful indication for the
power of a docking run, because it greatly simplifies the
problem by not having to deal with the following known
difficulties: (i) comparing the native conformer’s binding
energy with that from other ligand conformations that can
fit in the active site pocket in dissimilar ways and (ii)
characterizing the energy landscape of a ligand and incor-
porating each conformer’s energy of stability penalty into
the scoring function.

Hierarchical Docking, Optimization, and MMGB Scoring J. Chem. Theory Comput., Vol. 3, No. 3, 20071107



For the sake of completeness, we sought to create
exhaustive conformational ensembles. To this end, we used
Amgen’s internally developed program FLAME,15 which
uses the OpenEye toolkits16 OEChem and CASE and
incorporates a genetic algorithm to search the torsional space
resulting from using discrete 10° dihedral angles for each
rotatable bond (36 total angles per torsion). With the
exception of hydroxyl groups, dihedral angles that included
hydrogen atoms were not considered rotatable during the
conformational search. Conformers were discarded if they
were either less than 0.2 Å away of an existing member of
the ensemble, in terms of root-mean-square deviation of all
heavy atom Cartesian coordinates, or 10 kcal/mol above the
global energy minimum conformer, according to the
MMFF9417 force field, including the partial atomic charges,
with a Sheffield solvation term.16 In addition, the maximum
number of conformers per ligand was set to 200; in cases
where less than 200 conformers were generated, the con-
formational ensemble is considered exhaustive.

Ligands were extracted from the PDB and converted to
mol2 format with explicit hydrogens, using the OEChem tool-
kit,16 which has the advantages of assigning bond orders and
of ionizing basic amines and acids. In each case, the resulting
mol2 file was visually inspected to ensure that the bond order
was in agreement with its 2D representation on the Brook-
haven PDB Web page, with a few rare instances leading to
incorrect bond orders; in every instance, the ionization states
were in agreement. In a few cases, the ionization state
reported in the complex’s original reference did not match
with this canonical ionization state. Tacrine, the ligand in
1acj, contains a 4-aminoisoquinoline that is considered
neutral on both the Brookhaven Web page and by the
OEChem toolkit but has experimentally been determined to
contain a highly basic nitrogen in the ring,18 which in turn
forms a hydrogen bond with a backbone carbonyl oxygen
in the complex. Unexpectedly,L-leucine phosphonic acid,
the ligand in 1lcp, reportedly binds with a neutralized
phosphate group.19 Last, the ligand from 4aah, pyrroloquino-

Table 1. Properties of the GOLD 79 Seta

a The four DOCK 4.0 failures are highlighted in red (see Table 2).
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line quinoline, reportedly employs a neutralized carboxylate
oxygen (O2A) in order to hydrogen bond with the carboxyl-
ate group of Glu55.20

Protein Preparation. To prepare the proteins for redock-
ing, all water molecules, cofactors, counterions, and ligands
were stripped from each complex. (As a lone exception, two
crystallographic water molecules were kept in 1lna, which
are tightly bound to the counterion.) Hydrogen atoms were
added and charges were added according to the Cornell et
al.21 all-atom force field. All histidine residues in direct or
indirect contact with the ligands, cofactors, or counterions
were visually inspected and assigned the appropriate tauto-
meric or charged state, based on what appeared to be most
energetically favorable in the absence of ligands and cofac-
tors. By default, histidine residues were assigned the tauto-
meric state in which the delta nitrogen is protonated (HID),
modified to the alternative tautomer if the epsilon nitrogen
was better served as the lone protonated nitrogen (HIE) or
in rare instances assigned the charged state when both
nitrogen atoms needed to serve as hydrogen bond donors
(HIP) in the absence of ligand and cofactors. Similarly,
tyrosine, serine, and threonine residues in close proximity
to the active site small molecules were visually inspected to
make sure that the dihedral of the hydroxyl group placed
the proton in the more appropriate environment. Finally, fully
charged residues, such as aspartic acids under physiological
conditions, were also carefully inspected to see if two
residues with like charges directed the termini of their side
chains toward each other. In such cases, we neutralize one
of the two residues, as in the case of 1trk, where we used
the neutralized form of Glu162. Prior to the docking and
optimization, cofactors and counterions in the active site
were added back in.

DOCK 4.0. Regardless of which software is used,
generating the native pose upon docking an exhaustive
conformational ensemble of the native ligand into its cognate
protein structure should be a solvable task. If the docking
run fails to produce the native pose, this likely reflects a
sampling issue, either resulting from an insufficient ligand
conformational ensemble or from sampling issues within the
docking engine itself, as is the case with the default
parameters in DOCK 4.0, where we made changes to a
number of the input parameters and added an additional
parameter. Perhaps most importantly, we affect the sampling
by turning on the bump filter and minimization and have
DOCK 4.0 search along a largely shape-based energy
function; the intermolecular energy score is turned on, while
leaving electrostatics off by setting the electrostatic scale to
0. Ligand orientation is also turned on, and, in order to reduce
the probability of insufficiently exploring the entire orien-
tational space, we increase the default of 100 maximum
orientations to 50 000 while saving the top 15 minimized
orientations in terms of intermolecular energy. The chief
sampling parameter for matching, the distance tolerance is
also modified from 0.25 to 0.6 to allow for greater variance
from the site points. Because there are several very small
ligands with less than 10 heavy atoms, the distance minimum
parameter is set to 0 in order to allow all pairs of atoms to
match. Finally, in order to effect a soft-shell steric overlap

potential to allow for resultant poses that might be more
amenable to subsequent optimization into the native state,
we leave the vdW scaling factor at the default value of 1
but have modified the source code to allow for a user-
specified maximum energy for any atom, which we set at 3
kcal/mol in this work.

With DOCK 4.0, one must generate site points that create
an inverse image of the binding site on which each conformer
is docked. In this study, the site points were obtained by
randomly perturbing the Cartesian coordinates for each heavy
atom of the bound conformer, by up to 1 Å in each dimension
for up to a total of 1.73 Å, and saving one-third of these
resulting coordinates as site points, albeit with a minimum
of five points. In our experience, the exact site point positions
do not affect docking results significantly for the protocols
used in this study. For comparison, we verified this on the
PDB Recurrent 14 Set, by using the sphgen accesory that
comes with DOCK 4.0 to generate site points, and this had
no impact on the quality of docked results in terms of the
ability to generate the native binding mode.

Optimization. An approach with growing popularity is
to rely on a docking program to generate final poses that
are subsequently used for scoring by an energy function
which is independent from that which was used to dock the
compounds. One of the known limitations of DOCK 4.0 and
many other algorithms used for rigid-body docking is the
inability to effect the requisite gently relaxation of torsions,
angles, and bond lengths in response to the local environment
of the protein binding site that distinguishes the bound
conformation from any member of its conformational
ensemble. (These discrepancies can arise because, while any
method for generating conformational ensembles can sample
exhaustively over the conformational space resulting from
a given number of discrete torsions over each rotatable bond,
it cannot sample exhaustively over a continuum of torsions.)
Another widespread problem is not accounting for the
plasticity of a protein in response to the ligand, although
this type of simplification does not present a considerable
obstacle on redocking exercises, except in cases where steric
clashes and other local inaccuracies in the experimental
structures exist. Subsequent to rigid-body docking of a
conformational ensemble in the rigid protein and prior to
scoring, in order to help address the limited sampling issues
discussed above, we subjected each pose that emerged from
DOCK 4.0 to a molecular mechanics optimization routine,
comparing the effectiveness of several different protocols,
varying ligand and protein flexibility.

In the Glide validation paper,22 the authors discuss the
importance of relaxing a protein in the presence of its cognate
ligand, prior to the redocking exercise, in order to anneal
away “untenable steric clashes often found in crystallo-
graphically determined protein sites”, to which hard 12-6
Lennard-Jones vdW potentials are extremely sensitive. Like
Glide, the methods described in this work also use the hard
repulsive potentials in both the optimization and in the
scoring. We evaluate our method, by performing the ligand
optimization both in the presence of a rigid relaxed protein,
analogous to the Glide validation study, and in the presence
of the less biased original PDB heavy atom positions that
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are flexible during the optimization. All optimizations in this
work were carried out with Amber 7,23 using the Cornell et
al.21 force field for proteins, the GAFF24 force field for small
molecules, and the default continuum solvent implementa-
tion, which is described in greater detail below in the
following section. In our early implementation of the MMGB
optimization method, we observed a number of resultant
small molecules with conformations that we deemed unac-
ceptable, particularly for the following functional groups:
sulfonamides, phosphates, anilinic nitrogens, amides, nitriles,
and alkynes. To correct for these problems, we commented
out some of the GAFF parameters and modified a number
of others by increasing the force constant to exaggerate
preferences for desired small molecule free-state conforma-
tions (available in the Supporting Information).

In order to generate a relaxed representation on the protein
active site that is subsequently used for ligand optimization
in a rigid protein, we first defined a flexible residue list to
include amino acids in the original PDB complex that show
steric overlap with the native ligand pose and those fully
charged amino acids that are in direct contact with the
inhibitor. Because both proteins and ligands include explicit
hydrogen atoms, we define amino acids in overlap with the
ligand as those containing any atom less than 2 Å from any
atom of the ligand. Starting with the original PDB complex,
these flexible residues were crudely minimized in the
presence of the entire complex until a loose convergence
criterion of 5.0 kcal/mol‚Å for the root-mean-square of the
Cartesian elements of the energy gradient (DRMS) was
reached. The flexible residues in the complex were then
subjected to a 2 psmolecular dynamics simulated annealing
schedule from 100 to 400 K over the first picosecond and
from 400 K down to 5 K over the second picosecond,
followed by a final minimization with a tighter convergence
criterion, a DRMS of 0.6 kcal/mol‚Å. Ligands were removed,
and the resulting protein structure was used for rigid protein
optimization of every resulting pose produced by Dock. In
the presence of this relaxed protein, each docked pose is
crudely minimized restraint-free, while the protein is held
frozen, until the DRMS reaches 5.0 kcal/mol‚Å. At this point,
final optimized poses were created by either (i) restraint-
free minimization alone until the DRMS reaches 0.6 kcal/
mol‚Å or (ii) 2 ps of restraint-free simulated annealing
molecular dynamics followed by restraint-free minimization.
In total, we ran each docked conformer through two separate
rigid protein optimizations.

As an alternative approach to optimizing the docked poses
in a rigid relaxed protein, we also optimized them in the
original PDB protein conformation, while allowing for
plasticity of the protein in response to the ligand, a protocol
which we refer to as flexible protein optimization. After
placing each pose in the protein, a flexible residue list was
determined based solely on the 2 Å distance cutoff designa-
tion for steric clashes. These flexible residues then conform
to each individual docked pose through crude minimization
(DRMS of 5.0 kcal/mol‚Å) and 2 ps of simulated annealing
molecular dynamics, while keeping the ligand and all other
residues frozen. We then add ligand flexibility back into the

system by allowing both ligand and flexible protein residues
to respond to each other and move simultaneously through
a crude minimization (DRMS of 5.0 kcal/mol‚Å), followed
by either minimization alone or by simulated annealing
molecular dynamics and minimization. During the latter part
of the flexible protein optimization, ligand flexibility was
run either restraint-free or with a positional restraint of 0.5
kcal/ mol‚Å on all heavy atoms. In total, we ran each docked
conformer through four separate flexible protein optimiza-
tions: (1) minimization alone with ligand restraint, (2)
minimization alone without ligand restraint, (3) dynamics
and minimization with ligand restraint, and (4) dynamics and
minimization without ligand restraint. All molecular dynam-
ics simulations were carried out in the presence of an implicit
continuum solvent model, which we describe in the next
section.

During the validation phase of this approach, we experi-
mented with many alternative optimization protocols, varying
the equilibration and relaxation, the simulated annealing
schedule, the length of the molecular dynamics production
run, and the extent of minimization. We arrived at the
protocol described in this work as that which involved the
minimum threshold number of CPU cycles necessary to lead
to robust optimization of bound poses. Given that the
production dynamics run entails only 2 ps of simulation time,
the optional molecular dynamics addition adds minimal
overhead to this approach (discussed in greater detail below).

MMGB Energy for Scoring. Over the past several years,
molecular mechanics, together with continuum solvent
representations, have been used to predict binding energies,2

according to the following series of equations:

The enthalpy terms of eq 2 are taken from the molecular
mechanics energy. For estimating the polar contribution to
the free energy of solvation (∆Gsolv,polar), bulk medium can
be treated as a continuum solvent, and the generalized Born
equation used25 is

whererij represents the interatomic distance between atoms
i and j, andai is the effective Born radius for atomi. In its
true form, the effective Born radius for a given atom in a
system is that which would lead the generalized Born equa-
tion to return the correct electrostatic energy of the system
when all other atoms are discharged and serve only as an
effective dielectric medium between the atom and the solvent.

Still and co-workers subsequently incorporated an ap-
proximation to the generalized Born equation into a molec-
ular mechanics equation,26 in which the two terms are

∆Gbind ) (∆Hbind + ∆∆Gsolv) - T∆S (1)

∆Hbind ) Hcomplex- (Hprotein+ Hligand) (2)

∆Gsolv ) ∆Gsolv,np+ ∆Gsolv,polar (3)

∆Gelec) ∑
i)1

N

∑
j)i+1

N qiqj

εrij

-
1

2 (1 -
1

ε
) ∑

i)1

N qi
2

ai

(4)
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combined into a single expression that is a function of both
rij andai:

For all of our calculations, we used the default generalized
Born approximation model27 that comes with AMBER 7.

The nonpolar contribution to solvation includes the cost
of creating a solute-sized cavity in solvent and the free energy
of inserting the discharged solute into that cavity, which has
been found experimentally in hydrocarbons to be linearly
related to the solvent accessible surface area (SASA):

The γ coefficient is set to 5.42 cal/mol‚Å2, andb is set to
920 cal/mol. While we included this nonpolar solvation term
in our binding energy calculations, the differences in surface
areas between various bound poses of a single ligand are
minor and do not have a significant effect on the relative
binding energies of different poses. Even when comparing
different ligands, this effect is generally insignificant.

In this work, we ignore the∆S term of eq 1, which is a
valid approximation when comparing predicted binding
energies among different conformers of the same ligand. This
omission, however, can bias toward larger, more flexible
ligands when comparing different compounds with largely
varying degrees of freedom.

Because our final binding energy score is predominantly
a measure of the molecular mechanics enthalpic energy and
the generalized Born polar solvation terms, we refer to it as
the MMGB energy, which is of the following form

where EMM is the AMBER molecular mechanics energy
resulting from the Cornell et al. force field21 for proteins
and the GAFF force field24 for small molecules, and
∆Gsolv,GBA is the AMBER implementation of the generalized
Born approximation equation.27

Four Different MMGB Optimization and Scoring
Protocols. For each system in the test sets, we performed
one docking run and passed each of the resultant docked
poses into rigid protein optimizations and flexible protein
optimizations. Rigid protein optimizations were run restraint
free with minimization alone or with molecular dynamics
followed by minimization. Because molecular dynamics
involves thermal energy, thereby sampling along a free

energy landscape rather than along the enthalpic energy
landscape, it populates local minima differently than a
minimization alone optimization. As a result, we separate
the scoring protocols in accordance to the extent of optimiza-
tion carried out, with each rigid protein optimization resulting
in its own independent score, “MMGB Rigid Min” or
“MMGB Rigid MD/Min” in Tables 2-5.

Flexible protein optimizations were also run with mini-
mization alone or with molecular dynamics followed by
minimization. However, distinct from the rigid protein
optimizations, flexible protein optimizations were run both
with and without a positional restraint on the ligand and
flexible protein residues, for a total of 4 flexible protein
optimizations. One of the potential problems during the
dynamics optimization stage is that slightly unfavorable
contacts with the protein can drive the ligand out of the
binding site, despite its geometric proximity to the native
state. For the rigid protein scheme, the relaxation of untenable
interactions precluded such problematic contacts from arising
during the optimization, but for the flexible protein scheme,
ligands were run both with and without the aforementioned
0.5 kcal/mol‚Å positional restraints on ligand heavy atoms.
This assures that each docked pose can respond to the protein
environment resulting from soft-shell docking both restraint
free and also with a gentle tether in place. But while the
flexible protein optimization with and without positional
restraints on the ligand leads to different final optimized
poses, they are combined into a single set with MMGB
energies compared alongside one another. Thus, the two
minimization alone flexible protein optimizations for each
docked pose (with and without restraint) are considered
together as the “MMGB Flex Min” protocol, and the two
molecular dynamics and minimization flexible protein op-
timizations are considered together as the “MMGB Flex MD/
Min” protocol. For all 4 protocols, the final MMGB binding
energy is calculated on the final minimized structure in the
absence of restraints. The entire process flow of our 4
protocols is summarized in Figure 1.

In addition to the four protocols compared in this work,
our implementation of the MMGB optimization and scoring
stages allows for even greater user control over how to run
the optimization, all from the command line. The user can
select specific residues in addition to or in place of those
within a specified distance of the ligand’s input pose. Water
molecules can be explicitly added and treated as part of the
“protein”; when treated as rigid, the hydrogen atoms remain
flexible to optimize their positions that are generally not
included in the PDB entry. Instead of running molecular
dynamics for 2 ps, when greater conformational motion is
desired, the user can increase the time frame to the desired
level. Side-chain-only motion for flexible residues can be
specified. The magnitude of the positional restraint on the
inhibitor is also modifiable. Depending on the nature of the
problem, we routinely generate models using various per-
mutations of these variables.

Results
Completeness of Conformational Ensembles and Rigid
Docking. By imposing an arbitrary limit of 200 maximum
conformers per ensemble, we knowingly precluded en-
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sembles of highly flexible molecules from being exhaustive,
with the expectation that 200 would still be sufficient in the
majority of cases for DOCK 4.0 to find the native binding
mode. In the GOLD 79 set, ligands from 64 of the complexes
(81%) were exhaustive, as is the case when the FLAME run
completes prior to reaching the limit of 200 conformers.
Among the 15 ligands where the ensemble was not complete,
the 200 representative conformers still provided sufficient
coverage of conformational space for DOCK 4.0 to generate
the native binding pose in all but two exceptions, thermolysin
(1tmn) and ribonuclease Ms (1rds), which contain exception-
ally flexible ligands having 13 and 8 rotatable bonds,
respectively. In addition, among the 64 exhaustive confor-
mational ensembles, DOCK 4.0 failed to produce the binding
pose on two other cases, gamma-chymotrypsin (8gch) and
glutathione S-transferase (1glq), which also contain highly
flexible ligands with 7 and 13 rotatable bonds, respectively.
The structures of these four docking failures are shown in

Figure 2. In total, the rigid docking by DOCK 4.0 of FLAME
conformational ensembles described in this work succeeded
at the 2 Å rmsd level in 75 of GOLD 79 set cases (95%).
One of the key results reported in the validation paper of
Surflex12 is that its failure rate for returning a pose within
2.5 Å was 5/81 cases (6%) and half that of GOLD. By that
measure of evaluation, our conventional use of DOCK 4.0,
as described in the methods section, demonstrates a 0%
failure rate, the two MMGB Min scoring protocols main-
tained the 0% failure rate, while the two MMGB MD/Min
protocols introduced one failure (8gch) for a 1% failure rate
(Table 2).

Among the ligands in the PDB recurrent 14 set, all
conformational ensembles were exhaustive, and rigid docking
succeeded at the 2 Å rmsd level in all cases in finding the
native state.

Accuracy of MMGB Optimization and Scoring. While
docking methods should be expected to generate the native

Table 3. rmsds of Best Scoring Posesa

a Coloring is the same as in Table 2. In addition, for cases that MMGB scoring failed with the MMGB Rigid MD/Min protocol, their PDB codes
are in magenta cells.
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pose in the vast majority if not all cases, the more challenging
problem of identifying the native pose as the most energeti-
cally favorable is considerably more formidable and can
depend heavily on how one handles characterization of the
protein. FlexX, GOLD, Surflex, and the MMGB Flex
protocols make no modifications to the original PDB
coordinates, while Glide and the MMGB Rigid protocols
relax steric overlaps and other unfavorable geometries of the
protein in the presence of the native ligand pose found in
the PDB entry. Not surprisingly, protocols which reorganize
the protein around the native ligand pose perform signifi-
cantly better. Table 3 summarizes and compares the results
of our 4 different MMGB scoring protocols with DOCK 4.0
itself, and the literature results that have been reported for
FlexX, Gold, Surflex, and Glide.

Two key findings reported in the Glide validation paper
are that (1) the top scoring poses by Glide exceeded the 2 Å
rmsd at a significantly lower rate than that of FlexX, Gold,

and Surflex and that (2) Glide results in a lower average
rmsd than the other methods. While Glide prepares the
protein sites by performing a series of restrained minimiza-
tions on the entire protein-ligand complex, with a 10 kcal/
mol‚Å2 positional restraint on all heavy atoms, we relax only
those residues within 2 Å of theinhibitor and other charged
residues which are in direct contact with the inhibitor. On
the GOLD 79 set, Glide reports failure at the 2 Å level on
14 cases22 (18%), while the closely related MMGB Rigid
Min protocol fails on 12 cases (15%) and the MMGB Rigid
MD/Min protocol fails on only 8 cases (10%). In terms of
rmsd for the top scoring poses, an average of 1.36 Å is
accomplished by Glide, 1.42 Å for the MMGB Rigid Min
protocol, and 1.15 Å for the MMGB Rigid MD/Min protocol
(Table 3). As Glide only minimizes the ligand in the presence
of the rigid relaxed protein, it is not surprising that its results
are essentially equivalent to that of the MMGB Rigid Min
protocol. In contrast, the greater sampling afforded by

Table 2. Lowest rmsds Found in Surflex and Four MMGB Protocolsa

a The four cases that DOCK 4.0 failed on have their PDB codes highlighted in red. In the table body, rmsd values exceeding 3.0 Å are in red
cells; those that are less than 2.0 Å are considered correct and are in cyan cells.
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molecular dynamics leads to a marked improvement in both
the failure rate at the 2 Å rmsd level and in the average rmsd
of the lowest energy poses.

While comparing the single pose of the lowest MMGB
energy with the native pose is unequivocally objective, when
using this method in support of lead optimization, we share
not only the model of the absolute global MMGB minimum
but also other binding modes residing within a reasonably
small yet somewhat arbitrary range above the global
minimum. Among a set of bound poses, one can define
unique binding modes by first calculating the pairwise heavy
atom rmsds and then requiring that no two members within
a single binding mode (conformational family) be within a
certain arbitrary rmsd distance apart. Using a 2 Å rmsd
cutoff, we find that the majority of the test cases (ranging
from 65-86% as shown in Table 4) result in a single binding
mode for all poses within 3 kcal/mol of the global MMGB
minimum, regardless of which MMGB optimization and
scoring protocol we employ. Not surprisingly, as more
flexibility is added into the system, the average number of
discrete binding modes within 3 kcal/mol of the global
minimum increases, and the number of cases with a single
binding mode decreases accordingly, as seen in Table 4,
reading from left to right. Accounting for protein flexibility
as well as the use of molecular dynamics during optimization
both lead to greater binding mode diversity within 3 kcal/
mol of the global minimum. When taking into account
additional binding modes within a 3 kcal/mol cutoff on the
GOLD 79 set, we find that the MMGB Rigid Min failure
rate improves from 15% to 10%, while that of the MMGB
Rigid MD/Min failure rate improves from 10% to 5%.

When assessing closely related analogs of a single series,
for which one member has been cocrystallized, the use of
the MMGB Rigid protocols may be appropriate. However,
optimization of the protein around the ligand introduces bias
toward the correct answer in accordance with preferences
of the force field that is used for the protein relaxation.
Moreover, this treatment can lead to greater difficulty when
attempting to dock more distantly related analogues. Our
main goal at the onset of implementing this MMGB
optimization/scoring stage was to allow for protein residues

to respond on-the-fly to the presence of each ligand’s docked
poses. While the option to rigidify the protein leads to
unparalleled results in docking accuracy, the freedom to
allow for dynamic protein flexibility has proven more useful
in our work, albeit less accurate, when attempting to dock
ligands disparate from the cognate one (data not presented).
Encouragingly, when comparing the MMGB flexible protein
optimization protocols to that of the other popular docking
methods which use the original PDB coordinates, we find
comparable accuracy. While FlexX, GOLD, and Surflex
report failure rates at the 2 Å level of 35%, 24%, and 24%
for the best scoring poses, respectively, the MMGB Flex Min
protocol fails at a rate of 28%, and the MMGB Flex MD/
Min fails at a rate of 37% (Table 3). When also considering
conformers within 3 kcal/mol of the global minimum, these
rates drop to 20% for both MMGB protocols (Table 4). When
comparing the average rmsd for the poses with the best
scores, those from the MMGB flexible protein protocols are
highly similar to those from GOLD and Surflex.

While the MMGB Flex approach performs favorably on
the nondruglike GOLD 79 set, Table 5 illustrates that it
performs just as well on the pharmaceutically relevant PDB
recurrent 14 set. Interestingly, while the Min outperformed
the MD/Min optimization on the GOLD 79 set, we find little
difference between the two optimization schedules on this
more well-behaved test set; both fail at the 2 Å level on 4
of the 14 cases (29%), with 1owj as the single failure in
common, and the average rmsds for the lowest energy
MMGB poses are 1.5 Å and 1.4 Å. One aspect, that the two
optimization routines show some disparity in, is the quality
of conformers within 3 kcal/mol of the global MMGB
minimum, where the added molecular dynamics lead to a
marked improvement. While taking these additional bound
poses into consideration leads to better docking accuracy in
both cases, decreasing the number of failures from 4 down
to two (Min) and to one (MD/Min), the average rmsd of the
best conformers drops considerably more in the MD/Min
protocol from 1.52 Å to 0.86 Å (the mean improves from
1.43 Å to 0.49 Å).

While we ran the two MMGB Rigid protocols on the
GOLD 79 set in order to run our approach in a manner
comparable to that reported by Glide, we ran only the more
unbiased MMGB Flex protocols on PDB recurrent 14 set.
In the same way, we routinely generate models for medicinal
chemistry compounds by using the MMGB protocols on
original PDB coordinates, without relaxing them around the
cognate ligand.

Limitations and Sources of Failure. In order to better
understand the limitations of this approach, we attempt to
identify the sources of failures. As alluded to above, DOCK
4.0 failed to generate a pose within 2 Å rmsd of the native
pose in 4 cases. In one (1glq) of those four DOCK 4.0
failures, MMGB Rigid optimization successfully drew a non-
native starting pose to the native state and scored it with the
most favorable MMGB energy. In the other three cases, all
of the docked poses were beyond the radius of convergence
of our optimization routines. Among the remaining 75 in
the GOLD 79 set, the most successful protocol, MMGB
Rigid MD/Min, failed on 5 additional cases (7%) due to
unambiguous scoring problems with MMGB: 1baf, 1hri,

Table 4. Effect of Including Poses within 3 kcal/mol of the
MMGB Global Minimuma

a Binding modes are considered new and distinct when they are
more than 2 Å rmsd away from any other pose in an existing binding
mode. As greater flexibility is incorporated during the optimization,
more binding modes emerge within 3 kcal/mol of the global MMGB
energy minimum.
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1lna, 1tni, and 3cpa, which are illustrated in Figure 3.
Encouragingly, among four of these five MMGB scoring
failures, at least one of the other MMGB protocols succeeded
in correctly identifying the binding mode.

In 1baf, the native pose of the hapten ligand for the murine
monoclonal antibody AN02 fails to rank as best with any of

the MMGB optimization/scoring protocols. While the crys-
tallographic structure stacks the hydrophobic center of the
ligand’s piperidin-1-ol functional group against the protein’s
negatively charged carboxylate oxygen atom from Asp49,
the MMGB energy prefers a bound orientation in which the
ligand maintains the same general shape by flipping the

Figure 1. Process flow of the hierarchical dock/optimization/MMGB protocol. A total of 4 different MMGB optimization and
scoring protocols were compared. When using a flexible protein, incoming poses for each of the two protocols were optimized
both with and without restraints, and resultant poses were combined into a single protocol-specific pool and sorted according to
their MMGB energies which are calulated in each of the 4 protocols on the final minimized snapshot in the absence of restraints.

Table 5. MMGB Flex Results on the PDB Recurrent 14 Seta

a Among this smaller, pharmaceutically relevant test set, MMGB Flex protocols share only one failure in common when considering the
lowest MMGB energy, 1owj. The correct binding mode is present within 3 kcal/mol of the global minimum for both protocols.
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dinitrobenzene 180° and satisfying Asp49 with an ionic
interaction involving its positively charged basic ethyl amine.
By analyzing the various components of the MMGB energy,
we find that the crystallographic binding mode exhibits a
largely positive (repulsive) electrostatic interaction energy,
which agrees with the intuitive response one would have
upon visual inspection of this binding mode. Important to
note, however, is that the docking approach does find the

crystallographic binding mode for the hapten and assigns a
net negative (favorable) binding energy, despite the positive
electrostatics term. When given a choice between satisfying
a protein side-chain carboxylate with a charged group of
opposite sign or an aromatic ring, MMGB and all physically
based energy functions as well as most knowledge-based
scoring functions will prefer the former, although knowledge-
based methods may be able to dampen this effect

Figure 2. Structures of 4 docking failures from the GOLD 79 set. The four cases from the GOLD 79 set that DOCK 4.0 failed
to generate the native pose for are all highly flexible. Conformational ensembles for 1rds and 1tmn did not run exhaustively
within the arbitrary limit of 200 maximum conformers per small molecule.

Figure 3. Five MMGB scoring failures. Solvent accessible surfaces are shown for the five MMGB scoring failures from the
MMGB Rigid MD/Min protocol with both the native crystallographic binding mode of the ligand, colored in white, and for the
pose at the global MMGB binding energy minimum, colored in orange. 1baf and 1lna have shallow binding pockets and open
to bulk solvent, whereas with 1hri, 1tni, and 3cpa, surface cutouts are rendered in order to better illustrate the binding modes.
The magenta sphere in 3cpa is the tightly bound zinc counterion.
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out more. Thus, it is not surprising that most docking
methods had problems with this target. As we occasionally
find in cases such as 1baf, some crystallographic structures
seem to go against the grain of a conventional understanding.
In these rare instances, physically based energy functions
will invariably fail to properly rank order the native state as
best unless artificial tricks are implemented.

In two of the MMGB scoring failures, 1lna and 1tni,
MMGB favors poses that differ from the crystallographic
structures only in the positioning of highly flexible groups
directed out toward the solvent front. It is not surprising that
MMGB scoring fails on cases like these, where the native
ligand pose only partially occupies a wide pocket and there
are few stabilizing interactions from the protein on the highly
flexible ligand side chain. In a somewhat related scoring
failure, MMGB prefers a pose for 1hri that is a rigid body
translation of the native pose in a loose cylindrically shaped
binding pocket, with a long aliphatic chain spanning the bulk
of the long axis. In terms of lead optimization, the MMGB-
preferred poses for these three cases are roughly correct, show-
ing accurate geometries for the anchoring regions of the
ligands in the binding sites, with binding modes that would
be sufficient to generate new ideas for improving potency.

The fifth MMGB scoring failure comes from 3cpa, a
highly charged system in which the native pose places a
neutralized basic amine in contact with a zinc counterion,
while also desolvating the amide NH2 of the Asn144 side
chain and the backbone NH of Ile255 with a hydrophobic
edge of the ligand’s ethylphenol. MMGB prefers a pose in
which the ligand’s carboxylate group satisfies the positively
charged zinc counterion and the polar pocket, lined by
Asn144 and Ile255, is left unfilled by the ligand and thereby
blocked from bulk solvent.

Computational Cost of Optimization and Scoring.With
our arbitrary limits of 200 maximum conformers per
ensemble and 15 poses saved per conformer, any given
complex will pass on a maximum of 3000 poses to the
optimization and scoring phase (Figure 1), which for a typical
system consumes roughly 3-10 min of CPU-time per pose
on an Intel Pentium III 1 GHz processor. Thus, on a standard
MMGB Flex run, where we employ 200 CPU’s from our
Pentium III Linux cluster, each optimization protocol takes
at most 3 h ofwall-clock time per system (for both Flex
Min and Flex MD/Min); simpler runs such as the MMGB
Rigid ones take at most 1 h of wall-clock timer per system.
While a detailed description is not within the scope of this
work, we also use the flexible protein MMGB optimization
and scoring protocol as a follow-up for database virtual
screens, typically evaluating 50 000 to 100 000 docked poses
in an overnight run on our cluster.

Discussion
Performance on GOLD 79 Set Does Not Necessarily
Carry Over to a More Druglike Test Set. While the
compounds in the PDB recurrent 14 set have properties
consistent with those that we model on a regular basis in
support of drug discovery projects, the GOLD 79 set shows
little similarity. Because the energy functions in our general
approach were never trained on protein-ligand complexes,

they are insensitive to the disparity between the druglike PDB
recurrent 14 set and the nondruglike GOLD 79 set. This can
be seen in the comparable docking accuracy performance
of the unbiased flexible protein among the two sets. In
contrast, virtually all the scoring functions that are currently
implemented in docking suites have been largely trained to
perform well on test sets that show high similarity to and
overlap with the GOLD 79 set. Unfortunately, there is not a
pharmaceutically relevant test set that has been well bench-
marked, and the transferability of high accuracy for empirical
and knowledge-based scoring functions to test sets consisting
of only druglike compounds remains to be seen.

Increasing Protein Flexibility during Optimization
Extends Radius of Convergence, While Decreasing Ac-
curacy of Scoring.With our implementation of the MMGB
optimization, the degree of protein flexibility can be fine-
tuned to appropriately take into account the nature of
problem. In some instances, where medicinal chemists seek
to probe the space of a deep, well-defined pocket, Rigid
MMGB Min has functioned best and provided excellent
agreement with experimental structure-activity relationships
(data not presented). While Tables 3-5 indicate that added
protein flexibility tends, in general, to decrease overall
docking accuracy for redocking exercises, in general by
introducing more false positives, certain instances clearly
benefit from the added sampling afforded by the use of
molecular dynamics during the optimization. On the druglike
targets in Table 5, three of the four minimization alone
failures were successful with the Flex MD/Min protocol. In
many internal drug discovery projects, we have applied the
MMGB Flex MD/Min protocol to a chemical series very
different from one for which the cocrystal has been solved.
In some instances, we predicted new binding modes, which
were verified as correct by subsequent crystallographic
structures and were made possible only after substantial
movement of the protein, which the MMGB optimization
captured. For lead optimization, we often use FLAME15 to
align new compounds against the native pose from a lead
compound’s cocrystal and then rely on the MMGB Flex MD/
Min to tell us which compounds align well and fit without
any protein movement of the existing protein crystal
structure, which compounds align with poses having steric
clashes with the protein that can be annealed away on-the-
fly, and which compounds lead only to poses with insur-
mountable overlap with the protein or otherwise unfavorable
MMGB binding energies. Increasing protein flexibility during
the optimization phase increases the power at the expense
of some accuracy.

Sources of Greater Uncertainty in the MMGB Scor-
ing: Highly Charged Systems and Trapped Solvent
Pockets.MMGB has difficulty with highly charged systems,
particularly those in which the noncharged regions show
loose fitting. The correct balance between desolvation of
protein and ligand with that of the interaction energy is hard
to achieve. Also, we find that MMGB scoring does not
sufficiently penalize buried channels or pockets that are
sufficiently large enough for water molecules, as is the case
in 3cpa. While our discussion above of MMGB scoring
failures focused only on those from the MMGB Rigid MD/
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Min protocol, Tables 2 and 3 indicate that additional MMGB
scoring failures arose during the MMGB Flex protocols
where some alternate low-energy binding modes emerge as
more favorable, as was often the case on highly charged
systems and other instances, in which the lowest energy
binding mode buried a water pocket. A recent advance in
the Generalized Born solvation model that corrects the
molecular volume31 by using the molecular surface as
opposed to the van der Waals surface may help to alleviate
some of this error.

An important consequence of protein relaxation is the
repositioning of amino acids in accordance with the prefer-
ences of the force field, a change that can have a profound
effect on the local position of fully charged residues in a
highly charged complex, which can be significant despite a
small rmsd between all of the protein’s relaxed and original
non-hydrogen atoms of 0.3 Å or less. While the elimination
of troublesome steric clashes can be required for favorable
dispersion contact energies of properly docked conformers,
any relaxation of the protein active site can introduce bias
toward the shape of the native ligand state in accordance
with the energy function used to optimize the protein,
particularly for highly charged complexes.

Important Points To Consider When Incorporating
MMGB into the Docking Process. While the methods
described are general and should work, in principle, with
any robust physically based energy function and implicit
solvent model, the way that these physically based energy
functions are implemented is important. The protocols we
report in this paper are the result of significant trial and error.
In particular, the most important consideration is keeping
the vast majority of the protein fixed during the optimization.
This serves to reduce the noise, particularly those regions
not comprising the binding site. Otherwise, the thermal
fluctuation of an entire protein introduces error bars with
magnitudes that dwarf the magnitude of the binding energies,
thereby making it too difficult to detect the signal among
the noise. This approximation of keeping the protein largely
rigid naturally does not account for differing degrees of
protein distortion when comparing MMGB energies from
different binding modes, thereby leading to larger error bars
when comparing ligands that bind very differently to the
same protein and when comparing MMGB binding energies
of different proteins. Alternatively stated, the MMGB ener-
gies in this work are not useful for comparing relative binding
energies between different proteins or between very different
conformations of a single protein. Another important con-
sideration is a final minimization following any molecular
dynamics run to a given gradient, so that local minima are
compared, instead of relying on the approximation that all
systems will reach the bottom of their energy wells in a fixed
number of minimization steps or relying on the more
egregious approximation that minimization need not be run
at all. Given that the depth of an energy well on a molecular
dynamics free energy landscape is exceedingly greater than
relative differences in binding energies between different
poses, one would have to adequately sample a given energy
well and capture a sufficient number of snapshots to make
a Boltzmann-weighted average well represented. This would

presumably entail molecular dynamics simulations signifi-
cantly longer than the 2 ps used in this work. We instead
make the approximation that most energy wells are deep and
hence have Boltzmann-weighted averages that are dominated
by energies at the bottom of the well, which we capture
through simple minimizations. The advantage of our ap-
proximation is higher throughput and applicability to virtual
screening in a reasonable time frame.

The approach in this work is not tied to DOCK for the
generation of poses. Most of the popular docking packages
should be capable of exhaustive runs that consistently
generate the native pose in a maximum of a few CPU hours,
as DOCK 4 was able to in this work, despite its reported
inability to do effectively while using the default parameters32

for nonexhaustive runs. The optimization aspect of this
approach with user control over protein flexibility at a contact
distance and/or residue level does add more computer time
but provides features not available with other methods. While
the optimization and scoring may require orders of magnitude
more total CPU time, given the ubiquity and cost-effective-
ness of Linux-based clusters, the added value of MMGB
optimization and scoring requires less than a few hours of
wall-clock time. When the goal is to predict the binding mode
as accurately as possible, sacrificing a few hours on a Linux
cluster as opposed to a few hours on a single machine is a
small sacrifice, particularly when this allows for protein
flexibility and use of a reliable physically-based scoring
function.

Summary
With recent advances in the field of continuum solvent
models, we explored the idea of incorporating a purely
physically based MMGB energy into the docking process
not only that can lead to unparalleled levels of success in
redocking accuracy but also that can be run with varying
degrees of protein and/or ligand flexibility during an
optimization stage. This, in turn, makes for a robust
hierarchical docking approach which satisfies a gamut of
docking problems faced during the lead identification to lead
optimization stages of drug discovery.

Supporting Information Available: Changes made
to the GAFF parameters to exaggerate preferences for more
suitable small molecule conformations. This material is
available free of charge via the Internet at http://pubs.acs.org.
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Abstract: Empirical force field parameters consistent with the CHARMM additive and classical

Drude based polarizable force fields are presented for linear and cyclic ethers. Initiation of the

optimization process involved validation of the aliphatic parameters based on linear alkanes

and cyclic alkanes. Results showed the transfer to cyclohexane to yield satisfactory agreement

with target data; however, in the case of cyclopentane direct transfer of the Lennard-Jones

parameters was not sufficient due to ring strain, requiring additional optimization of these

parameters for this molecule. Parameters for the ethers were then developed starting with the

available aliphatic parameters, with the nonbond parameters for the oxygens optimized to

reproduce both gas- and condensed-phase properties. Nonbond parameters for the polarizable

model include the use of an anisotropic electrostatic model on the oxygens. Parameter

optimization emphasized the development of transferable parameters between the ethers of a

given class. The ether models are shown to be in satisfactory agreement with both pure solvent

and aqueous solvation properties, and the resulting parameters are transferable to test molecules.

The presented force field will allow for simulation studies of ethers in condensed phase and

provides a basis for ongoing developments in both additive and polarizable force fields for

biological molecules.

1. Introduction
The ether moiety is an important functional group in
molecules of biological and industrial importance. For
instance, tetrahydrofuran (THF) is a model for ribose,
deoxyribose, fructose, and other furanoses, and tetrahydro-
pyran (THP) is a model for glucose and other pyranoses.
Therefore, accurate parametrization of THF and THP is
necessary for the development of both nucleic acid and
carbohydrate force fields. Concerning linear ethers, dimethyl

ether (DME), diethyl ether (DEE), and dimethoyxethane
(DMOE) are commonly used organic solvents that are often
utilized in a biological context, an example being the use of
polyethylene glycol for the stabilization of protein based
drugs for which DMOE is an ideal model compound.

From the physical chemical point of view ethers include
a combination of the nonpolar aliphatic groups and polar
oxygen atoms capable of participating in hydrogen bonds,
including strong electrostatic interactions with cations.
However, beyond that local hydrogen-bonding capacity,
ethers are still relatively nonpolar, as evidenced by their small
dipole moments and dielectric constants (e.g., the dipole
moment of DEE is 1.15 and the dielectric constant is 4.24),1

which has led to their use as solvents for organic synthesis.
Therefore, the development of an empirical force field for
this class of compounds requires attaining the right balance

* Corresponding author phone: (410)706-7442; fax: (410)706-
5017; e-mail: amackere@rx.umaryland.edu. Corresponding
author address: 20 Penn Street, Baltimore, MD 21201.

† University of Maryland.
‡ National Institutes of Health.
§ Current address: Department of Chemistry, University of

Minnesota, 207 Pleasant St SE, Minneapolis, MN 55455.

1120 J. Chem. Theory Comput.2007,3, 1120-1133

10.1021/ct600350s CCC: $37.00 © 2007 American Chemical Society
Published on Web 03/06/2007



of dispersion, electrostatic and repulsive forces governing
the structure and dynamics of ethers in condensed phases
and, thus, correctly describing a wide range of their proper-
ties. Facilitating such parameter development is the wide
range of experimental data on the ethers. This includes a
variety of data on the pure solvents1 as well as free energies
of solvation.2 The availability of such data allows for an
adequate training set of compounds to rigorously optimize
the model as well as test compounds to validate the force
field.

To date several empirical force fields for ethers have been
presented. Linear ether (dimethyl ether (DME), methyl ethyl
ether (MEE), DEE) parameters were developed as part of
the MMFF94 force field.3 Recently, parameters for both
linear and cyclic ethers were developed in the framework
of the MM4 force field of Allinger and co-workers.4-8 Both
MMFF94 and MM4 force fields provide accurate descrip-
tions of the gas-phase properties of ethers including equi-
librium geometries, vibrational frequencies, and torsional
barriers. However, neither MM4 nor MMFF94 force fields
were tested in condensed-phase simulations.

Emphasis on the reproduction of condensed-phase proper-
ties was placed in the development of the alkyl ether param-
eters determined in the framework of OPLS united atom
(OPLS-UA)9 and all-atom models (OPLS-AA).10 In addition,
OPLS parameters for THF were developed for the simulation
of short polypeptides in this solvent.11 In other work all-
atom additive THF parameters were developed for use in
MD simulations using an automatic optimization approach
based on the simplex algorithm.12,13 Ether parameters have
also been developed for AMBER united-atom and all-atom
force fields14-16 and were tested using the compounds THF,
dimethyl ether, and methyl ethyl ether model compounds.

Smith and co-workers have developed both additive and
polarizable models of polyethylene oxide (PEO), its oligo-
mers, and related compounds including DMOE. These efforts
emphasized understanding the structure-property relation-
ship in polymer electrolytes comprised of a PEO-based
matrix, which was dopped with lithium salts.17-23 The
developed force field parameters for linear ethers were tested
against a wide range of experimental structural, dynamic,
and thermodynamic condensed-phase properties.

In this work we present a force field for both linear and
cyclic ethers in the context of the CHARMM empirical force
fields. Both an additive model and a polarizable model, based
on a classical Drude oscillator, are considered. Motivation
for the proposed work includes efforts in our laboratory to
develop an additive force field for carbohydrates compatible
with the CHARMM all-atom additive biomolecular force
fields.24-27 In addition, efforts are ongoing toward the
development of a polarizable force fields for biomolecules
based on a classical Drude oscillator. Those efforts have
included the development parameters for water,28,29ethanol,
alkanes,30 and aromatics31 along with the development of a
general protocol for determination of the partial atomic
charges and polarizabilities which was used to generate a
preliminary polarizable force field for DNA.32 More recently,
an atom based anisotropic polarizable model has been
developed,33 which is applied in the proposed work.

2. Computational Methods
QM calculations were performed using the Gaussian 03
program suite.34 Geometry optimizations were performed at
the MP2(fc)/6-31G(d) level. The MP2/6-31G(d) level of
theory has been found to provide molecular geometries
consistent with gas-phase experimental data.35 MP2/cc-pVTZ
single-point energy calculations were performed on MP2/
6-31G(d) optimized structures to obtain accurate estimates
of molecular dipole moments, relative conformational ener-
gies, and torsional energy profiles. It was recently deter-
mined36,37 that MP2/cc-pVTZ//MP2/6-31G(d) and MP2/
cc-pVTZ//MP2-cc-pVTZ relative energies are quite similar
for a number of small model compounds including alcohols
and THP, motivating the use of the more economical hybrid
method.

QM calculations on the complexes of model compounds
with rare gas atoms (He and Ne) were performed at the MP3/
6-311++G(3d,3p) level38 with the intramolecular geometries
fixed at the MP2/6-31G(d) optimized structures. The location
of the minima were obtained using two distance scans based
on MP3/6-311++G(3d,3p) single point energy calculations.
The scans involved a preliminary 0.1 Å scan to identify the
region of the energy minimum followed by a 0.01 Å scan
from which the minimum was identified.

QM calculations on the complexes of model compounds
with water molecule were performed using the gas-phase
MP2/6-31G(d) optimized conformers of the model compound
and the gas-phase experimental geometry of water molecule
(R(OH) ) 0.9572 Å,∠HOH ) 104.52°). For the additive
CHARMM force field, constrained HF/6-31G(d) optimiza-
tion of the complexes was performed where both monomer
geometry and orientation were fixed, and only the interaction
distance was optimized, as previously performed.27,39 The
optimized interaction distance and energy scaled by a factor
of 1.16 were used as reference values for consistency with
the CHARMM22 parameter development protocol.27 The
same protocol was applied for the polarizable model with
MP2/6-31G(d) used to identify the water-model compound
interaction minima with the interaction energies obtained via
LMP2/cc-pVQZ(-g) single point calculations using the
program Jaguar.40 This level of theory provides an accurate
estimate of the gas-phase interaction energies and geometries
for a number of hydrogen-bonded dimers41 at a reasonably
low computational cost due to the use of the local MP2
(LMP2) method,42,43 where only a subset of the virtual
orbitals is used for the calculation of the perturbed wave-
function.

To obtain experimental target data for bond, valence angle,
and dihedral angle distributions for the model compounds,
surveys of the Cambridge Structural Database44 were per-
formed. Each model compound was used as a search template
with acyclic R (i.e., R) C or H) substituent(s) allowed.
Distorted structures, structures containing errors, ones with
R-factor> 0.1, and powder structures were excluded from
the surveys. Organometallic compounds and structures
containing ions were also excluded, since the close proximity
of ions and/or metals can substantially influence values of
internal parameters. The histograms for the geometric
parameter distribution were plotted using the program Vista.45
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Their most probable values were obtained as the average
of the values contributing to the largest peak on the
histogram.

Empirical force field calculations were performed with the
program CHARMM.46,47Polarizability was introduced using
the classical Drude oscillator model by attaching massless
charged particles to the core of polarizable atoms (e.g., only
non-hydrogen atoms in the present model) via a harmonic
spring with a force constant,kD. The partial atomic charge
of a polarizable atomq is redistributed between the Drude
particle and atomic core. The sign of the charges on Drude
particlesqD is chosen to be negative by analogy with the
electron charge.32 The magnitudes ofqD can be unambigu-
ously determined from the atomic polarizabilities using the
relationshipR ) qD

2/kD. The charge on the atomic coreqc is
determined by subtracting the Drude charge from the charge
on the atom-Drude pairq, such that each atom-Drude pair
forms a dipoleqD‚d whered is the displacement vector going
from the atomic core to its Drude particle. Thus, the
electrostatic energy termUelec in the additive potential energy
function was modified to include Coulombic interactions
between atomic cores and Drude particles. As in the additive
CHARMM force field, interactions between core atomic
chargesqc are excluded for 1-2 and 1-3 atom pairs.
However, theUelec term is modified to take into account
screened 1-2 and 1-3 dipole interactions between Drude
oscillators.48 The screening is implemented through the
smearing of the charge on the Drude particle and real atom
using a Slater distribution with a dimensionless parameter
2.6.

In addition to the modified electrostatic term, the termUself

describing the self-energy of a polarizable atom via the
harmonic term 0.5dK (D)d is included in the potential energy
function.32 The Drude force constant is generally treated as
isotropic; however, for hydrogen bond acceptor atoms it is
treated as a tensorK (D), where the diagonal elementsKxx

(D),
Kyy

(D), andKzz
(D) determine the stiffness of the atom-Drude

bond in three orthogonal directions (defined using a local
intramolecular reference frame) allowing for anisotropic
polarizability; note that the higher values ofK correspond
to lower polarizability along a given direction. The case of
Kxx

(D) ) Kyy
(D) ) Kzz

(D) ) kD corresponds to the isotropic
polarizability and is applied to all the carbon atoms in the
present study. For oxygen the atomic polarizability anisotropy
was defined asKxx

(D) ) 1100, Kyy
(D) ) 800, andKzz

(D) )
1100 kcal/(mol‚Å2) as determined for methanol.33 The same
anisotropic model was used for the ethers since O in both
alcohols and ethers has the same sp3 hybridization state and
thus is expected to have similar shape of the polarization
response. The intramolecular frame defining the polarization
anisotropy was with thex-axis in the plane along the COC
bisector, they-axis is perpendicular to the COC plane, and
the z-axis is orthogonal to bothx andy axes. The isotropic
atomic polarizability withkD ) 1000 kcal/(mol‚Å2) was
applied to all carbon atoms.

In addition to the anisotropic polarizability, two virtual
charge sites away from the atomic core were added to the
ether oxygen atom to account for the asymmetry in the
electron charge density around that atom. The sites are

traditionally attributed to the presence of lone pairs (LPs),
i.e. an electron pair in the valence shell of the atom not
involved in the formation of a covalent bond. Such a model
adjustment has been shown to better predict the anisotropy
of the interactions of a water molecule in different orienta-
tions about hydrogen bond acceptors as compared to atom
centered charges.33,49 The determination of the LP partial
charges are included in the fitting procedure. However, their
positions were not optimized during the fitting but rather
adjusted manually based on achieving as small as possible
root-mean-square error (RMSE) of empirical vs QM elec-
trostatic potentials (ESP) and the qualitative reproduction of
the variation of the local QM ESP around the oxygen atom.33

The CHARMM LONEPAIR facility was used for the
placement of the virtual particles.

Partial atomic charges and atomic polarizabilities for the
Drude polarizable model were determined from restrained
fitting to the B3LYP/aug-cc-pVDZ perturbed electrostatic
potential (ESP) maps using MP2/6-31G(d) optimized ge-
ometries, as previously described.32 The ESP grid points were
located on concentric nonintersecting Connolly surfaces
around the ether molecule. In order to determine both atomic
polarizabilities and partial atomic charges from the single
fitting procedure, a series of perturbed ESP maps was
generated by placing point charges of magnitude+0.5e on
Connolly surfaces along chemical bonds, around the ether
oxygen atoms (to probe lone pairs) and in the gaps between
the initially placed ions to achieve nearly equidistant cover-
age of the molecular shape. Connolly surfaces of perturbation
charges and grid points were generated with size factors 2.2
(charges and grid), 3.0 (grid), 4.0 (charges), 5.0 (grid), and
6.0 (grid). The size factor multiplied by the vdW radius of
the corresponding atom determines its distance from the
corresponding Connolly surface. In addition, for the oxygens,
additional perturbation ions and grid points with a size factor
of 1.3 were included. This proximal surface, along with the
grid at 2.2, takes into account the details of the electrostatic
environment of the molecule around the region where
hydrogen-bond and other direct interactions take place,
whereas the more distal surfaces provide a more accurate
description of the dipolar and polarizability response of the
entire molecule since the point charge approximation works
well at larger distances. During fitting parabolic restraints
were applied to the initial values of both the charges and
polarizabilities with the weighting factor of 10-5 Å-2 for all
atoms except for ether oxygens, for which 10-1 Å-2 was
used in order to maintain its electroneutrality. Additionally,
a flat well potential with the half-width of 0.1e was used for
atomic polarizabilities. Fitting to the same charge and
polarizability values was imposed for chemically equivalent
atoms. For the oxygen atoms the charge was moved to LP
particles during the fitting procedure, while the polarizability
was maintained on the atomic core of the parent oxygen.
Thus, each LP effectively receives one-half of the O charge,
with the oxygen having a charge of zero. Initial values for
the partial atomic charges were from the additive CHARMM
model, and for atomic polarizabilities Miller’s ahp polariz-
ability valuesRahp were modified to account for the non-
hydrogen only polarizable model being used.32,50
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Molecular dynamics (MD) simulations were performed at
298.15 K and 1 atm pressure using the new velocity Verlet
integrator51 implemented in CHARMM. A Nose´-Hoover ther-
mostat with a relaxation time of 0.1 ps was applied to all
real atoms to control the global temperature of the system.
A modified Andersen-Hoover barostat with a relaxation time
of 0.1 ps was used to maintain the system at constant pres-
sure. Condensed-phase MD simulations were performed using
periodic boundary conditions and SHAKE to constrain cova-
lent bonds involving hydrogens.52 Electrostatic interactions
were treated using particle-mesh Ewald (PME) summation53

with a coupling parameter 0.34 and sixth-order spline for
mesh interpolation. Nonbond pair lists were maintained out
to 14 Å, and a real space cutoff of 12 Å was used for the
electrostatic and Lennard-Jones terms with the latter truncated
via an atom-based force switch algorithm,54 unless noted.
Long-range contributions to the van der Waals terms were
corrected for as previously described.55,56 The extended
Lagrangian double-thermostat formalism51 was used in all
polarizable MD simulations where a mass of 0.4 amu was
transferred from real atoms to the corresponding Drude par-
ticles. The amplitude of their oscillation was controlled with
a separate low-temperature thermostat (atT ) 1.0 K) to en-
sure that their time course approximates the SCF regimen.51

A box of 128 molecules was used for the pure solvent
simulations of all model compounds. It was shown previously
that this number of molecules is adequate to achieve
convergence for Drude polarizable MD simulations of neat
liquid propane to within 0.5% for both molecular volumes
and heats of vaporization.30 To obtain adequate sampling,
ten independent MD simulations were run for 150 ps for
the box of each model compound with different initial
velocities, and the final 100 ps were used for the analysis.
The results of 10 simulations were averaged to get liquid-
phase properties and the standard deviations were calculated.
The molecular volumes were calculated as the average
volume of the monomer in the box, whereas the heats of
vaporization were obtained using a difference between the
average potential energy of the molecule in the gas phase
and the average potential energy of the monomer in the
liquid-phase plus thermal correction RT.57 Gas-phase simula-
tions required to calculate heats of vaporization were
performed using Langevin dynamics in the SCF regimen in
the case of the polarizable models. The same Drude force
constants as in the condensed-phase simulations were used
along with infinite nonbonded cutoffs. The friction coefficient
of 5.0 ps-1 was applied to all real atoms. Gas-phase
simulations were run individually for all 128 molecules in
the respective boxes for a duration of 1000 ps with the
monomer result being averaged over all 128 individual
simulations. The static dielectric constantsε of neat liquid
ethers and cycloalkanes were calculated from the dipole
moment fluctuations of the box as described before.29 The
high-frequency optical dielectric constantε∞ was estimated
from the Clausius-Mossotti equation, which relatesε∞ to the
molecular polarizability.29,58 For additive CHARMM force
field simulationsε∞ was set to 1.

Free energies of aqueous solvation were obtained via free
energy perturbations (FEP)59,60 using the staged protocol

developed by Deng and Roux.61 The protocol from our
previous study for calculating solvation free energy of
alkanes30 with minor modifications was utilized in this work.
The solvation free energies were computed as a sum of the
electrostatic, dispersive, and repulsive contributions. Each
term was obtained as a difference in the free energy of the
solute in water and in vacuum. The weighted histogram
analysis method (WHAM)62 was used to obtain the repulsive
term of the FE, whereas thermodynamic integration (TI) was
used to obtain the electrostatic and dispersive components
of the free energies from the simulations. The nonbonded
parameter truncation scheme applied in FEP simulations was
different from that used for regular MD simulations: energy
instead of force switch cutoff and no long-range LJ correc-
tions were used since these options are currently not
supported by the existing FEP code. Gas-phase simulations
were performed using Langevin dynamics as described
above. Separate FEP simulations consisting of 10 ps of
equilibration and 50 ps of production run were performed
for a given value of the coupling and/or staging parameter.
Three sets of simulations with different initial structures and/
or initial velocities were performed for both gas- and
aqueous-phase FEP calculations from which averages and
standard deviations were determined.

3. Results and Discussion
3.A. Initial Parameters and Optimization Strategy. Force
field parameters were optimized to maximize the quality of
the agreement with various target data while still maintaining
a reasonable level of transferability. Internal parameters were
initially transferred directly from CHARMM27 with ad-
ditional optimization, typically to the dihedral parameters,
performed as required. Electrostatic parameters were ob-
tained, in the case of the additive model, based on reproduc-
tion of the interactions with water as well as the target
condensed-phase properties. In the additive model atomic
charges for all H atoms of CHx groups were assigned to be
0.09 for consistency with the CHARMM22 and 27 force
fields. The partial atomic charge of carbon atoms in CHx

groups of cycloalkanes or ethers, excluding those covalently
bound to an oxygen, were adjusted to make the moiety
electroneutral (i.e.,-0.27 for CH3 and -0.18 for CH2).
Atomic charges of oxygens and the adjacent carbons were
determined iteratively based on the reproduction of the
reference dipole moment and interactions with water. With
the polarizable model, the charges and polarizabilities were
obtained from the ESP fitting procedure described in the
methods. The atomic polarizabilities were scaled by a factor
of 0.7, consistent with that used in the SWM4-NDP water
model.28 Validation of the use of scaling was based on the
reproduction of free energies of solvation as described below.

Adjustment of the Lennard-Jones parameters represents
the most difficult aspect of the optimization process. Initial
LJ parameters were from CHARMM27. Additional optimi-
zation was motivated by the necessity of the model to
adequately reproduce the target condensed-phase properties.
In addition, rare gas-model compound interactions were used
as target data as developed by Yin and MacKerell.38 In the
remainder of this section the motivation for the optimization
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performed on the individual model compounds (Figure 1) is
presented for the additive model followed by the polarizable
one. This is followed by an overview of the results for the
final selected models. Final parameters for all species are
included in Table S1 of the Supporting Information.

3.B. Motivation for Selection of Final Models: Additive
Force Field.As the aliphatic moieties represent a significant
portion of the ethers the initial step of the parameter
development was re-evaluation of the alkane parameters. This
involved testing the additive linear alkanes parameters, with
the LJ parameters previously developed for the Drude
polarizable model, C27m,30 along with the revised alkane
dihedral parameters, C27r.25 As may be seen in Table 1, these
parameters yielded good agreement with the pure solvent
properties for a range of alkanes up to decane. These
parameters, which involved changes in the LJ parameters
of the CH carbon and the LJ well depths of the aliphatic
CH2 hydrogens, represent a significant improvement over
the original CHARMM aliphatic parameters,38 especially in
the case of the longer alkanes.

As a major goal of the present work was the development
of models for cyclic ethers for use in biomolecules, tests

were next undertaken to verify if the linear alkane parameters
were appropriate for cyclopentane and cyclohexane. In the
case of cyclohexane, good agreement was obtained for the
pure solvent properties (Table 2) and for the free energies
of solvation (Table 3) indicating that those parameters were
acceptable. In contrast, with cyclopentane direct transfer of
the alkane parameters to the five-membered ring leads to
the molecular volume of 162.0( 1.2 Å3 and heat of
vaporization 6.39( 0.08 kcal/mol, which are 4.5 and
-6.2% differences from experiment (Table 2), respec-

Table 1. Pure Solvent Properties of the Alkanes Using the Modified Aliphatic LJ Parametersa

experimental datab C27rc C27md

compound T (K) Vm ∆Hvap Vm ∆Hvap Vm ∆Hvap

ethane 184.6 91.8 3.53 91.8 ( 0.9 3.42 ( 0.03 91.8 ( 0.8 3.42 ( 0.03
propane 231.1 125.7 4.51 126.0 ( 0.6 4.28 ( 0.03 124.7 ( 1.1 4.51 ( 0.04
butane 272.7 160.5 5.37 164.1 ( 1.3 5.05 ( 0.13 160.4 ( 0.9 5.33 ( 0.07
isobutane 261.4 162.5 5.12 162.3 ( 1.6 4.82 ( 0.06 160.5 ( 1.0 4.99 ( 0.05
heptane 298.2 244.9 8.76 248.2 ( 0.9 7.24 ( 0.16 243.4 ( 1.1 8.69 ( 0.12

312.2 249.1 8.53 254.3 ( 1.6 6.97 ( 0.16 249.2 ( 1.5 8.45 ( 0.14
decane 298.2 325.2 12.28 327.7 ( 1.9 10.29 ( 0.22 322.4 ( 1.2 12.48 ( 0.17

312.2 330.0 12.01 336.0 ( 1.6 9.86 ( 0.22 327.4 ( 1.7 12.27 ( 0.20
a Molecular volumes Vm are in Å3; heats of vaporization ∆Hvap are in kcal/mol. b Experimental data are from ref 1. c CHARMM27 parameters

are from ref 38 with modified alkane dihedral parameters from ref. 25. d C27r parameters with modified Lennard-Jones parameters from ref 30.

Figure 1. Model compounds: (A) cyclopentane, CPEN; (B)
cyclohexane, CHEX; (C) tetrahydrofuran, THF; (D) tetrahy-
dropyran, THP; (E) dimethyl ether, DME; (F) methyl ethyl ether
MEE; (G) diethyl ether, DEE (H) 1,2-dimethoxyethane, DMOE.
Atom names correspond to the atom types used in the
definition of the parameters (Table S1, Supporting Informa-
tion).

Table 2. Molecular Volumes and Heats of Vaporization
for Cycloalkanes and Etherse

T, K exper additive %err Drude %err

Cyclopentane (CPEN)
Vm 298.15 157.3a 155.5 ( 0.8 -1.2 156.9 ( 0.9 -0.3
∆Hvap 298.15 6.82b 6.86 ( 0.03 0.6 6.76 ( 0.06 -0.9

Cyclohexane (CHEX)
Vm 298.15 180.6b 182.7 ( 1.0 1.2 182.4 ( 0.8 1.0
∆Hvap 298.15 7.89b 7.66 ( 0.05 -3.0 7.67 ( 0.04 -2.8

Tetrahydrofuran (THF)
Vm 298.15 135.6b 134.7 ( 0.5 -0.7 134.0 ( 0.8 -1.2
∆Hvap 298.15 7.65b 7.70 ( 0.04 0.7 7.80 ( 0.06 2.0

Tetrahydropyran (THP)
Vm 298.15 162.3b 164.3 ( 0.9 1.2 165.3 ( 0.3 1.8
∆Hvap 298.15 8.26b 8.25 ( 0.07 -0.2 8.27 ( 0.02 0.1

Diethyl Ether (DEE)
Vm 298.15 173.9a 172.4 ( 1.1 -0.9 171.8 ( 1.0 -1.2
∆Hvap 298.15 6.48b 6.87 ( 0.11 6.1 6.80 ( 0.10 4.9

Dimethoxyethane (DMOE)
Vm 298.15 173.6a 176.5 (1.1 1.7 176.6 ( 0.8 1.7
∆Hvap 298.15 8.79b 8.80 ( 0.24 0.1 8.79 ( 0.1 0.0

Dimethyl Ether (DME)
Vm 248.34 104.9c 106.4 ( 1.1 1.4 106.6 ( 0.9 1.6
∆Hvap 248.34 5.14b 5.19 ( 0.10 0.9 4.94 ( 0.05 -3.9

Methyl Ethyl Ether (MEE)
Vm 273.20 137.5d 138.9 ( 0.9 1.1 137.5 ( 0.6 -0.4
∆Hvap 280.60 5.90b 5.90 ( 0.08 0.1 5.72 ( 0.06 -3.1

a Experimental data are from ref 87. b Experimental data are from
ref 1. c Experimental data are from ref 88. d Experimental data are
from ref 89. e Molecular volumes Vm are in Å3; heats of vaporization
∆Hvap are in kcal/mol.

Table 3. Solvation Free Energies in Aqueous Solution for
Cycloalkanes and Ethersa

exper additive diff Drude diff

CPEN 1.20 0.73 ( 0.21 -0.47 0.81 ( 0.39 -0.39
CHEX 1.23 0.89 ( 0.45 -0.34 1.42 ( 0.21 0.19
THF -3.47 -3.34 ( 0.19 0.13 -3.78 ( 0.15 -0.31
THP -3.12 -3.35 ( 0.05 -0.23 -3.20 ( 0.83 -0.08
DEE -1.76 -2.00 ( 0.35 -0.24 -1.60 ( 0.11 0.16
DMOE -4.84 -4.52 ( 0.59 0.32 -3.78 ( 0.59 1.06
DME -1.92 -1.44 ( 0.32 0.48 -1.25 ( 0.22 0.67
MEE -1.74 ( 0.22 -1.38 ( 0.16

a Solvation free energies are in kcal/mol. See Table 2 and Figure
1 for compound names. Experimental data are from ref 2.
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tively. This level of disagreement appears to be associated
with strain in the smaller ring, as evidenced by increased bond
lengths and the smaller angles in the 5-membered ring versus
both the 6-membered ring and linear alkanes as evident from
both experimental gas phase and crystal as well as QM geo-
metric data (see Tables S2-S5 of the Supporting Informa-
tion). Based on the experimental heats of vaporization a strain
energy of 5.3 kcal/mol has been estimated for cyclopentane
versus a negligible strain energy of-0.4 kcal/mol for
cyclohexane.63 It is therefore suggested that the strain impacts
the dispersion/repulsion interactions of the molecule, requir-
ing additional optimization of the LJ and internal parameters.

Additional support for the optimization of LJ parameters
specific for cyclopentane comes from Bader’s atoms in mole-
cules theory. It was shown that the atomic properties of meth-
yl and methylene groups in linear hydrocarbons such as
charges, energies, and volumes are transferable across a
series,64,65 which is consistent with the use of the same
nonbonded force field parameters. However, in cycloalkanes,
due to geometric strain, differences from “standard” alkane
CH2 group atomic properties were observed for cyclopropane
and to a lower degree for cyclobutane and cyclopentane. The
differences in the atomic energies correlated with the
experimental strain energies.65 A noticeable increase in
theatomic volume for C and decrease for H atom in
cyclopropane and cyclobutane compared to average alkane

values were also observed.64 No such changes were detected
for cyclohexane.64,65Since atomic volumes and energy might
be at least qualitatively correlated to LJ radii and well depths,
the requirement for unique parameters for CPEN can be thus
justified.

Additional optimization of the cyclopentane LJ parameters
followed the standard CHARMM procedure.38 Following this
additional optimization the resulting parameters yield excel-
lent agreement for the pure solvent properties (Table 2) with
errors well within the target values of 2%, and provided
smaller fluctuations about average differences and ratios of
interaction energies and distances with respect to QM data
for complexes with rare gases (Table 5 and Figure 3).
Moreover, the free energy of solvation is in acceptable
agreement with experiment, being too favorable by∼0.5
kcal/mol (Table 3). These LJ parameters were then used in
THF during the subsequent optimization of that molecule.

Additive force field parameters were developed for the
cyclic ethers, THF and THP, starting with the CH2 group
parameters for cyclopentane and cyclohexane, respectively.
In the final models identical partial atomic charges and the
LJ parameters of the oxygen for the two compounds were
shown to reproduce interactions with water (Table 4) as well
as pure solvent properties (Table 2) and the free energies of
aqueous solvation (Table 3). Concerning the interactions with
water, the empirical

Table 4. Ether Gas-Phase Interaction Energies with a Water Moleculea

QM (HF) additive QM (LM2/MP2) Drude

molec conf orient Rmin IE Rmin IE dIE Rmin IE Rmin IE dIE

THF C2 O1_180 2.01 -6.39 1.72 -5.87 0.52 1.95 -5.45 1.77 -5.24 0.20
THF C2 O1_120 1.98 -6.95 1.73 -6.51 0.44 1.90 -5.95 1.75 -5.93 0.02
THF Cs O1_180 2.02 -5.99 1.72 -6.06 -0.07 1.96 -5.09 1.77 -5.32 -0.23
THF Cs O1_120 2.01 -6.47 1.73 -6.47 0.00 1.93 -5.47 1.75 -5.80 -0.33
THF RMSE 0.48 0.32
THP chair O1_180 2.01 -6.05 1.71 -6.23 -0.18 1.94 -5.23 1.78 -5.02 0.21
THP chair O1_120 2.01 -6.34 1.72 -6.49 -0.16 1.92 -5.54 1.77 -5.47 0.08
THP RMSE 0.17 0.16
DEE tt O3_180 2.03 -5.99 1.75 -6.14 -0.15 1.94 -5.41 1.82 -5.03 0.38
DEE tt O3_120 2.02 -6.76 1.76 -6.50 0.26 1.91 -6.00 1.81 -5.32 0.68
DEE gt O3_180 2.02 -6.16 1.75 -5.69 0.47 1.93 -5.60 1.83 -4.46 1.15
DEE gt O3_120 2.04 -6.47 1.83 -6.04 0.44 1.92 -5.99 1.88 -4.94 1.05
DEE gg O3_180 2.01 -6.21 1.74 -5.42 0.78 1.94 -5.49 1.84 -4.01 1.48
DEE gg O3_120 2.08 -5.88 1.89 -5.22 0.66 1.96 -5.44 1.95 -4.08 1.36
DEE RMSE 0.51 1.09
MEE t O3_180 2.02 -5.94 1.75 -5.69 0.25 1.94 -5.24 1.82 -4.62 0.62
MEE t O3_120 2.02 -6.46 1.76 -6.12 0.34 1.92 -5.78 1.81 -5.01 0.78
MEE g O3_180 2.01 -6.09 1.75 -5.22 0.87 1.94 -5.56 1.83 -4.04 1.51
MEE g O3_120 2.04 -6.24 1.83 -5.69 0.55 1.94 -5.81 1.88 -4.67 1.13
MEE RMSE 0.56 1.07
DME s O2_180 2.02 -5.87 1.75 -5.24 0.63 1.95 -5.01 1.82 -4.23 0.78
DME s O2_180 2.02 -6.10 1.76 -5.73 0.37 1.94 -5.47 1.81 -4.71 0.76
DME RMSE 0.51 0.77
DMOE ttt O2_180 2.01 -5.78 1.75 -5.32 0.46 1.93 -5.22 1.81 -4.48 0.73
DMOE ttt O2_120 2.02 -5.95 1.77 -5.27 0.67 1.92 -5.42 1.81 -4.65 0.77
DMOE ttt O2_240 2.05 -5.16 1.79 -4.71 0.45 1.94 -5.27 1.82 -4.36 0.91
DMOE ttt O5_180 2.01 -5.78 1.75 -5.32 0.46 1.93 -5.22 1.81 -4.48 0.73
DMOE ttt O5_120 2.02 -5.95 1.77 -5.27 0.67 1.92 -5.42 1.81 -4.65 0.77
DMOE ttt O5_240 2.05 -5.16 1.79 -4.71 0.45 1.94 -5.27 1.82 -4.36 0.91
DMOE gtt O2_180 2.02 -5.59 1.76 -4.80 0.79 1.95 -5.04 1.83 -3.92 1.12
DMOE gtt O2_120 2.02 -5.83 1.77 -5.23 0.60 1.93 -5.19 1.82 -4.25 0.93
DMOE gtt O2_240 2.18 -3.79 1.92 -2.98 0.81 2.01 -4.01 1.95 -3.22 0.79
DMOE gtt O5_180 2.02 -5.38 1.75 -4.91 0.47 1.94 -5.04 1.81 -4.26 0.78
DMOE gtt O5_120 2.03 -5.75 1.78 -5.10 0.65 1.93 -5.14 1.82 -4.44 0.70
DMOE gtt O5_240 2.05 -4.86 1.79 -4.32 0.54 1.94 -4.93 1.82 -4.24 0.70
DMOE tgg O2_180 2.16 -4.64 1.83 -4.66 -0.02 2.03 -4.28 1.86 -4.02 0.27
DMOE tgg O2_120 2.74 -3.68 2.40 -2.60 1.08 2.21 -3.19 1.94 -4.65 -1.46
DMOE tgg O2_240 2.07 -4.57 1.80 -4.10 0.47 1.95 -4.81 1.82 -4.24 0.57
DMOE tgg O5_180 2.00 -6.64 1.74 -6.31 0.34 1.94 -5.69 1.83 -4.51 1.18
DMOE tgg O5_120 2.01 -6.39 1.75 -6.07 0.33 1.92 -5.57 1.80 -4.84 0.73
DMOE tgg O5_240 2.56 -5.12 2.02 -6.10 -0.98 2.29 -3.95 2.40 -2.55 1.40
DMOE RMSE 0.62 0.90

a Interaction energies (IE) are in kcal/mol; minimum interaction distances (Rmin) are in Å. QM data are either from scaled HF/6-31G(d)//HF/
6-31G(d) (reference for additive model) or LMP2/cc-pVQZ//MP2/6-31G(d) calculations (reference for Drude model).
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values are in good agreement with the target scaled HF/6-
31G* values for the interaction energies, while the distances
are underestimated by∼0.3 Å. Such an offset is consistent
with previous studies showing the need for decreased
minimum interaction distances in the empirical model to
reproduce the density of the pure solvent.26,27Use of the same
nonbond parameters for the oxygens indicates the transfer-
ability of the model. However, the optimized internal
parameters were different reflecting the strain associated with
the formation of the five-membered ring for THF, similar
to that for cyclopentane.

Following completion of the cyclic ethers, the linear ethers,
dimethyl ether (DME), methyl ethyl ether (MEE), diethyl
ether (DEE), and dimethoxyethane (DMOE) were studied.
For these compounds the oxygen LJ parameters from cyclic
ethers were used directly with additional optimization of the
oxygen partial atomic charges and the internal parameters
undertaken. The oxygen partial charges were adjusted to
better reproduce the neat liquid properties as well as
interactions with water and solvation free energies across
the series of compounds. In the final model the same charges
were used for the oxygen and adjacent carbons in all the
linear ethers. Such transferability is desirable to allow for
the parameters to be applied to other ethers; however, due
to simplicity of the model, it makes it impossible to reproduce
all target properties with the same degree of accuracy. Thus,
the final model, with a partial charge of-0.34 on the
oxygens, yields good agreement for the pure solvent proper-
ties (Table 2) for all model compounds except for DEE, for
which the heat of vaporization was overestimated by 6.1%.
In addition, the free energy of solvation is too unfavorable
by 0.5 and 0.3 kcal/mol (Table 3) for DME and DMOE,
respectively, while it is slightly too favorable for DEE by
0.2 kcal/mol. These results correlate well with the interaction
energies with water, which are underestimated with respect
to the target data for DME, MEE, and DMOE but are in
good agreement for thett conformer of DEE (Table 4).
Efforts to correct for the overestimation of the heat of
vaporization for DEE by decreasing the partial charge on O
to -0.30 lead to the reduction of this error to 2.7%. However,
this DEE model underestimates the interaction energies with

water (by 0.5-0.8 kcal/mol for the tt conformer) and
solvation free energy by approximately 0.5 kcal/mol com-
pared to target values. Moreover, the transfer of these
parameters to other linear ethers leads to a substantial
underestimation of the heat of vaporization (by 4.9% for
DME, 3.9% for MEE and 3.0% for DMOE). Thus, the partial
charge on oxygen was set to the value of-0.34 for all linear
ethers in the additive model.

3.C. Motivation for Selection of Final Models: Drude
Polarizable Force Field.A similar strategy as applied to
the additive model was used for the development of the
polarizable ether parameters. For cyclohexane direct transfer
of the linear alkane charges, polarizabilities, LJ, and internal
parameters lead to an underestimation of the heat of
vaporization by 3.2% (not shown), while the free energy of
solvation was too favorable by 0.8 kcal/mol (not shown).
This motivated the refitting of the electrostatic parameters
via the QM ESP approach and the scaling of the final
polarizabilities by 0.7, as performed for the SWM4-NDP
water model,28 aromatic,31 and polar-neutral species (A. D.
MacKerell, Jr. et al., work in progress). This model yielded
pure solvent properties in satisfactory agreement with experi-
ment (Table 2) and, importantly, an improved free energy
of solvation (Table 3). With cyclopentane, direct transfer of
the linear alkane parameters again gave poor pure solvent
properties (the molecular volume was too large by 5.3%,
whereas the heat of vaporization was underestimated by
8.0%), and the free energy of solvation was too favorable
by ca. 0.5 kcal/mol, as occurred in the additive model.
Accordingly, optimized LJ and internal parameters were
taken from the additive cyclopentane model, and these were
initially combined with the electrostatic alkane parameters.
This model did show significant improvements in the pure
solvent properties (the errors in both molecular volume and
heat of vaporization were less than 1%) although the free
energy of solvation, as with cyclohexane, was too favorable
by ∼0.7 kcal/mol. Accordingly, charge and polarizability QM
ESP fitting was performed with the polarizabilities scaled
by 0.7, as with cyclohexane, yielding the final Drude model.
This model again gave good agreement for the pure solvent
properties (Table 2) and improved agreement for the free
energy of solvation (Table 3), with the calculated value being
∼0.4 kcal/mol more favorable than the experimental value.
Thus, satisfactory polarizable models of cyclohexane and
cyclopentane required explicit fitting of the charges and
polarizabilities with the scaling of fitted polarizabilities by
0.7. Such scaling has been used for the aromatic and polar
neutral species in the Drude model but not for the linear
alkanes. The need to perform such scaling suggests that the
cyclic structure of the compounds may alter their electrostatic
properties, perhaps via more correlation effects due to their
cyclic nature, making them behave more like polar com-
pounds.

Initial parameters for the internal and LJ terms in the Drude
polarizable model of the cyclic ethers were taken from the
additive models. Partial atomic charges and atomic polariz-
abilities were obtained from the ESP fitting procedure, with
atomic charges scaled to reproduce the reference dipole
moments and the polarizabilities scaled by a factor of 0.7.

Table 5. Root-Mean-Square Fluctuations about the
Average Differences and Ratios with Respect to QM Data
for the Minimum Interaction Distances and Energies for
Complexes of Cycloalkanes with Helium and Neona

helium neon

Rmin IE Rmin IE

differ ratio differ ratio differ ratio differ ratio

Cyclopentane (CPEN)

C27r 0.0579 0.0089 17.08 0.116 0.0358 0.0101 33.64 0.0358

additive 0.0486 0.0055 16.72 0.111 0.0259 0.0065 31.76 0.0350

Drude 0.0486 0.0055 16.68 0.112 0.0259 0.0065 32.73 0.0347

Cyclohexane (CHEX)

C27r 0.0492 0.0082 20.23 0.128 0.0249 0.0061 37.03 0.0390

additive 0.0535 0.0092 22.26 0.141 0.034 0.0089 40.28 0.0428

Drude 0.0535 0.0092 21.88 0.139 0.034 0.0089 41.84 0.0422
a Interaction energies (IE) are in microHartrees (mkH); minimum

interaction distances (Rmin) are in Å.
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By analogy with the additive models, for THF and THP the
optimized LJ parameters of the cyclopentane and cyclohex-
ane models, respectively, were used for the C and H atoms.
The LJ parameters of the oxygens were then adjusted to
reproduce the pure solvent and aqueous solvation properties.
The resulting models are in good agreement with experiment
for both the pure solvent (Table 2) and the free energies of
solvation (Table 3). The interactions energies with water are
also in good agreement with the target QM data with the
maximum difference being 0.3 kcal/mol (Table 4).

As with the cyclic ethers, internal parameters for the
polarizable linear ethers were obtained from the additive
model with the LJ parameters from the polarizable alkane
force field. Charges and polarizabilities were from the ESP
fitting procedure for DEE with fitted charges scaled to
reproduce the experimental dipole moment and with fitted
polarizabilities scaled by 0.7. These electrostatic parameters
were then adjusted to produce neutral terminal CH3 groups
and then transferred to the other linear ethers, DME, MEE,
and DMOE. Except for some dihedral parameters, most
internal parameters were directly transferred from the cor-
responding additive models. To obtain a fully transferable
polarizable Drude ether model and to be consistent with the
additive model, oxygen LJ parameters from THF and THP
models were also used for linear ethers. The resultant
parameters provide reasonable agreement for both the pure
solvent (Table 2) and aqueous solvation properties (Table
3). As for the additive model, the heat of vaporization of
DEE is substantially overestimated (4.9%), whereas those
for DME and MEE are underestimated by 3.9 and 3.1%,
respectively (Table 2). However, the molecular volumes for
all models were within 2% of the experimental values (Table
2). This level of agreement is similar to that of another
polarizable model reported for dimethyl ether.18 The solvation
free energies are in satisfactory agreement with experiment,
with the value for DEE being just 0.2 kcal/mol less favorable
than the reference value, whereas those for DME and DMOE
are too unfavorable by 0.7 and 1.1 kcal/mol, respectively.
Such poor performance for DMOE might be related to
sampling problems; additional studies are required to address
this issue. It should be also noted that this linear ether model
systematically underestimates the interaction energies with
water, especially for DME and DMOE (Table 4), which is
consistent with the trends in the solvation free energies (Table
3). Thus, the transferability of LJ parameters across ether
series can be achieved, but for some compounds the
agreement with experimental data needs to be sacrificed.
Since the main focus of this study is the development of the
ether parameters to be used in a biomolecular force field,
we concentrated on the derivation of THF and THP
parameters as templates for furanoses and pyranoses, re-
spectively. The development of more accurate linear ether
parameters, which are also important in biological molecules
(e.g., for linkages in oligo- and polysaccharides), may require
more extensive studies beyond the scope of the present work.

It should be noted that it is possible to achieve a very
good agreement for a wide range of molecular properties
for a particular compound. For instance, by optimizing LJ
parameters of the oxygen atom we were able to obtain a

Drude polarizable DEE model, which is in very good
agreement for pure solvent properties (0.1% error for both
molecular volume and heat of vaporization), aqueous sol-
vation free energy (less than 0.1 kcal/mol error), and
interaction energy with water (0 and 0.3 kcal/mol error for
two different interaction orientations for thett conformer).
However, the transfer of LJ and electrostatic parameters to
other linear ethers does not provide satisfactory results for
condensed-phase properties: heats of vaporization are un-
derestimated by 10.2, 8.1, and 6.8% for DME, MEE, and
DMOE, respectively.

3.D. Detailed Analysis of Final Models.A variety of
target data was used in the optimization of the present force
field for ethers, as discussed above. In this section, the overall
level of agreement with respect the various target data is
presented with emphasis on the results not discussed in the
preceding sections.

Gas-Phase Properties. Intramolecular parameters associ-
ated with the bond, valence angle, and dihedral angle terms
in the energy function were optimized to reproduce a variety
of gas-phase QM and experimental data. Presented in Tables
S3-S9 of the Supporting Information is the target data along
with the empirical optimized geometries for the model
compounds studied. Overall the level of agreement is
excellent. In virtually all cases the differences are within the
target ranges of 0.02 Å, 2° and 2° for the bonds, valence
angles, and dihedrals, respectively. Intramolecular parameter
optimization also analyzed the vibrational spectra. As shown
in Tables S10-S14 of the Supporting Information the overall
level of agreement is good. Note that emphasis was placed
on the treatment of the lowest frequency modes as these
correspond to those that have the largest impact in MD
simulations. However, for some of the lowest frequency
modes, sacrifices were made in the vibrational data to allow
for better reproduction of the relative energies of different
conformations of the target molecules.

Table 6 lists the relative conformational energies and
dipole moments of selected conformations for all model
compounds. In general, the conformational energies repro-
duce the target MP2/cc-pVTZ//MP2/6-31G(d) data well. The
energy of the planar D5h structure of cyclopentane is
underestimated in the empirical models, although the energy
is high enough to avoid significant sampling of this structure
in MD simulations; this trend extends to THF. With
cyclohexane the energies of the twist conformation are higher
in the empirical models than in the QM calculations, while
in THP the higher energy conformations are underestimated
in the empirical models. For the cyclic ethers, the present
QM data are consistent with previously reported data for
THF,67,68including pseudorotation profiles69-73 and THP.74-76

Similar trends are observed in the linear alkanes with the
higher energy conformations slightly overestimated in the
empirical models of DEE and MEE, while they are slightly
underestimated in DMOE. For DEE the experimental con-
formational energy difference between gt and tt is 1.14 kcal/
mol in solution,77 versus the gas-phase value of 1.36 kcal/
mol, indicating potential solution effects on the conformational
properties. Overall, these results along with the conforma-
tional energy surfaces shown in Figures S1-S13 of the
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Supporting Information support the ability of the empirical
models to reproduce the target QM data.

Dipole moments of the selected conformations of the
model compounds are also included in Table 6. In all cases
the values for the additive model overestimate the experi-
mental and QM target values. This is expected due to the
need to implicitly overpolarize the additive model as required
for treating the condensed phase due to the omission of
explicit polarizability in the model.39 With the polarizable
model, the empirical values are in good agreement with the
target values, a clear advantage of the polarizable model over
the additive model that is anticipated to play an important
role when the model is applied to environments of different
polarities. There is a tendency of the polarizable model to
underestimate the change in the dipole as function of

conformation (e.g., THP and DMOE) although this trend is
within acceptable limits.

Interactions of the ethers with individual water molecules
(Table 4) are worth additional discussion. Overall, the
empirical values are less favorable than the target scaled HF/
6-31G(d) or LMP2/cc-pVQZ(-f)//MP2/6-31G(d) QM target
data for the additive and polarizable models, respectively.
This is despite the additive model overestimating the dipole
moments, while the polarizable models are in good agree-
ment with the target QM and experimental data. Moreover,
the condensed-phase properties are also generally in good
agreement for the two empirical models. This discrepancy
may be associated with the assumption in the present work
that aliphatic LJ parameters are applied to the carbons
adjacent to the oxygens, whereas it may be more appropriate
to use “smaller” radii due to a more polar nature of these
atoms. Consistent with this is the magnitude of the less
favorable empirical versus QM values being smaller for the
cyclic ethers relative to the linear ethers, suggesting that the
constrained nature of the ring may minimize secondary
interactions of the water with the surrounding aliphatic
groups.

Other interesting trends in the ether-water interactions
are the minimum interaction distances and the relative
energies of the linear (i.e., O_180, Figure 2) and the lone
pair (i.e., O_120) interactions. Overall, the empirical interac-
tion distances are shorter than the QM values, as required
to obtain the correct condensed-phase properties as previously
discussed.39 The differences are generally less in the polariz-
able model. This is due in part to the use of MP2 for the
treatment of electron correlation in the respective target data,
where the improved treatment of dispersion interactions leads
to the QM minimum interaction distances being systemati-
cally shorter than the HF results. However, the minimum
distances in the polarizable model are systematically longer
by approximately 0.05 Å than in the additive model. Thus,
the inclusion of the polarization in the force field leads to a
decrease in the extent by which the empirical model must
underestimate the gas phase to obtain the correct condensed-
phase properties, another indication of the capability of the
polarizable model to more accurately treat a wider range of
environments. Concerning the relative interaction energies
of the O_180 versus O_120 orientations, the empirical
models typically reproduce the QM relative energies quite
well. This is especially true with the polarizable model and
is associated, in part, with the inclusion of virtual sites

Table 6. Gas-Phase Relative Conformational Energies
and Dipole Moments for Cycloalkanes and Ethersa

relative energies dipole moments

QM additive Drude exper QM additive Drude

Cyclopentane (CPEN)
C2 0.00 0.00 0.00 0.02 0.05 0.02
Cs 0.00 0.00 0.00 0.02 0.05 0.02
D5h 6.07 4.57 3.76 0.00 0.00 0.00

Cyclohexane (CHEX)
chair 0.00 0.00 0.00 0.00 0.00 0.00
twist 6.17 6.52 6.58 0.00 0.00 0.00

Tetrahydrofuran (THF)
C2 0.00 0.00 0.00 1.75 1.78 1.97 1.69
Cs 0.15 0.30 0.15 1.75 1.56 2.12 1.78
C2v 4.47 3.34 2.84 1.77 1.99 1.70

Tetrahydropyran (THP)
chair 0.00 0.00 0.00 1.58 1.44 2.03 1.58
twist25 5.67 5.62 5.22 1.43 2.03 1.61
twist14 6.74 6.32 6.48 1.63 1.98 1.67
boat25 6.76 6.53 6.42 1.33 1.98 1.62
boat14 7.48 7.01 6.41 1.62 2.05 1.64

Diethyl Ether (DEE)
tt 0.00 0.00 0.00 1.15 1.11 1.81 1.20
gt 1.36 1.37 1.52 1.21 1.79 1.23
gg 2.66 2.94 3.24 1.29 1.78 1.21

Methyl Ethyl Ether (MEE)
t 0.00 0.00 0.00 1.17 1.19 1.84 1.25
g 1.38 1.40 1.53 1.30 1.81 1.27

Dimethyl Ether (DME)
s 0.00 0.00 0.00 1.30 1.29 1.86 1.30

Dimethoxyethane (DMOE)
ttt 0.00 0.00 0.00 0.00 0.00 0.00
gg′t 0.21 0.25 0.37 1.64 2.04 1.45
tgt 0.26 0.90 0.03 1.35 2.30 1.67
gtt 1.41 1.35 1.19 1.64 2.37 1.66
tgg 1.50 2.47 1.29 2.40 3.64 2.46
ggg 1.51 3.47 2.35 1.20 2.66 1.86
ggg′ 1.68 1.66 1.62 1.91 2.55 1.84
gtg′ 2.84 2.48 2.41 0.00 0.00 0.00
gtg 2.91 2.63 2.30 2.19 3.10 2.12

a Relative energies are in kcal/mol; dipole moments are in Debye.
Experimental data are from ref 1. QM data are from MP2/cc-pVTZ//
MP2/6-31G(d) calculations.

Figure 2. Interaction orientations of the C2 conformer of THF
with water for the (A) orientation O1_180, where the water
molecule is in the C-O1-C plane and (B) orientation O1_120
where the H atom of water molecule is oriented toward the
lone pair position.
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representative of lone pairs and anisotropic polarizability on
the acceptor oxygen atom.

Condensed-Phase Properties.The majority of the discus-
sion in the preceding sections involved the condensed-phase
properties, such that only issues not addressed above and
additional results will be presented in this section. While
the condensed-phase properties are treated in a satisfactory
way in both the additive and polarizable models (Tables 2
and 3), there are discrepancies associated with the enforced
use of identical parameters for the individual classes studied.
Comparison of the differences with respect to experiment
indicates the errors to be somewhat smaller for the additive
model versus the polarizable model. For example, the average
absolute percent differences for the heats of vaporization and
molecular volumes are 1.1% and 1.5% for the additive
model, respectively, and 1.3% and 2.2% for the polarizable
model, respectively. Similarly, the average absolute differ-
ences for the free energies of solvation are 0.32 and 0.41
kcal/mol for the additive and polarizable models, respec-
tively. While the increased discrepancies in the polarizable
model are somewhat disappointing, it may possibly be
attributable to the enforced transfer of the nonbond param-
eters. By explicitly treating polarization, the electrostatic
model is suggested to be more sensitive to subtle changes
in chemical structure as compared to the additive model. This
additional sensitivity leads to the enforced transferability
having a more negative impact in the polarizable model,
leading to the poorer agreement with experiment as compared
to the additive force field. Consistent with this are studies
on polarizable models of the alcohols where, based on a
fluctuating charge formalism, different oxygen LJ parameters
were required to accurately treat methanol and ethanol,78,79

and in a model based on a induced dipole model it was not
possible to accurately reproduce the molecular volumes for
the alcohol series when the same parameters were applied
to the hydroxyl.80 However, it should be reiterated that the
polarizable model has the clear benefit of more accurately
treating gas-phase properties as compared to the additive
model while still satisfactorily treating the condensed phase,
indicating the capability of the polarizable model to more
accurately treat a range of condensed-phase environments
from hydrophobic to highly polar.

Beyond the densities and thermodynamic properties several
other properties of the ethers in the condensed phase were
analyzed. Presented in Table 7 are the dielectric constants
for the pure liquids. Overall the polarizable model is in better
agreement with experiment, though exceptions are present.
With the cyclic alkanes, the polarizable model is significantly

better than the additive model, as expected as the dielectric
at infinite frequency of the electric field, which is associated
with the electronic polarizability of the model, dominates
the total value. For the ethers, the additive model shows some
significant variations from experiment, both under- and
overestimating those values in the cases of THF and DME,
respectively. In the polarizable model there is a systematic
trend to underestimate the experimental values, with the
largest discrepancy being dimethoxyethane. This trend is
associated with the scaling of the polarizabilities. The use
of the unscaled polarizabilities tends to increase calculated
dielectric constant of both linear and cyclic ethers: e.g. DEE
increases from 3.53 to 4.14, just 0.1 less than the experi-
mental value, and THF increases from 6.80 to 8.04, which
is ∼0.6 greater than the experimental estimate. However,
since the remainder of the condensed-phase properties are
in satisfactory agreement with experiment, the use of the
scaled polarizabilities was maintained. An additional advan-
tage of this choice is the need for such scaling in order to
perform condensed-phase simulations of macromolecules.
Different approaches have been used to deal with this
phenomenon. For example, in the DNA simulation performed
in our laboratory it was necessary to scale the polarizabilities
by 0.7 to achieve a stable simulation.32 Moreover, in an
induced dipole model of proteins it was necessary to damp
the polarization response between the side chains of acidic
residues, Met and Tyr with TIP4Q water using a screening
function,33 while in a protein fluctuating charge model the
hardness values were scaled by 1.1581 leading to a damping
of the polarization response.

One of the significant advantages of the polarizable models
is the ability to more accurately treat condensed phases of
different polar character as was shown previously for ion
distribution near the water-air interface,82,83ion permeation
through ion channel proteins,84,85 and peptide folding.86 To
investigate the capability of the model to adapt to different
environments, the dipole distributions were obtained for THF
and diethyl ether from vacuum, aqueous solution, and pure
solvent simulations. Presented in Figure 4A,B are the dipole
distributions for THF and DEE for both the additive and
polarizable models. For the additive model the dipole
distributions are nearly identical for the gas phase, pure
solvent, and aqueous solution results, with maxima in the
vicinity of 2 and 1.8 Debye for THF and DEE, respectively.
Such a result is expected associated with the overestimation
of the dipole in the additive model and the lack of
polarizability, such that the changes in the dipole moments
are only due to changes in the geometry. In contrast, the
differences in dipole distributions in the different environ-
ments in the polarizable model are significant. The increase
in the distributions upon going from the gas to condensed
phase is obvious. In the pure solvents the increase in the
dipole moment versus gas phase is larger in THF than in
DEE, a result consistent with the electrostatic energy
contributing 13 versus 7% of the heat of vaporization in these
liquids, respectively, such that the larger electrostatic con-
tribution in THF leads to the larger increase in the dipole
distribution. Upon going to aqueous solution a similar trend
is observed, where the increase in the dipole distribution is

Table 7. Dielectric Constants of Neat Liquid Cycloalkanes
and Ethersa

molecule T exper additive error Drude error

CPEN 298.15 1.96 1.02 ( 0.00 -0.94 1.63 ( 0.00 -0.33
CHEX 298.15 2.02 1.02 ( 0.00 -1.00 1.66 ( 0.00 -0.36
THF 298.15 7.43 5.42 ( 0.33 -2.01 6.80 ( 0.78 -0.63
THP 298.15 5.54 4.97 ( 0.60 -0.58 5.03 ( 0.20 -0.51
DEE 298.15 4.24 4.96 ( 0.53 0.72 3.53 ( 0.34 -0.71
DMOE 298.15 7.22 6.76 ( 0.74 -0.46 5.61 ( 0.82 -1.60
DME 248.34 6.53 9.71 ( 1.01 3.18 6.36 ( 0.18 -0.17

a Experimental data are from ref 1.
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larger in THF than in DEE. This is consistent with the
electrostatic contribution to the free energies of solvation
being -4.3 in THF and-3.2 kcal/mol in DEE, with the
larger electrostatic contribution leading to the larger increase
in the dipole distribution. Overall, the dipole moment in THF
increases by approximately 1.1 Debye upon going from the
gas phase to aqueous solution, while the corresponding value
is 0.6 Debye in DEE, consistent with a greater role of
electrostatics in THF.

Comparison of the additive versus polarizable dipole
distributions is also interesting. As mentioned above, the
additive dipole distributions are similar regardless of envi-
ronment and are larger than the gas-phase values. With THF
the additive distributions are slightly greater than that of the
polarizable model for the pure solvent but are significantly
lower than that of the polarizable dipole distribution in
aqueous solution. In contrast with DEE, the additive dipole
distributions are significantly higher than that of the polariz-

able pure solvent results, while the maxima corresponds with
that of the polarizable model in aqueous solution. While the
exact meaning of the differences in relative dipole distribu-
tions in the additive versus polarizable models for THF vs
DEE is difficult to interpret, the observations further
emphasize the utility of the polarizable models in being more
responsive to the polarity of the environment as well as the
inherent limitation of the additive model in treating condensed-
phase properties. Last, the results indicate a more important
role of electrostatics in the condensed-phase properties of
THF versus DEE, consistent with the differences observed
in linear versus cyclic alkanes discussed above.

An important feature of empirical force field based
calculations is that ability to obtain an atomic detail picture
of condensed phases, a picture that is often difficult to obtain
via experimental methods. To investigate whether the
polarizable model was giving a significantly different atomic
detail picture as compared to the additive models, radial
distribution functions (RDF) for the THF and DEE pure
solvents were analyzed. For the RDFs involving the atoms
in the aliphatic moieties (i.e., C-C, C-H, and H-H RDFs)
the results were very similar, though not identical, for the
two models (not shown). However, RDFs involving the
oxygen atom did show some differences. Presented in Figure
5 are the O-O, O-C, and O-H RDFs for both DEE and
THF. In all three plots the RDF shows sampling at shorter
distances in the polarizable model. This in interesting when
one considers that the minimum interaction energy distances

Figure 3. Interaction orientations of the C2 conformer of
cyclopentane with the rare gases helium and neon. Only the
hydrogens on the carbon interacting with the rare gases are
shown for clarity.

Figure 4. Dipole moment distributions for the gas, pure
solvent and aqueous phases of THF (panel A) and DEE (panel
B) at 298 K for both additive and Drude polarizable force fields.

Figure 5. Radial distribution functions (RDF) for neat liquid
THF (panels A-C) and DEE (panels D-F) at 298 K. O...O (A
and D), C...O (B and E), and O...H (C and F) RDFs are shown
for both the Drude (blue line) and additive (green line) models.
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for the interactions of water with the ether oxygens are
systematically longer in the polarizable model (Table 4),
suggesting that the explicit inclusion of polarizability in the
model leads to “softer” interactions of the oxygen with its
environment despite the use of the LJ 6-12 model to treat
dispersion and exchange-repulsion in both models. Additional
differences are evident in the two models at longer distances
in the RDFs with the most obvious occurring in the O...O
RDF. In the additive model there is a well-defined peak at
4.6 Å followed by a second peak at 5.5 Å. In contrast, the
polarizable model has a broader, single peak with the
maximum at 4.8 Å followed the broad peak with evidence
of a small depression in the peak at 5.2 Å. Thus, the
polarizable model is giving a different atomic detail picture
as compared to the additive model in addition to differences
in the dipole distributions and other properties discussed
above.

3.E. Validation of the Developed Force Field.To
validate the developed ether force field pure solvent calcula-
tions were performed on additional model compounds,
including longer chain linear ethers (methyl propyl ether,
methyl butyl ether, and ethyl propyl ether) and 2-methyl
THF. The results are presented in Table 8. For the new
compounds, the molecular volumes and most heats of
vaporization are in satisfactory agreement with experimental
values. For the linear ethers the largest differences are in
the heats of vaporization of ethyl propyl ether which are
overestimated by 4.7 and 3.8% in the additive and the Drude
models, respectively, similar to the overestimation observed
for DEE (Table 2). With the only cyclic test molecule, the
molecular volumes are somewhat underestimated, and the
heats of vaporization are overestimated with both force fields.
The significant overestimation of the heat of vaporization
may be associated with the addition of a methyl group on
the carbon adjacent to the ether oxygen. While the origins
and possible solution of these differences are beyond the
scope of the present work, the overall quality of the
agreement with experiment for the test molecules demon-
strates the transferability of the developed LJ and electrostatic
parameters.

4. Conclusion
Presented are both additive and polarizable force fields for
linear and cyclic ethers. The initial stage of the optimization
was the evaluation of the linear alkane parameters in cyclo-
alkanes. While the linear alkane parameters transferred well
to cyclohexane, they were not appropriate for cyclopentane.
This is indicated to be due to strain in the smaller ring leading
to the need for alternative LJ parameters for that model. In
addition, for the polarizable model it was observed that the
charges and polarizabilities from the linear alkanes were not
appropriate for both cycloalkanes, requiring explicit deter-
mination of the electrostatic parameters via the QM fitting
procedure followed by scaling of the polarizabilities by 0.7.
These steps are suggested to be due to the cyclic alkanes
having a more polar character due to more correlated
electronic effects associated with their cyclic structures.

The alkane parameters were then used directly in the
ethers, with the new cyclopentane based parameters used in
THF, with the only LJ parameters optimized being those of
oxygen. In the additive models, the charges on the oxygen,
with appropriate adjustments of the adjacent carbons, were
optimized based on interactions with water, while the charges
were determined via the QM ESP approach for the polariz-
able model. Selected internal parameters, primarily associated
with dihedrals, were optimized as required. To facilitate the
transferability of the parameters, the LJ parameters and
electrostatic parameters for all the linear ethers were
constrained to be identical for the respective electrostatic
models. However, due to the ring strain discussed above,
the electrostatic parameters of THF were allowed to differ
from THP, although in the additive model the same charge
was found to be appropriate for both compounds. Further,
the LJ parameters of the oxygens were identical for all ethers
of a given electrostatic model.

Optimization of the parameters based on the above
restraints yielded models that are in satisfactory agreement
with both pure solvent properties and free energies of
aqueous solvation. As is typical for additive models, this was
achieved via implicit overpolarization of the charge distribu-
tion such that the gas-phase dipole moments and interactions
with water were overestimated. In contrast, the polarizable
model allowed both gas phase and condensed-phase proper-
ties to be reproduced reasonably well. This represents a major
advantage of the polarizable model that should allow it to
more accurately treat ethers in a wider variety of environ-
ments ranging from hydrophobic to aqueous solution. This
is emphasized by the changes in the dipole distribution of
THF and DEE in MD simulations of the gas phase, in
aqueous solution, and in the pure solvents. In addition, RDFs
show that differences in the atomic interactions, especially
those involving the oxygens, occur in the polarizable versus
additive models.

Somewhat disappointing is the inability of the polarizable
model to yield overall improvements in condensed-phase
properties as compared to the additive model. Given the extra
degrees of freedom in the polarizable model it would be
assumed that improved agreement should be achieved. The
reason this was not achieved is suggested to be due to the
restraints in the parametrization enforced to facilitate trans-

Table 8. Pure Solvent Properties for Test Compoundse

experiment additive %err Drude %err

Molecular Volumes, Å3

MPE 171.3a 173.5 ( 0.7 1.3 172.8 ( 1.1 0.9
MBE 198.0a 200.1 ( 1.2 1.1 199.0 ( 0.7 0.5
EPE 200.3a 200.4 ( 0.7 0.0 199.6 ( 0.9 -0.3
MTHF 166.7c 163.0 ( 0.6 -2.2 162.5 ( 0.4 -2.5

Heats of Vaporization, kcal/mol
MPE 6.60b 6.70 ( 0.07 1.6 6.60 ( 0.12 0.0
MBE 7.74b 7.87 ( 0.11 1.7 7.75 ( 0.12 0.1
EPE 7.51b 7.86 ( 0.09 4.7 7.80 ( 0.12 3.8
MTHF 8.13d 8.66 ( 0.05 6.5 8.82 ( 0.05 8.5

a Experimental data are from ref 90. b Experimental data are from
ref 1. c Experimental data are from ref 87. d Experimental data are
from ref 91. e Abbreviations: MPE - methyl propyl ether, MBE -
methyl butyl ether, EPE - ethyl propyl ether, MTHF - 2-methyl
tetrahydrofuran.
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ferability. Due to the polarizable electrostatic model being
more sensitive to the environment, including intramolecular
contributions, the use of the restraints in the parameters
appears to have a larger negative impact than in the additive
model, where the electrostatic properties are not affected by
the environment. Future studies will address this issue.
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Abstract: A patch representation differing from the traditional treatments in the boundary element

method (BEM) is presented, which we call the constant “node patch” method. Its application to

solving the Poisson-Boltzmann equation (PBE) demonstrates considerable improvement in

speed compared with the constant element and linear element methods. In addition, for the

node-based BEMs, we propose an efficient interpolation method for the calculation of the

electrostatic stress tensor and PB force on the solvated molecular surface. This force calculation

is simply an O(N) algorithm (N is the number of elements). Moreover, our calculations also

show that the geometric factor correction in the boundary integral equations significantly increases

the accuracy of the potential solution on the boundary, and thereby the PB force calculation.

1. Introduction
In the 20 years since the first boundary element method
(BEM) paper on continuum electrostatics of biological
systems,1 computational scientists have made extensive
contributions to the methodological generalization, optimiza-
tion, and performance improvements in this area. These
works include the extension from solving the Poisson
equation (PE) and the linear Poisson-Boltzmann equation
(PBE),2,3 to solving the nonlinear PBE,4-6 from the single
molecule case to that of two or more molecules,7-9 the
implementation of accelerating techniques,9-16 studies on the
conditioning of the produced linear system,9,14,17the method
for rigorous force calculations,8,9,18 and applications to
molecular mechanics or dynamics simulation.19-22 However,
the practical utility of BEM is still very limited in biological
electrostatic studies, though it has been widely recognized
in engineering applications. Despite its high accuracy of
solution and the reduction of system degrees of freedom

relative to other numerical approaches such as the finite
difference and finite element methods, BEM has its own
difficulties: challenges of mesh generation for biomolecules,
singular and hypersingular surface integrals, and numerous
integral operations. The main hurdle to its practical usage is
the speed. We recently made progress on this by using a
new version of the fast multipole method (FMM)9 to achieve
a CPU performance comparable or even superior to that of
some other numerical methods. This work also focuses on
the speed improvement. Two typical low-order BEMs are
the constant element method (unknowns are constant in each
element) and the linear element method (unknowns are
located at the nodes of an element). In this work, we construct
a boundary “patch” (or element) differing from the normal
facet patch (e.g., triangular element) based on the same mesh
and also make a constant unknown approximation in this
patch. We call this the constant “node patch” method and
demonstrate that this method allows considerable acceleration
of the BEM calculation and maintains a similar calculation
accuracy. In addition, the details of a fast interpolation
method are given for the PB force calculation for the node-
based BEMs including the linear element methods and our
node patch method. This interpolation method is simply of
order N and much faster than our previousO(N2) algo-
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rithms.8,18Finally, we also show that the geometric correction
to the normal boundary integral equation (nBIE) leads to a
much more accurate potential solution, and thereby a much
more accurate force calculation.

2. Boundary Integral Equation
2.1. Normal Boundary Integral Equation. In the widely
used BEMs to solve the PBE (see refs 2 and 7), the
electrostatic potential is expressed as a boundary integral
form

whereφp
int is the potential at positionp inside the molecular

domainΩ, qk is thekth source point charge of the molecule,
S) ∂Ω is its boundary, e.g., solvent-accessible surface,φp

ext

is the potential at positionp outside domainΩ, Dint (Dext) is
the interior (exterior) dielectric constant, andn is the outward
normal vector at the integral pointt. G and u are the
fundamental solutions of the PE and the PBE, respectively,
whererpq denotes the distance between two pointsp andq

andκ is the reciprocal of the Debye-Hückel screening length
determined by the ionic strength of the solution.

When pointp approaches surfaceS, and the boundary
conditionsφint ) φext and Dint(3φint‚n) ) Dext(3φext‚n) are
considered, eqs 1 and 2 become a set of self-consistent
boundary integral equations (denoted as nBIEs)

where PV denotes the principal value integral to avoid the
singular point whent f p in the integral equations,f ) φext,
h ) 3φext‚n, andε ) Dext/Dint.

In our former work,8 we extended this form to an
interacting system with an arbitrary number of molecules
and gave a set of corresponding iterative equations for force
calculation.

2.2. Geometric Modification.For a nonsmooth boundary
as represented by a practically discretized mesh, the following
rigorous BIEs can be obtained whenp approaches the
boundary using a limiting process from the original eqs 1
and 2:

where the coefficient constantRp is dependent on the local
surface geometry of the nodep. For a smooth surface,Rp is
1/2. For a vertex of a polyhedron, which is not a smooth point
of the surface, the coefficientRp is equal toAp/4π, whereAp

is the interior solid angle at the node. The constant1/2 is as
usually used in the previous BEM PB works, but this work
will show that the use of the geometry-dependent coefficient
does make a significant improvement in the PB solution,
especially the potentials on the surface and the PB force on
the molecule. For a mesh with flat elements, the interior solid
angle at nodep can be calculated by the following formula:
wherenp is the total number of neighboring elements ofp,

and the interior dihedral angleâi at an attachedith edge
formed by two neighboring faces with normal vectors, for
example,n1 and n2, respectively, satisfiesâi ) arccos(-
n1‚n2).

There are only weak and strong singular integrals appear-
ing in the above equations, which can be analytically treated
by using coordinate transformation and series expan-
sion.18,23,24

2.3. Derivative Boundary Integral Formulation. By
linearly combining the derivative forms of eqs 5 and 6, the
derivative BIEs (dBIEs) can be obtained:3

wheren is the unit normal vector at pointt andn0 is the unit
normal vector at pointp.

The dBIEs lead to a well-conditioned system of algebraic
equations. These dBIEs have been extended to systems with
arbitrary numbers of biomolecules, and the solution has been
accelerated with an efficient FMM in our former work.9

For a discretized mesh that is not smooth in numerical
realization, the geometric correction for dBIEs has not been
well-implemented in the BEM PB solver, though we have
demonstrated the success of applying hypersingular integra-
tion techniques to calculate the gradient of potential on the
surface as a postprocessing procedure.18 The direct evaluation
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of all the singular integrals and the other terms such as the
additional free terms that appear in the geometrically
modified BIEs have been theoretically studied.24,25 The
implementation including both the free-term modification and
the hypersingular integration techniques for the derivative
BEM (dBEM) PB solver has not been demonstrated and is
beyond the scope of this work.

3. A Constant “Node Patch” Method
One of the methods often used in BEM is that the unknowns
f or h on an element (face) are treated as constants. Therefore,
the number of unknowns is equal to the number of elements.
This is the lowest-order BEM method, the so-called “constant
element” approach. This treatment is convenient for numer-
ical implementation. Another widely used treatment is the
linear element method, in whichf andh at a position in an
element are obtained by linear interpolation from the values
(unknowns) on the three nodes (for a triangular element).
Therefore, the number of unknowns is equal to the number
of nodes and is almost half of the number of elements for a
triangulated surface (according to Euler’s formula for a
polyhedron). The disadvantage of a node-based method is
the introduction of additional complexities in numerical
implementation. The advantage is that it can achieve better
accuracy of the solution and seems to gain higher compu-
tational speed because the number of unknowns is reduced
by about half.

In either kind of the BEMs, most operations are the far-
field integrations. When an element patch∆Si (also denoted
as its area) is far from the evaluation pointp, in the constant
element treatment, the boundary integrals on this patch are
approximated as

whereni is the unit normal vector of theith element and the
ith position is taken as the element center. In the above
formulas, constant approximations off andh are used, which
is the meaning of “constant element” treatment, and the
values of functionG and its derivative are also approximated
as constants on the integral patch because of the far-field
approximation. For near-patch integration, a normal quadra-
ture method is used. Similar treatments apply to the integra-
tions for the kernelu and its derivative, as well as for the
other second-derivative terms if the dBIEs are used.

Here, we construct a patch around each node, instead of
directly using the facet patch (element), and suppose thatf
andh are constants on this new “node patch”. We call this
the constant “node patch” treatment. A simple way to
construct these new patches is illustrated in Figure 1 in which
an example “node patch” at theith node that has five
neighboring elements is constructed. All the centroids{Ol,
l ) 1, ..., 5} of the five adjacent triangles and the midpoints
{Cl, l ) 1, ..., 5} of the attached five edges are listed, and
then the area formed by{O1,C1,O2,C2,...O5,C5,O1} is the new
patch that we want. Therefore, there is one-third of the area

of each neighboring triangle occupied by the “node patch”
∆Si. The other patches are similarly constructed. All the node
patches connect and cover the whole surface. Now, the far-
field integrals on the new patch∆Si become

where, supposing all neighboring elements ofith node form
a set{L},

wherenl is the unit normal vector of thelth neighboring
element,∆Sl is the area of thelth adjacent triangular element,
and∆Si

b here should also be considered as a vector. As in
the constant element treatment, for near-patch integration, a
normal quadrature method is used. Similar treatments apply
to the integrations for the kernelu and its derivative, as well
as for the other second-derivative terms if the dBIEs are used.

There are three main advantages of this “node patch”
treatment in the BEM. First, as aforementioned, the un-
knowns are reduced by almost half relative to the constant
element method, and the computational time on solving the
resulting linear system in each iteration step or in direct
matrix inversion is also reduced by the same factor. The only
additional computation is a preprocessing of some geometric
coefficients∆Si

a and∆Si
b as in eqs 16 and 17, which can be

saved for repeated usage in the iterative solving procedure.
The CPU cost of this preprocessing represents a negligible
portion of the whole PBE solution time. However, this time
reduction (by about half) due to reduced unknowns in our
constant node patch method does not hold in the normal
linear element approach, though the number of unknowns

∫∆Si
Gptht dS= hiGpi∆Si (12)

∫∆Si

∂Gpt

∂n
ft dS= fi∇Gpi‚ni∆Si (13)

Figure 1. “Node” patch constructed on a triangular mesh. O
and n are the centroid and normal vector of an element,
repsectively, and C is the middle point of an edge.

∫∆Si
Gptht dS= hiGpi∆Si

a (14)

∫∆Si

∂Gpt

∂n
ft dS= fi∇Gpi‚∆Si

b (15)

∆Si
a )

1

3
∑

l∈{L}
∆Sl (16)

∆Si
b )

1

3
∑

l∈{L}
∆Slnl (17)
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is the same as the number of nodes. The reason is that there
are more additional numerical operations (interpolations and
quadratures) for the integration on every element. Therefore,
in the iterative solving procedure, though the unknowns in
the linear element approach are reduced by about half, the
total computational time is not reduced much. If direct matrix
inversion is used, time saving is expected due to the fact
that the linear system size is reduced and all the matrix
coefficients are just calculated once; however, the iterative
method has to be used for any sizable biological system.

Thus, compared with the constant element method, the
constant “node patch” method can save considerable com-
putational time. This will also be demonstrated in numerical
tests. And because both methods use similar assumptions
(constantf and h in a patch), and are based on the same
mesh resolution, there is no loss in the accuracy of the
solution. It is worth noting that the linear element treatment
that uses linear interpolation to getf andh in a patch instead
of using a constant approximation should achieve relatively
higher computational accuracy.

The second advantage, which is not so explicit, lies in the
case when it is necessary to store the matrix coefficients from
the “near points” (local list) integration. The local list is
typically given by cutoff criteria or the FMM local neighbor-
box list output if FMM is implemented. It is found that,
relative to the linear element method, our constant “node
patch” method tremendously saves time searching and
locating the local list in order to store the calculated
coefficients in a practical matrix storage format, for example,
the Harwell-Boeing sparse matrix format (HB),26 or modi-
fied sparse column (row) format. In the linear element
treatment, the CPU cost for this part is large enough to be
comparable with the whole PBE solution time. The BEM
mesh is a kind of unstructured mesh. In the linear element
method, each matrix coefficient relates to a node pair (the
unknowns are located at nodes), while the local list is
normally given as an element list because the integrations
are performed on each element and need the nodal value
interpolations. Therefore, the node pair information needs
to be searched from the element list. Another fact to be
considered is that each node is normally shared by several
elements; therefore, each matrix coefficient corresponding
to a node pair has contributions from the integrations on all
the connected elements. Due to these reasons, storing the
calculated coefficients (from geometric integrals) requires
complex embedded loops to search in both element and node
indices to locate the position in the storage frame. For
example, four embedded loops in our original implementation
are required for the whole matrix storage, which makes the
coefficient saving not obviously more efficient than the direct
matrix-vector multiplication calculation in every iteration
step. However, for our node patch method, or similarly the
constant element approach, the local list is also a node list;
therefore, the location in the sparse matrix of the coefficient
corresponding to each local point is straightforward by
counting the local nodes and looking at their indices. This
can finally save CPU time in the whole iterative solution
procedure.

The third advantage, as with other node-based methods
such as the linear element method, is that it is convenient to
compute the potential and its gradient (not only the normal
derivative) at any position near or on the molecular surface
for stress and force calculation through an interpolation
method. As shown in the following section, a simple linear
interpolation can be performed in a constructed prism, where
only the potentialf and its normal derivativeh on the nodes
are required. It might be more complicated to calculate the
gradient of potential at an arbitrary surface point in the
constant element method.

4. Interpolation Method for Calculation of the
Gradient of the Potential
Our previous work8,18 introduced two rigorous methods, a
variational approach and a hypersingular integral method,
for the PB force calculation. Both are orderN2 algorithms.
Here, we’ll introduce an interpolation method that is simply
of orderN. In an ionic solution, the full stress tensor on the
boundary should include an additional term accounting for
the ionic pressure besides the conventional Maxwell stress
tensor.27 It is

whereE is the electrostatic field andδij is the Kroneckerδ
function. Therefore, to obtain the boundary stress tensor, the
derivative of the potential, that is, the negative ofE on the
boundary, should be known.

To get the gradient of the potential on the surface, a
potential function in the vicinity of the molecular surface
can be constructed using an interpolation method. From the
potential data on the nodes of a triangulated surface, we can
construct aC1 or C2 modeled potential field on the surface,
for example, by using piecewise trivariate polynomials that
are defined on a three-dimensional triangulation called the
simplicial hull and defined over the domain surface.28

Because, in our case, we not only know the potential values
but also know their normal derivatives on the nodes, a more
efficient and simple way can be taken to construct the
approximated potential functions on the surface by using both
the potential and its normal derivative values. The idea is to
construct a small three-sided prism attached on each trian-
gular element on the surface in which a piecewise interpo-
lated function is defined. The prism is defined by the
triangular element and the three normal vectors on the nodes
as shown in Figure 2.

A concern that has to be tackled is that the normal vector
V at a node (vertex) on a surface mesh is not defined due to
the discontinuity. Hence, the calculation or assignment of
this normal vector is not trivial. The normal vector at the
node is also required in the node-based dBEMs including
the node patch dBEM presented in this work, because the
vector n0 at the pointp appears in the dBIEs 10 and 11.
Several averaging methods may be used, such as direct
averaging from the neighbor facet normals, neighbor angle
weighting, neighbor facet area weighting, or using weights
from facet normals and supposing adjacent vertices are
inscribed in a sphere.29 If the mesh is generated from software

Tij ) DextEiEj - 1
2
DextE

2δij - 1
2
Dextκ

2
φ

2δij (18)
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such as MSMS30 that can output the normal vectors, the data
can be directly used and need not be calculated again. We
have tested these methods for vertex normal calculations for
both spherical cavity and protein cases. Preliminary results
seem to show that no one method is superiorly accurate and
preferred. The overall PB solutions obtained with different
normal vector definitions do not differ much except for some
points where the local geometry is very uneven, and the final
energy calculations are close to each other. Here, the simplest
way is adopted to calculate the normal vector:

whereni is the normal vector of the adjacentith element of
nodep andc is a factor used to normalize the unit vector
Vp.

Any point in a triangle can be described using two
parameters (parametric coordinates), for example, (ê, η). On
the normal direction, we use another parameterλ to locate
the position. For example, a point on the normal direction
of nodei has coordinatesXi(λ) ) Xi + λVi, i ) 1-3, where
Xi is the position ofith node andVi is its unit normal vector.
It is easy to see thatXi(0) ) Xi. And the potential value at
Xi(λ) can be approximated asfi(λ) ) fi + λhi whenλ is small
enough. Here, it is supposed that the potential derivative in
the normal directionVi at the ith node is equal to the PB
solutionhi. We’ll discuss this later. Then, for the sameλ at
three nodes, the three points{X1(λ), X2(λ), X3(λ)} form a
new parametric triangle layer. Therefore, the position and
function values at any point in this layer can be interpolated
using the parametric coordinates (ê, η, λ) as

wherefi denotes the potential at theith node, andhi denotes
its derivative in the normal directionVi. The trivariate
function f(ê,η,λ) is then constructed to model the potential
in the vicinity of the surface element. Whenλ ) 0, the
triangle layer is reduced to the surface element. All the prisms
connect and cover the whole molecular surface without

overlap. The interpolated function is piecewiseC1 continuous
on the whole molecular surface; therefore, the gradient can
be calculated everywhere. Because we only want to calculate
the potential gradient on the molecular surface,λ ) 0, this
makes the approximation of the interpolation (smallλ) on
the normal direction acceptable. The gradient of the potential
at any point (ê, η, λ ) 0) on the surface can be obtained
from the following relationship:

whereJ is the coordinate transformation matrix from (ê, η,
λ) to (x, y, z) at λ ) 0. These function derivatives are the
required fields in eq 18.

Now, the Maxwell tensorT can be calculated using eq
18, and the PB forceF and torqueM acting on a molecule
are calculated by integrations

whererc(x) is a vector from the center of mass of the target
molecule to the surface pointx and the dot and cross vector
multiplication are applied to the vector and tensor quantities.

It is worth it to note that this force calculation procedure
can be further improved. As stated above, the PB solution
hi is also taken as the potential derivative in the node normal
directionVi, which is a rough approximation. In the BEM
formula, h should be considered as the projection of the
potential gradient in the surface normal direction at each
quadrature (integration) point. Therefore, a better approxima-
tion is that the valuehi at nodei is the projection of the
potential gradient (not known) at the node in the adjacent
element normal direction (all the projections on the adjacent
elements equal the samehi due to the linear element
treatment). Normally, the projection of the potential gradient
on the node normal vectorVi may deviate from the valuehi

to some extent, which is dependent on the mesh geometry.
Therefore, the potential gradient at each node, denoted as
HB i, can be fitted from the above consideration. We calculate
the value and direction of eachHB i through minimizing the
quantity

where{L} is the collection of the adjacent elements of the
ith node. And it is found from the above interpolation
procedure that the prism construction actually only needs
an (arbitrary) vector, not necessarily the normal vector, and
the directional derivative on this vector at each node.
Therefore, the interpolation procedure for force calculation
based on the set{HB i} is similar to that on the set{Vi, hi}
and should lead to better results, especially for very irregular
mesh geometry.

5. Results and Discussion
5.1. Performance Comparison of Different Patch Treat-
ments. In the iterative PBE solver, the surface integration

Figure 2. Prism constructed on a triangular element. The
shadowed triangle is one of the boundary elements; V1, V2,
and V3 are three unit normal vectors at the three nodes; and
λ is a parameter to describe the third dimension of the prism.

cVp ) ∑
adjacent faces

ni (19)

X(ê,η,λ) ) (1 - ê - η)(X1 + λV1) +
ê(X2 + λV2) + η(X3 + λV3) (20)

f(ê,η,λ) ) (1 - ê - η)(f1 + λh1) + ê(f2 + λh2) +
η(f3 + λh3) (21)

(fxfyfz) ) J -1(fêfηfλ)0
) (22)

F ) ∫S T(x) dS(x) (23)

M ) ∫S rc(x) × [T(x) dS(x)] (24)

∑
l∈{L}

(HB i‚nl - hi)
2 (25)
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is performed during each iterative step (implicit matrix-
vector multiplication). To accelerate the speed and also
consider the memory requirement, some matrix coefficients
related to the local integration (corresponding to a sparse
matrix) are saved, while the far-field integrations are directly
calculated. The task for the coefficient saving includes two
main parts: coefficient computation and its position place-
ment in a practical matrix-saving format. A compressed
sparse column format is used in the current code (similar to
HB format). When the local matrix coefficients are saved,
the main work in each GMRES iteration step is the far-field
integration. This part can be accelerated by the already
implemented FMM.9

Table 1 provides a comparison of the calculation speed
and accuracy between the constant node patch and the linear
element BEMs. Calculations are made for both a spherical
cavity case and a protein case. As an example, Figure 3
shows the surface mesh and potential of the protein molecule
(fasciculinII) calculated using the current node patch method.
It is found that in all the cases the CPU time costs in the
GMRES iterations of both BEMs are very close. Because
we just use one quadrature point in the linear element
method, that is, equivalent to the constant element treatment,
for far-element integration, this only makes a small difference
in the calculation speed (when FMM is used) compared with
the constant node patch treatment. However, there is much
difference in the sparse matrix-saving step between the two
approaches, and it is also found that this is basically the origin
of the difference of the total CPU times for the PBE solution
by the two BEMs. It is worth it to point out that in the linear
element method the most time-consuming step lies in the
position placement of the matrix coefficients to be stored,
which is much more expensive than the coefficient calcula-
tion operations. The CPU time cost of this step is comparable
with the total time cost of the PBE solution. As mentioned
in the method section, the reason is that in the linear element
method both the (unstructured) node and element indices are
required to search for the coefficient storage positions, and

we have to use several embedded search loops in the code
to reach these. In the constant node patch method, on the
other hand, each calculated coefficient to be saved only
corresponds to one node in the local node list; therefore, the
position location is straightforwardly indicated by the node
index itself. This significantly saves CPU time and becomes
practical if some matrix coefficients need to be stored.

The accuracies of both potential solution and energy
calculation are also well-maintained in the node patch
method. In the sphere case, the solution error with the
constant node patch approximation is stable (nearly stays at
a same value), which is reasonable, while the error varies
over a range with the linear element method due to different
shapes of the triangular elements on the sphere. In addition,
the constant element method is also tested and shows lower
accuracy than the linear element method as discussed above.
For example, for the above sphere case with a 642 node
mesh, the constant element method results in an energy of
-84.9 kcal/mol. And the speed is also much slower than
our constant node patch method (data not shown here).

5.2. Effects of the Geometric Factor Modification.We
check the effects on the PBE solution of using the geometric
correction coefficientRp instead of1/2 in the left-hand side
of the BIEs 7 and 8. The test is performed on a single sphere
model, in which a unit positive charge is positioned at the
center of a unit sphere (radius of 1 Å). The relative interior
and exterior dielectric constants are set as 2 and 80,
respectively. The ionic concentration is 0. Table 2 shows
the BEM solution values obtained with the normal BIEs with
coefficient1/2, and with the geometry-dependent coefficients
on the first five nodes of the mesh. The analytical values
are also shown as references.

It is found that the normal BEM (nBEM, based on the
nBIEs) gives a solution on the nodes with around∼8%
relative errors, while the geometrically corrected BEM makes
surprising improvements in the potential solutionf, with less
than 0.05% relative error. However, the normal derivative
of the potential,h, is not improved. This may be due to the
fact that in the left-hand sides of both eqs 7 and 8 the
geometric correction only explicitly couples withf. This
indicates that the geometric correction on the dBIE may
improve the accuracy of bothf andh, which will be studied
in the future work related to the aforementioned free terms
and hypersingular integrals that appear in the dBIE.

5.3. Force Calculations.For a test model, we calculate
the electrostatic interaction forces between two spherical
molecules and compare with those computed by our previous
methods.8,18 We choose two point charges in a vacuum, in
which each charge is surrounded by a unit sphere discretized
by 320 flat triangular elements (162 nodes). Both charges
are put on thex axis, so that the nonzero force component
is along thex direction; that is,Fx, and the other two
componentsFy and Fz are zero in theory. Figure 4 shows
the forces along thex direction Fx as a function of the
distance between the two point charges calculated using the
present interpolation method, a hypersingular integral method,
the variational approach, and the analytical formula. It is
found that the interpolation method based on the PB solution
with geometric correction in the nBIEs is the most accurate

Table 1. Performance Comparison of the Constant Node
Patch (First Line) and Linear Element (Second Line)
Approachesa

CPU time dissection
mesh size
(vertices

and faces)
coeff

saving GMRES total
Esolvation

(kcal/mol)
error in fi

(%)
error in
hi (%)

162, 340 0.01 0.07 0.10 -82.3 9.1 2.8
0.11 0.08 0.20 -84.7 8.0∼9.3 3.6∼6.5

642, 1280 0.08 0.37 0.51 -81.3 4.5 1.3
0.42 0.40 0.83 -82.7 3.6∼5.0 1.4∼3.3

4841, 9678 0.88 9.39 11.49 -544.3
13.17 10.07 26.23 -554.8

7525, 15046 6.38 11.90 20.05 -531.5
33.53 12.33 50.49 -537.8

a Both calculations use the derivative BIE forms, and seven
quadrature points are taken for each local element integration in the
linear element method. The first two meshes are for spherical cavity
calculations, the last two meshes for a protein (fasciculinII). Protein
surface mesh is generated using the program MSMS.30 As a
reference, the exact Born solvation energy Esolvation of a unit spherical
cavity is -80.9 kcal/mol, and the protein solvation energy is decreased
to -522.0 kcal/mol when higher resolution mesh is used.
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one among three approaches, and the calculated forcesFx

nearly overlap with the analytical results over the whole
distance range. However, if the force interpolation is based
on the normal BIE solution without geometric correction,
then the results are not so accurate as those of the other two
methods (see the blue dot line in Figure 4). This means that
the accuracy of the interpolation method heavily depends
on the solution accuracy of the PBE.

The superior advantage of the interpolation method for
force calculation is its calculation efficiency. In the above
test case, in which 30 calculation points (distances) were
selected, the CPU time on an Intel Pentium IV (2 GH) for
the whole nBEM calculation is 28.3 s for the variational

approach, 23.0 s for the hypersingular integral method, and
12.0 s for the present interpolation method. Moreover, as
shown in the method description, the CPU time spent on
the force calculation is simply proportional to the number
of boundary elements of the target molecule.

6. Conclusions
New boundary patches around each node in the BEM are
simply constructed on the basis of the usual triangulated
mesh. This kind of BEM can be considered as a compromise
of the traditional constant element method (constant node
patch now) and the linear element method (unknowns located
at nodes) and draws upon the advantages of both methods:

Figure 3. Surface mesh and potential map of fasciculinII. The mesh wireframe is colored from red to blue to represent the
potential increasing from negative to positive values. The figure is generated using VMD31 by running a tcl script

Table 2. The BEM Solution at the First Five Nodes on a Unit Spherical Surfacea,b

node index x y z fanaly hanaly fN (err%) hN (err%) fM (err%) hM (err%)

1 0.000 0.000 1.000 4.150 -4.150 4.485 -4.202 4.150 -4.202
(8.077) (1.272) (0.002) (1.258)

2 0.273 0.000 0.962 4.150 -4.150 4.499 -4.200 4.150 -4.203
(8.406) (1.208) (0.004) (1.272)

3 0.084 0.260 0.962 4.150 -4.150 4.500 -4.192 4.150 -4.196
(8.444) (1.022) (-0.001) (1.131)

4 0.526 0.000 0.851 4.148 -4.146 4.518 -4.174 4.147 -4.186
(8.924) (0.668) (-0.027) (0.950)

5 0.362 0.263 0.894 4.151 -4.152 4.527 -4.219 4.152 -4.233
(9.054) (1.616) (0.023) (1.945)

a fN and hN are the potential and its normal derivative, respectively, obtained with the normal BIE, and fM and hM are from the geometrically
modified BIE. fanaly and hanaly are the corresponding analytical values. The errors (shown in the parentheses) are relative to the analytical results
and in percentages. The corresponding units are in angstroms, moles, and kilocalories. b Calculations use the normal BIE form on a surface
mesh with 162 nodes and 320 elements.
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reduction of the unknowns, simplified numerical complexity,
and convenience for coefficient storage. Because the same
mesh resolution is still kept, the calculation accuracy is not
lost, and our numerical results on both sphere and protein
cases also demonstrate this.

In addition, we describe an efficient interpolation approach
for force calculation that is proper for any kind of node-
based BEM. This is simply of orderN with a small prefactor.
The accuracy of force calculation by this approach is
determined by the accuracy of the PBE solution,f and h.
Our calculations also show that the geometry factor correc-
tion in BIE can significantly improve the accuracy of
potential solution on the surface, thereby improving the
accuracy of force calculation using the interpolation ap-
proach.

The code will be made available by the authors.
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Abstract: Excitation energies of neutral thiophene oligomers with chain lengths of up to 25

rings and charged thiophene oligomers with chain lengths of up to 20 rings were calculated

with time-dependent Hartree-Fock and time-dependent density functional theory (TDDFT). As

recently for polyene cations, very good agreement is found between TDDFT and high-level ab

initio calculations and with experimental results wherever data are available. For short thiophene

oligomer cations, two sub-band transitions are predicted; for long chains, a third transition

develops. Defects are found to be delocalized in bare cations; the inclusion of counterions induces

localization. Despite the strong influence of counterions on the geometry, the influence of

counterions on the spectra is small for the first two sub-band peaks. Since counterions are

directly involved in the electron transitions contributing to the third sub-band peak of longer

oligomers, the inclusion of counterions lowers the energy of this absorption peak. The agreement

between theoretical spectra based on delocalized geometries and experimental spectra shows

that defect localization (electron phonon coupling) is not the underlying cause of the two sub-

band transitions. Investigation of the electronic configurations that contribute to the excited states

does not confirm the nature of the transitions predicted with the polaron model.

Introduction
Polythiophene (PT) is an organic semiconductor that in-
creases its conductivity by several orders of magnitude upon
oxidation (p-doping).1 During the doping process, the strong
π-π* absorption of the neutral polymer in the UV spectrum
decreases in intensity and shifts to higher energy. At the same
time, two new features start developing at lower energy.2

Doping is therefore associated with a shift in the absorption
energy and causes a color change. The evolution of the
absorption peaks is crucial for understanding electrochromic
properties and for characterizing the charge carriers produced
during doping.

The doping process of organic polymers differs from that
of inorganic semiconductors since oxidation of organic
molecules causes geometry and band structure changes. A
widely accepted model for rationalizing the doping process
is that at low doping levels polarons form, which combine
into bipolarons as the doping proceeds.3-7 Polarons are

radical cations that consist of the combined distortion of
electronic and geometric structures (electron-phonon cou-
pling). The associated distortion from aromatic to quinoid
structure is generally believed to be “self-localized” over a
short chain segment because for neutral PT the quinoid
form is higher in energy than the aromatic form. There-
fore, the cation is believed to keep the quinoid chain seg-
ment as short as possible. Bipolarons are dications that
consist of two positive charges that are separated by a quinoid
chain segment. For bipolarons, self-localization results
from a competition between electronic repulsion between
the two like charges and the tendency to minimize the lengths
of the quinoid segment. Polarons are associated with three
sub-band transitions in the UV/vis spectrum, bipolarons
with two. Since doped PT exhibits two features in the UV
spectrum and since bipolarons are spinless, the low electron
spin resonance (ESR) signal for doped PT was originally
considered evidence for bipolaron formation.6,7

As solid organic polymers are highly disordered, UV bands
are relatively broad and peak assignments are difficult. To* E-mail: salzner@fen.bilkent.edu.tr.
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get around the problems with polydispersity and disorder,
many researchers prefer working with well-characterized
thiophene oligomers instead of with polymers.8 Comparing
oligomer with polymer properties revealed that properties
of neutral PT are well-reproduced with systems as short as
sexi- and octithiophene,9,10 although excitation energies of
neutral oligothiophenes (OTs) in solution decrease up to a
chain length of about 20 rings. Between chain lengths of 20
and 27 rings, excitation energies hardly change, but the
intensity of the maximum absorption peak continues to
rise.11-14 These findings indicate that effective conjugation
lengths in PT might be rather short. Therefore, OTs are
probably more realistic models for PT than infinitely long
polymers.

Similarly, doping experiments of short OTs in solution15-25

showed that OT radical cations reproduce spectral properties
of PT upon doping. In solution, radical cations could be ob-
tained for bithiophene and longer oligomers, while dications
require chain lengths of at least six thiophene rings. In con-
trast to predictions of the polaron-bipolaron model, radical
cations (polarons) exhibit two peaks in the UV spectrum and
dications (bipolarons) show only one.16,19-22,24,26-32 Thus,
doped PT might contain polarons rather than bipolarons. Low
ESR signals in doped PT are not inconsistent with polaron
formation since interacting polarons also may have singlet
ground states.33 Especially at low temperatures, cations have
a tendency to dimerize. Since dimerization is more likely in
a solid than in dilute solution, spinlessπ dimers of radical
cations offer an explanation for conductivity in the absence
of spins.19-21,24 An alternative rationalization for the small
ESR signals in doped PT was suggested when experiments
revealed that duodecithiophene and longer OTs give rise to
UV spectra that are consistent with spinless interacting
polaron pairs located on the same chain.32,34,35

Theoretical investigations of excited states for bi- and
terthiophene cations have been carried out at the complete
active space self-consistent field CASSCF36 and CASPT237

levels of theory. The calculations agree with the experimental
solution data and predict two excitations for radical cations.
The excitations are multiconfigurational, indicating that the
polaron-bipolaron model, which is based on single electron
transitions, is oversimplified. Unfortunately, CASPT2 cal-
culations cannot be extended to larger systems. In fact, the
active space for the terthiophene cation had to be reduced,
since a complete active space containing 17π electrons is
computationally too demanding. Excited states of longer OTs
have been studied with intermediate neglect of differential
overlap combined with singles excitations configuration
interaction (INDO/SCI),38 with the equation of motion
coupled cluster (INDO/EOM-CCSD) method,39 and with
time-dependent density functional theory (TDDFT).40 Two
transitions were confirmed for polarons in OT monocations.

Evidence is therefore mounting that the polaron-bipolaron
model does not fully explain optical properties of conducting
polymers upon doping. Therefore, high-level calculations on
longer oligomers are needed. In a recent paper,41 excited
states of polyene cations were investigated with TDDFT.
Comparison of TDDFT excitation energies for oligomers up
to C10H12

+ with multireference perturbation theory (MRMP)

values and with experimental results indicated that TDDFT
produces reliable excitation energies for short- and medium-
sized polyene cations.41 Geometry optimizations of longer
odd-numbered closed-shell polyene cations with Møller-
Plesset perturbation theory truncated at second order (MP2)
and with a DFT hybrid functional (B3P86 with 30%
Hartree-Fock exchange) gave very similar results with
respect to defect sizes. Comparison of excitation energies
of odd-numbered closed-shell polyene cations with time-
dependent Hartree-Fock (TDHF) theory indicated that
TDDFT does not deteriorate for cations in the long chain
lengths limit.41 Since these results are very encouraging,
TDHF and TDDFT are employed here to investigate spectral
properties of neutral oligothiophenes and oligothiophene
cations.

Methods
Thiophene oligomers with 2-25 thiophene units were
optimized in neutral states and with 2-20 rings in charged
states with density functional theory employing the B3P86
hybrid functional42,43with 30% HF exchange44 (B3P86-30%)
and Stevens-Basch-Krauss pseudopotentials with polarized
split-valence basis sets (CEP-31G*).45,46 The amount of HF
exchange in the B3P86 functional was originally increased
from 20% to 30% to reproduce absorption maxima of
polyenes with orbital energy differences.44,47 It was shown
later that the B3P86-30%/CEP-31G* level of theory also
gives reasonable estimates of band gaps of PT and polypyr-
role44,48 and provides accurate structures of polyenes.41

Moreover, TDDFT calculations with the B3P86-30% func-
tional give excellent agreement with experimental results for
excited states of polyene cations.41 These findings are in
agreement with results of other groups that showed that about
20-40% HF exchange is necessary to produce good
geometries,49 band gaps,50 energy level spacings as compared
to peak positions in photoelectron spectra,51 and vibronic
structures of electronic absorption spectra,52,53while the type
of exchange functional itself makes little difference.47,53

Neutral and charged species were kept planar and obey
C2h (even number of rings) orC2V (odd number of rings)
symmetries. For 6T, the effect of planarization was evaluated
by comparing excitation energies of planar and twisted forms.
Radicals were shown to have planar ground states by Zade
and Bendikov.40 The effect of counterions was probed on
3T-Cl3, 9T-Cl3, 13T-Cl3, and 19T-Cl3 complexes. Cl3

- is used
as a model for iodine doping. The counterions were placed
at the center of the chain and in the plane of the backbone
rather than above the chain. In agreement with electrostatics,
placement of the anion next to the slightly positively charged
hydrogen atoms corresponds to the minimum energy struc-
ture. No covalent bond formation as with Cl-54 was observed
during structure optimization with Cl3

- as the counterion.
In contrast to polyene radical cations,41 there is very little
spin contamination for OT radical cations when the B3P86-
30% functional is used. The expectation value for the spin
operator for 20T+ is 0.76. The highest value, 0.84, was
obtained for the complexes with Cl3

-. There was therefore
no need to employ the restricted open-shell formalism. In
contrast, HF wave functions are strongly spin-contaminated
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with an expectation value of the spin operator of 1.16 already
for the bithiophene cation. Thus, HF and MP2 were not
considered for radical cations.

Excited states for neutral species were calculated with
TDHF and TDB3P86-30% employing the CEP-31G* basis
set. Studies on polyenes have shown that this basis set is
sufficient for calculations of extended systems since no
change was observed beyond hexatriene when diffuse
functions were added.55 Although TDDFT has been shown
in numerous studies to provide good excitation spectra,52,56-63

there is one major exception. The 11Bu excited state of large
conjugated systems, the very transition that gives rise to the
band gap in conducting polymers, is predicted to lie too low
in energy.41,53,55,57,59,61,63-70 The underestimation of the excita-
tion energy is associated with the fact that the 11Bu excited
state has ionic character in a valence-bond interpretation
(compare ref 71 treating polyenes). In general, the under-
estimation of TDDFT excitation energies for conjugatedπ
systems increases with increasing ionic character of the
excited state and with increasing size of the system.66 For
this reason, TDDFT is not employed here for neutral
thiophene oligomers. Careful comparison of TDHF excitation
energies with high-level ab initio predictions and with
experimental spectra of polyenes and of OTs has shown that
TDHF reproduces the 11Bu excitation energies of large
conjugated systems very well.41,72-74 Thus, TDHF/CEP-31G*
is employed here to determine the excitation energies and
to define the sub-band region of the neutral species.

In general, TDDFT was shown to be able to tread radicals
successfully.58 In a recent investigation, it turned out that,
despite the failure of TDDFT for the neutral conjugated
systems, excited states of polyene cations and radical
cations41 are reproduced accurately compared to experimental
results and compared to MRMP calculations. Grozema et
al. observed the same good performance of TDDFT for
thienylene vinylene oligomer dications.75 Moreover, the
quality of the polyene radical cation excited states was found
to be independent of the amount of HF exchange since results
with the B3P86-30% and BP86 functionals were almost
identical for the first two excited states of polyene cations.
Differences start showing, however, for higher-lying excited
states.41 Since the failure of TDDFT for neutral systems
depends on the ionic character of the excited states,66 it is
not surprising that TDDFT performs better for the excited
states of radical cations which are quite different in nature71

compared to those of the neutral species. OT radical cations
were therefore treated with time-dependent pure DFT
(TDBP86) and with TDB3P86-30%. Excitation energies for
cations were computed up to the TDHF transition energy of
the neutral species. For 20T+, excitation energies up to the
third strong peak were obtained, since for 16T+ and 19T+

no further sub-band peaks were found. For long oligomer
cations, up to 40 excited states had to be considered.

Finally, solvent effects in the presence of dichloromethane
were determined for neutral 6T, 2T+, 3T+, 8T+, 9T-Cl3, and
13T-Cl3 with the polarized continuum model (PCM) as
implemented in G03.76-94 All calculations are done with
Gaussian 03, revision D02.95

Results
Geometry of Cations.In agreement with recent studies,75,96-102

the B3P86-30%/CEP-31G* level of theory produces delo-
calized defects for radical cations in the absence of coun-
terions. In Figure 1, bond length changes in the radical cation
in the absence and in the presence of a counterion with
respect to the neutral species are plotted for the longest OT
investigated here, 19T+ and the 19T-Cl3 complex. The
geometry distortion in the bare cation is distributed evenly
in the middle of the chain. Toward the end, the geometry
distortion decreases, with the terminal rings being hardly
affected, but no convergence of the defect size with increas-
ing chain length seems to occur. The defect delocalization
is not a consequence of spin contamination, since the
expectation value for the spin operator for 19T+ is only 0.77,
corresponding closely to a pure doublet with an<S2> value
of 0.75. In the presence of a counterion, the defect is localized
over 11 thiophene rings. The main distortion affects the inner
three rings, which are quinoid, and falls off quickly over
the next four rings. The last four terminal rings are
undistorted compared to the neutral system.

The geometries of the bare cation and of the complex with
one counterion differ considerably. The energetic effect of
these structural differences was evaluated by removing the
counterion and performing a single-point calculation on the
cation at the geometry of the complex (19T+//19T-Cl3). The
energy difference between the optimized cation and the
cation at the geometry of the complex is 1.76 kcal/mol (0.09
kcal/mol per ring). Thus, potential energy surfaces of OT
radical cations are very flat. This agrees with findings for
polyene cations.41

The distribution of the positive charge in 19T+, 19T-Cl3,
and 19T+//19T-Cl3 is plotted versus the ring number in Figure
2. In the bare cation, there is a relatively even distribution
of the charge over the entire molecule with two slight
maxima at rings 5 and 15 and slightly less charge in the
middle. For 19T+//19T-Cl3, a slight shift of the charge toward
the middle is observed. This charge shift can be attributed
to electron-phonon coupling. In the presence of the coun-
terion, a sharp peak of the positive charge is obtained at the
central ring that falls off exponentially toward the chain

Figure 1. Bond length changes in 19T+ (blue diamonds) and
19T-Cl3 (pink squares) compared to neutral 19T. Bond lengths
shown are those of C-C and CdC bonds numbered from
the beginning to the end of the chain.
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ends. The three species therefore represent polymers
with a localized defect (19T-Cl3), with a delocalized defect
(19T+), and with a localized structural defect but delocalized
charge distribution (19T+//19T-Cl3).

Excited States.Neutral Thiophene Oligomers.No gas-
phase data exist for thiophene oligomers. Solvent effects on
excitation energies are therefore unknown. Thiophene oli-
gomers absorb and emit at different energies in room-
temperature (RT) solutions; in a matrix, absorption and
emissions occur at the same value and coincide with the
room-temperature emission.103-106 Differences between RT
solution and matrix data were attributed to planarization of
the twisted thiophene chains upon cooling. To assess
influences of the solvent and nonplanarity theoretically,
sexithiophene (6T) was optimized at the MP2/CEP-31G*
level with planar and nonplanar structures. MP2 was
employed since the B3P86-30%/CEP-31G* level of theory
does not produce a nonplanar geometry. The nonplanar form
of 6T with an optimized twist angle of 25° is 1.44 kcal/mol
more stable than the planar form. The TDHF excitation
energy to the 11Bu state of the nonplanar form is 3.04 eV,
0.32 eV higher than that of the planar conformation. For the
nonplanar form, the excitation energy was also computed in
the presence of CH2Cl2 with the PCM.76-91 Inclusion of the
solvent lowers the excitation energy by 0.09 eV.

By comparison with polyene data, for which experimental
solvent effects are 0.3-0.4 eV107 and calculated solvent
effects are∼0.28 eV,74 it becomes clear that solvent effects
are smaller for thiophene oligomers than for polyenes and
that calculated solvent effects are underestimated compared
to experimental results. A reasonable estimate is therefore
that solvent effects decrease excitation energies by about 0.2
eV. Additional differences with experimental results arise
since vertical excitation energies are used, which means that
zero-point energy (ZPE) differences between ground and
excited states are neglected and that Franck-Condon (FC)
factors were not calculated explicitly. Inclusion of the latter
two corrections can lead to a lowering of the excitation
energy of about 0.3 eV.108

Taking the corrections together, 0.2 eV (solvent)+ 0.3
eV (ZPE and FC)- 0.32 eV (planarization)) 0.18 eV,

vertical excitation energies calculated for planar thiophene
oligomers in the gas phase should lie in the vicinity of
experimental RT solution and definitely above matrix data.
Experimental (λmax values) and theoretical excitation energies
are compared in Figure 3.

The CASPT237 value for bithiophene seems to be a bit
low, lying between experimental RT solution and matrix
values. Terthiophene was treated with a reduced active space
since 18π electrons are still too many to be treated fully.37

This might explain the severe underestimation of the excita-
tion energy since the value is below the matrix data despite
the absence of a solvent in the calculations. Note that the
CASPT2 value lies also below the TDDFT result for 3T.
The TDDFT value agrees with CASPT2 for bithiophene, but
for longer oligomers, TDDFT excitation energies fall off
faster than the experimental values and approach the matrix
data already for 4T. The results would be useless in the long
chain limit. In contrast, TDHF values appear to be very
accurate. This confirms that TDHF is the best method,
especially for long oligomers, to estimate the maximum
absorption in long thiophene oligomers.

Figure 4 shows the progression of TDHF excitation
energies and oscillator strengths for 7T-25T. Spectra of all

Figure 2. Distribution of the positive charge in 19T+, in 19-
T+ with the backbone structure of 19T-Cl3, and in 19T-Cl3.
Rings are numbered from the beginning to the end of the
chain.

Figure 3. 1Bu excitation energies (λmax values) for neutral
thiophene oligomers in RT solution,103 in matrix,104-106 at the
CASPT2 level,37 at the TDHF/CEP-31G*//B3P86-30%/CEP-
31G* level, and at the TDB3P86-31G*// B3P86-30%/CEP-
31G* level.

Figure 4. First allowed absorption peaks for neutral thiophene
oligomers with 7-20 and 25 thiophene rings at the TDHF/
CEP-31G* level.
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species are dominated by one strong absorption peak that
shifts to lower energy and increases in oscillator strengths
as chain lengths increase. The peak is dominated by the
highest occupied molecular orbital-lowest unoccupied mo-
lecular orbital (HOMO-LUMO) transition with a coefficient
of about 0.6 for short oligomers. At long chain lengths, the
coefficient of the leading excitation decreases (to 0.39 for
25T), as lower- and higher-lying orbitals start contributing.
For long oligomers, there are also some additional weaker
features with oscillator strengths of∼1/10 that of the strong
peak and at 0.2-0.4 eV higher energies. The weak features
are not included in Figure 4 for clarity. The difference
between the excitation energies of 19T and 20T is 0.009 eV.
Adding five more rings decreases the excitation energy by
0.02 eV to a value of 2.52 eV for 25T. Experimentally, there
is no more change in the excitation energies beyond 20T,
while absorption intensities and conductivities keep increas-
ing in going from 20T to 27T.11

Cations. Assessment of the TDDFT Results.Since the
performance of unrestricted (U)TDDFT excited-state calcula-
tions for radical cations of conjugated systems is not well-
established, the accuracy of the results is investigated by
comparing the 2T+ and 3T+ data with CASPT2 results.37

Rubio et al. reported the four lowest excited states for 2T+

and the five lowest excited states for 3T+. Like the present
TDDFT results, CASPT2 excitation energies were obtained
on ground-state structures of the radical cations and cor-
respond to vertical excitation energies in the gas phase.
Structure optimizations were done at the UB3PW91/cc-
pVDZ level of theory. The main difference between the
structures obtained at B3P86-30%/CEP-31G* and the ones
reported by Rubio et al. is that all bonds are about 0.01 Å
longer with B3P86-30%/CEP-31G*. Comparison with B3P86-
30%/6-31G* structures shows that the bond length increase
is caused by the pseudopotentials. B3P86-30%/CEP-31G*
structures of polyenes are, however, in close agreement with
experimental results.41

Following the same nomenclature as Rubio et al.,37 energy
levels are labeled HOMO, HOMO-1, LUMO, LUMO+1,

and so on. In a CASSCF wave function, there are no orbital
energies, but states and orbitals can be matched by comparing
their symmetries. The wave function of the ion was shown
to be dominated by a single electron configuration obtained
by removing one electron from the HOMO of the neutral
species. This electron configuration has a weight of 84%
for 2T+ and 79% for 3T+ in the CASSCF wave function.
The term “HOMO” is also used for radical cations in which
the HOMO is then only half-occupied. The HOMO (semio-
ccupied molecular orbital, SOMO) corresponds to polaron
level 1 (pol1) in solid-state nomenclature. All excited states
are dominated by single excitations, doubles having total
contributions between 4 and 7%.37 This justifies the use of
a single-electron method like TDDFT.

In open-shell DFT calculations, separate spin-orbitals are
obtained for electrons withR andâ spin. Upon ionization,
one electron withâ spin is removed. For radical cations,R
and â orbitals have different energies. The half-occupied
HOMO (SOMO) of the cation in the CASPT2 wave function
corresponds to the pair of the HOMO of theR electrons and
the LUMO of theâ electrons in the unrestricted TDDFT
formalism. HOMO-1 is the pair ofR and â orbitals lying
below the HOMO/LUMO pair and so on. In this way, the
CASPT2 states and UTDDFT orbitals can be matched
although the energies ofR- and â-spin orbitals are not
identical. Excited states arise as combinations of single-
electron transitions within theR- andâ-orbital spaces. Since
there are no transitions betweenR- andâ-orbital spaces, the
energetic shift ofR versus â orbitals is irrelevant for
analyzing the nature of the electronic states. A thorough
comparison of the composition of the CASPT2 wave
functions37 for the excited states with the configurations
contributing to the excited states in UTDDFT calculations
revealed a close correspondence. UTDDFT and CASPT2
excited states of 2T+ are compared in Table 1. Note that the
electron configurations are given as weight percents for
CASPT2, while the TDDFT values are CI coefficients.

The first feature in the spectrum at the CASPT2 level
arises from a linear combination of the HOMO-1f HOMO

Table 1. Excitation Energies in eV, Oscillator Strength, and Main Electron Configurations in the Excited States (Weight %
for CASPT2, CI Coefficients for TDDFT) for the Bithiophene Cation at CASPT237 and TDDFT Levels of Theory

1 2Au 2 2Bg 2 2Au 3 2Au

CASPT237 1.54 (0.010) 1.78 (-) 1.95 (0.062) 2.78 (0.607)
H-1 f H 63% H-2 f H 75% H-3H f 54% H f L 44%
H f L 9% H f L 18% H-3 f H 18%

H-1 f H 7% H-1 f H 5%
TDBP86 1.55 (0.002) 1.74 (-) 2.15 (0.029) 3.23 (0.463)

H-1 f H 1.00 H-2 f L 1.00 H-3 f H 0.78 H f L 0.71
H f L 0.65 H-3 f H 0.46

TDB3P86-30% 1.94 (0.002) 2.14 (-) 2.25 (0.061) 3.23 (0.477)
H-1 f H 0.97 H-3 f L 1.00a H-2 f H 0.84 H f L 0.77
H-2 f H 0.25 H f L 0.60 H-2 f H -0.47
H f L0.23 H-1 f H 0.29 H-2 f H 0.25

in CH2Cl2 1.95 (0.003) 2.16 (-) 2.21 (0.11) 3.06 (0.54)
expt.b 2.10 (weak) 2.92 (strong)
expt.c 2.14 (weak) 2.95 (strong)

a That H-2 and H-3 are reversed with TDBP86 as compared to TDB3P86-30% is due to the near degeneracy of these energy levels. The
near degeneracy is caused by the crossing of the states arising from HOMO and HOMO-1 levels of the thiophene repeat unit (compare ref 48).
b Electron absorption in freon glass at 77 K, ref 36. c Electron absorption in acetonitrile in the presence of TCNE, ref 25.
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(H-1 f H) and HOMOf LUMO (H f L) transitions with
the same sign. This leads to partial cancellation of the electric
dipole transition moment vectors.71 Since the two transition
energies differ for OT radical cations, in contrast to those in
polyene radical cations,71 the first excited state is dominated
by the H-1f H transition. As a result, the cancellation of
the electric dipole transition moment vectors is incomplete
and there is oscillator strength in this first peak. The strong
(fourth) peak arises from the linear combination of the same
two transitions with opposite signs and is dominated by the
H f L transition. The opposite sign combination leads to
addition of the electric dipole transition moment vectors and
a higher oscillator strength. The third peak arises from the
H-3 f H transition with some contributions from H-1f H
and Hf L transitions. Rubio at al.37 assigned peaks 3 and
4 to the experimentally observed absorptions.

The same four lowest excited states as predicted by
CASPT2 are also found with UTDDFT calculations. The
TDDFT excitation energies obtained with the hybrid func-
tional are between 0.3 and 0.4 eV higher than that at
CASPT2; the nature of the excited states and the oscillator
strengths match qualitatively. There is a very close agree-
ment for the two higher-energy peaks between TDBP86
and TDB3P86-30% results. The general trend is that pure
TDDFT finds some of the peaks at lower energy than the
TDDFT hybrid. It is therefore clear that TDDFT produces
qualitatively correct results with hybrid and pure DFT
functionals.

To probe the solvent effect, TDDFT-hybrid calculations
were carried out in the presence of dichloromethane, a
common solvent for OT radical cations.16,26 Changing the
solvent is not expected to lead to different results.74 The
solvent hardly influences the low-energy transitions but
lowers the strong absorption peak in energy. This brings the
TDDFT-hybrid results in close agreement with experimental
results. Figure 5 shows that CASPT2 gas-phase values are
slightly lower than experimental excitation energies. Inclu-
sion of a solvent would therefore deteriorate the agreement
with experimental results. Thus, TDDFT-hybrid results seem
to match experimental results at least as well and maybe
better than CASPT2 values.

A similar comparison as for 2T+ is summarized for 3T+

in Table 2. In addition, the effect of a counterion in the
absence and in the presence of a solvent has been examined
for 3T+. In contrast to 2T+, the H-3f L transition leads to
a peak with very low oscillator strength for 3T+. At the same
time, the first peak, the linear combination of the H-1f H
and H f L transition with same sign, gains oscillator
strength. Thus, the first visible peaks in the spectra of 2T+

and 3T+ are of different electronic origin. The trends
regarding the excitation energies are the same as for 2T+.
CASPT2 values are lower than gas-phase data; TDB3P86-
30% are higher. TDBP86 values lie in between but closer
to TDB3P86-30%. The difference between the strong peaks
with and without HF exchange is about 0.1 eV. Inclusion of
a solvent tends to lower excitation energies. The influence
of the counterion, especially in the presence of the solvent,
is very small.

Interesting is the splitting of the strong absorption peak
predicted by CASPT2.37 This splitting is reproduced with
TDBP86-30% but not with TDBP86. It also depends on the
medium as the splitting disappears with a counterion and
reappears when the solvent is added. We will see below that
peak splitting appears only for 3T+ and vanishes for longer
OT radical cations. TDBP86 produces splitting for 4T+,
which also vanishes for all other chain lengths. Thus, it seems
that the splitting of the strong peak into two closely spaced
features is caused by subtle configuration mixing and
depends on the energy levels, which in turn depend on chain
length. This theoretical “fine structure” might not be observ-
able in the experiment. Figure 6 summarizes the results and
shows that TDDFT is very reliable and probably more
accurate than CASPT2.

Chain-Length Dependence of Excitation Spectra.Hav-
ing established the reliability of the TDDFT results, the
chain-length dependence of the excitation energies can be
investigated. Excited states in the energy range below the
TDHF excitation energies of the neutral species were
obtained at the TDB3P86-30%/CEP-31G* and TDBP86/
CEP-31G* levels of theory. The results are summarized in
Table 3 and compared to experimental values where avail-
able. Weak features with oscillator strengths below 0.3 are
omitted unless they correspond to peaks that grow in intensity
with increasing chain lengths.

For oligomers with two to six six-rings, TDDFT predicts
two sub-band transitions arising from the combination
of H-1 f H and Hf L transitions with the same and with
opposite signs. The low-energy feature has low oscillator
strength but increases in intensity upon chain-length exten-
sion as the H-1f H transition becomes more dominant in
the excited-state wave function. The increase in intensity with
increasing chain length is in agreement with experimental
results.16 TDB3P86-30% and TDBP86 results are in close
agreement with each other, overestimating experimental
values by up to 0.28 eV (neglecting solvent effects). Solvent
effects on excitation energies evaluated at the TDBP86 level
for 8T+ are smaller than for 2T+ and 3T+, 0.11 eV, and bring
the excitation energies to within 0.1-0.2 eV of the experi-
mental values. Although solvents effects have a small

Figure 5. Excitation spectra for 2T+ compared to experimen-
tal results at the CASPT2 and TDB3P86-30% levels of theory.
The experimental oscillator strengths were arbitrarily set to
0.1 and 0.5.
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influence on the excitation energies, there are significant
shifts in oscillator strengths.

For 8T+, the first peak in the spectrum consists almost
entirely of the H-1f H electron configuration. The second
peak originates from the Hf L transition, but additional
electronic configurations contribute. Due to this configuration
mixing, the Hf L transition splits into two separate peaks
at 1.45 and at 2.56 eV. The new peak at 2.56 eV has a low
oscillator strength for 8T+ but increases rapidly in intensity
with increasing chain lengths while a fourth sub-band
absorption that appears at 2.74 eV vanishes in the long chain
limit. Stick spectra for 2T+ through 8T+ at TDB3P86-30%
are compared in Figure 7. Some differences start to arise
between TDB3P86-30% and TDBP86 predictions as the
second absorption in the 8T+ spectrum is split into two
closely spaced (∼0.14-0.15 eV) peaks and the third transi-
tion lies lower in energy and has a higher oscillator strength.

For 12T+, the two additional sub-band transitions lie at
2.14 and 2.47 eV, slightly below the TDHF interband
transition of neutral 12T at 2.63 eV. Due to configuration
mixing, the lower component of the Hf L transition (second

peak) that dominates spectra of short oligomers decreases
in intensity with increasing chain length. Starting with 12T+,
the H-1f H transition and the higher component of the H
f L transition have higher oscillator strengths than the
original H f L transition. The contributions of various
electronic transitions to the three main peaks at TDB3P86-
30% are represented graphically in Figure 8 for 12T+.
Transitions with coefficients above 0.3 were considered. It
might be confusing that the HOMO-1 of theâ electrons lies
above the HOMO of theR electrons in Figure 8. As described
above, the energetic shift betweenR and â energy levels
can be ignored, since no transitions occur betweenR andâ
energy levels. The semioccupied HOMO according to Rubio
et al.’s37 nomenclature corresponds therefore still to the
R-HOMO/â-LUMO pair of spin-orbitals. In Figure 8, Ru-
bio’s nomenclature is applied and theR-HOMO/â-LUMO
pair is designated as HOMO forR andâ electrons. Therefore,
the first transition at 0.46 eV, which is dominated by a single
electron transition, is the H-1f H transition. Peaks 2 and 3
have strong Hf L contributions but mix with H-1f L+1
and H-2f L transitions.

For 14T+ and longer OT cations, the higher-lying com-
ponent of the Hf L transition (peak 3) becomes the
dominant peak in the spectrum. The second peak, which was
the strongest for short oligomers, is the weakest in the long
chain length limit. Figure 9 shows that a huge absorption is
predicted for peak 3 at about 0.5 eV below the interband
transition of the neutral species. Using geometries with
localized defects produces the sub-band transition with
almost the same energy but with about half of the oscillator
strength. Nonetheless, even with a localized defect, the third
peak remains the strongest absorption in the spectrum for
long oligomers. The fourth peak in the 2.4-2.7 eV region
that is rather intense for 10T+ through 14T+ is absent for
16T+ and 19T+.

Since TDB3P86-30% and TDP86 spectra differ in the
high-energy sub-band region of longer OT cations, stick
spectra for 8T+ through 20T+ are plotted at the TDBP86

Table 2. Excitation Energies in eV, Oscillator Strength, and Main Electron Configurations in the Excited States (Weight %
for CASPT2, CI Coefficients for TDDFT) for the Terthiophene Cation at CASPT237 and TDDFT Levels of Theory

1 2B1 2 2B1 3 2B1 2 2A2 3 2A2

CASPT237 1.31 (0.051) 1.94 (0.643) 2.12 (0.351) 2.21 (0.002) 2.50 (<0.001)
H-1 f H 47% H f L 28% H-2 f H 51% H-3 f L 63% H-4 f L 38%
H f L 24% H-1 f H 23% H f L 16% H f L+1 19%

H-2 f H 14% H-1 f L 16%
TDBP86 1.52 (0.038) 2.56 (0.84) 1.73 (0.023) 1.76 (<0.001) 2.14 (-)

H-1 f H 0.75 H f L 0.71 H-2 f H 0.93a H-3 f L 1.00 H-4 f L 0.99
H f L 0.59 H-1 f H -0.40

TDB3P86-30% 1.65 (0.076) 2.51 (0.480) 2.62 (0.313) 2.22 (0.120) 2.27 (0.001)
H-1 f H 0.85 H f L 0.59 H-4 f H 0.76a H-2 f H 0.93 H-3 f H 0.97
H f L 0.63 H-1 f H 0.28 H f L 0.51

H-4 f H 0.61 H-1 f H 0.28
TDB3P86-30% in CH2Cl2 1.65 (0.146) 2.21 (0.442) 2.42 (0.387) 2.33 (0.002) 2.56 (0.076)
with Cl3- 1.75 (0.057) 2.49 (0.033) 2.61 (0.658) 2.19 (0.094) 2.37 (0.003)
with Cl3- in CH2Cl2 1.67 (0.129) 2.20 (0.386) 2.43 (0.430) 2.36 (0.003) 2.55 (0.087)
Expt.b 1.46 (weak) 2.25 (strong)
a That H-2, H-3, and H-4 are reversed with TDBP86 as compared to TDB3P86-30% is due to the near degeneracy of these energy levels.

The near degeneracy is caused by the crossing of the states arising from HOMO and HOMO-1 levels of the thiophene repeat unit (compare ref
48). b Electron absorption in acetonitrile ref 22.

Figure 6. Excitation spectra for 3T+ compared to experimen-
tal results at the CASPT2 and TDDFT levels of theory. The
experimental oscillator strengths were arbitrarily set to 0.1 and
0.5.
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level in Figure 10. The prediction of additional sub-band
transitions is confirmed with TDBP86. However, with pure
TDDFT, several of the peaks are split into multiple com-
ponents. The third peak for 20T+ lies lower in energy than
with the hybrid functional. In addition, the electronic
configurations of the transitions are different, having less
contribution from the Hf L excitation and more contribu-
tions involving higher and lower energy levels. These
findings seem to be consistent with the more compressed
band structure produced with pure DFT. Considering the
general performances of pure DFT and DFT-hybrid, showing
that DFT-hybrid produces better band gaps,44,48-50 and more
accurate relative energies of occupied orbitals,51 it seems that
the peak positions obtained with the hybrid functional are
more reliable.

Effect of Counterions.Since experimental work showed
that the doping process is similar no matter which dopant is
used,109 only Cl3- counterions were employed here. The
structure of 13T-Cl3 is shown in Figure 11. The charge
transfer from the thiophene chain to the counterion is 0.96e
in 9T-Cl3, in 13T-Cl3, and in 19T-Cl3 according to natural
bond order analysis.110The complete charge transfer indicates
that OT cations and counterions form ion pairs that interact
electrostatically.

As shown in Figure 2 for 19T-Cl3, the positive charge is
highest in the three central rings. The charges decrease
gradually toward the second to last ring from the chain end
and increase somewhat in the terminal ring. Cl3 complexes
have therefore localized defects in terms of structure and
electron distribution with defect sizes of about 11 rings. 9T+

Table 3. Excitation Energies in eV and Oscillator Strengths (in Parenthesis) for Thiophene Oligomer Cations

method E1 E2 E3 E4

4T+ TDB3P86-30% 1.34 (0.18) 2.11 (1.22)

TDBP86 1.22 (0.10) 2.09 (0.26) 2.17 (0.94)

expt.16 1.16 1.92

5T+ TDB3P86-30% 1.12 (0.33) 1.86 (1.53)

TDBP86 1.01 (0.18) 1.86 (1.38)

expt.16 0.98 1.72

6T+ TDB3P86-30% 0.96 (0.53) 1.68 (1.70)

TDBP86 0.88 (0.29) 1.66 (1.64)

expt.16 0.84 1.59

expt.34 0.83 1.58

8T+ TDB3P86-30% 0.74 (1.00) 1.45 (1.75) 2.56 (0.16) 2.74 (0.11)

TDBP86 0.70 (0.57) 1.39 (0.81) 1.53 (0.21) 2.16 (0.63)

in CH2Cl2 0.64 (0.29) 1.28 (1.70) 1.43 (0.56) 2.18 (0.53)

9T+ TDB3P86-30% 0.65 (1.23) 1.37 (1.67) 2.42 (0.38) 2.68 (0.09)

TDBP86 0.65 (0.73) 1.29 (0.88)/ 1.36 (0.83) 2.00 (0.78)

expt.32 0.67 1.46

9T-Cl3 TDB3P86-30% 0.86 (0.84) 1.47 (1.67) 1.71 (0.31) not calculated

in CH2Cl2 0.76 (1.36) 1.37 (1.64) 1.67 (0.12)

10T+ TDB3P86-30% 0.58 (1.44) 1.30 (1.55) 2.30 (0.65) 2.63 (0.32)

TDBP86 0.57 (0.86) 1.28 (1.41) 1.86 (0.46) 1.88 (0.75)

12T+ TDB3P86-30% 0.46 (1.76) 1.21 (1.21) 2.14 (1.38) 2.47 (0.55)

TDBP86 0.48 (1.14) 1.18 (1.35) 1.69 (1.04) 1.70 (0.38)

expt.32 0.59/0.62 1.42/1.45 2.68

13T+ TDB3P86-30% 0.41 (1.86) 1.17 (1.07) 2.08 (1.90) 2.41 (0.54)

13T+//13T-Cl3 TDB3P86-30% 0.45 (1.87) 1.19 (1.44) 2.03 (0.90)/2.28 (0.28) 2.45 (0.72)

13T-Cl3 TDB3P86-30% 0.77 (1.31) 1.24 (0.88) 1.58 (1.52) 2.60 (0.58)

in CH2Cl2 0.64 (1.83) 1.21 (1.03) 1.50 (0.92) 2.34 (0.33)/

2.49 (0.99)/

2.58 (0.40)

14T+ TDB3P86-30% 0.37 (1.93) 1.14 (0.93) 2.05 (2.47) 2.38 (0.60)

TDBP86 0.40 (1.32) 1.15 (1.15) 1.57 (1.39)/1.59 (0.65) 2.06 (0.76)

16T+ TDB3P86-30% 0.31 (1.99) 1.09 (0.71) 2.00 (3.54)

TDBP86 0.34 (1.44) 1.12 (0.94) 1.48 (1.62)

1.50 (0.66)

19T+ TDB3P86-30% 0.24 (1.99) 1.05 (0.50) 1.95 (5.12)

19T+//19T-Cl3 TDB3P86-30% 0.27 (2.21) 0.99 (0.64) 1.86 (2.75) 2.17 (1.36)

19T-Cl3 TDB3P86-30% 0.71 (1.50) 1.07 (0.35) 1.34 (1.30) 1.46 (0.56)

1.63 (0.95) 2.29 (1.67) 2.37 (1.20)

20T+ TDB3P86-30% 0.23 (1.97) 1.03 (0.44) 1.95 (5.61)

TDBP86 0.26 (1.56) 1.11 (0.71) 1.37 (1.92)/1.40 (0.55)
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is therefore too short for having a converged defect, and 13T+

has only about the size of the localized defect. For 19T+,
true localization effects can be expected.

TDB3P86-30% excitation energies for 9T-Cl3, 13T-Cl3,
and 19T-Cl3 are included in Table 3. Compared to 9T+, the
excitation energies of 9T-Cl3 shift as follows. The first
excited state lies 0.21 eV higher in energy, and its oscillator
strength is reduced from 1.23 to 0.84. The second excitation
energy is increased by 0.10 eV without a change in oscillator
strength. The third excited state lies 0.72 eV lower in energy
with a similar oscillator strength as in the absence of the

counterion. Thus, the main effect of the counterion is
lowering of the third peak. There are only small changes in
excitation energies and the oscillator strength when a solvent
is considered.

Compared to 13T+, the first excitation energy of 13T-Cl3

increases by 0.36 eV. The energy of the second transition
increases by 0.06 eV. Both peaks decrease in oscillator
strength. The third transition lies 0.5 eV lower in the presence
of a counterion. The electronic configurations contributing
to these states are depicted in Figure 12. One of the electron
configurations contributing to the third peak directly involves
the counterion. This explains the strong effect of the
counterion on this transition. Otherwise, there is little change
in the nature of the absorption peaks compared to 12T+

(Figure 8). Removing the counterion without letting the
structure relax results in absorption energies that differ by
less than 0.05 eV from those of 13T+. The changes between
13T+ and 13T-Cl3 are therefore not due to structural
localization but caused by changes in the electron distribu-
tion. Adding a solvent splits the peak that arises in the 2.4-
2.6 eV region of the cation and complex into three
components. Otherwise, the influence of the solvent on the
spectrum is small.

The inclusion of a counterion increases the energies of
the first two peaks of 19T-Cl3 by 0.47 and 0.02 eV compared
to 19T++. Instead of the strong peak at 1.95 eV, there are
five absorptions between 1.3 and 2.3 eV in the presence of
the counterion. The two peaks at 1.07 and 1.34 eV have H
f L contributions but are multiconfigurational. The two
features at 1.46 and 1.63 eV have major contributions
(coefficients of 0.55 and 0.69) from transitions that originate
from a Cl3- orbital (HOMO-6). The peaks at 2.29 and 2.37
eV originate from H-1f L+1 and Hf L+2 transitions.
Removing the counterion reverses the changes to a large
extent as three peaks are predicted for structurally localized
19T+//19T-Cl3 that differ by only up to 0.09 eV from those
of 19T+. The biggest difference between 19T+ with a
delocalized defect and 19T+ with a structurally localized
defect is that the third peak loses oscillator strength, 5.12
versus 2.75. Thus, the effect of structural localization is
moderate; the effect of the counterion is substantial, since it
is directly involved in some of the electronic transitions. This
latter effect might differ with other counterions. In general,
the spectral region of the third peak is very sensitive to

Figure 7. Stick spectra for 2T+ through 8T+ at the TDB3P86-
30% level.

Figure 8. Electronic configurations contributing to the three
strong sub-band transitions in 12T+ at the TDB3P86-30%
level. The numbers close to the arrows give the coefficients
of the transitions. â-electron energy levels are shifted right
with respect to the R levels. The orbitals are labeled according
to Rubio et al.’s37 nomenclature, which is described in the text.

Figure 9. Stick spectra for 8T+ through 20T+ at the TDB3P86-
30% level.

Figure 10. Stick spectra for 8T+ through 20T+ at the TDBP86
level.
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changes in the method and in the geometry and to the
presence of a counterion and a solvent. This region of the
spectrum requires further study.

Comparison between Theory and Experiment.For short
OT cations, a comparison between theory and experiment
is straightforward as the two bands predicted by theory match
experimental values well. The influence of counterions is
small, and solvent effects lower the theoretical excitation
energies, improving the agreement between theory and
experiment. As the chains get longer, theory predicts a third
band that increases rapidly in oscillator strength. This sub-
band transition appears at a chain length of eight rings; for
12T+, three peaks of comparable oscillator strength are
predicted. Doping of 12T with perchlorate in dichlo-
romethane32 and of 13T with FeCl3 in dichloromethane34 was
reported. The bands of the 13T cation at 0.85 and 1.67 eV
are close to those at 0.88 and 1.75 eV for the second doping
stage of 12T. Since these values are close to those for 6T+,
the features were attributed to two polarons located on the
same chain. Haare et al.,32 however, reported an earlier
doping stage with bands at 0.59-0.62 and 1.42-1.45 eV.
These bands belong most likely to the monocations and are
used for comparison here. The theoretical predictions of 0.46
and 1.21 eV for 12T+ and 0.45 and 1.19 eV for 13T+ are a
little lower than the experimental values.

In addition, to the two well-known features comparably
intense peaks are predicted at 2.14 and 2.08 eV for 12T+

and 13T+. The appearance of these additional peaks close
to the interband transition of the neutral oligomer is important
as doping experiments on 12T32 showed that, in contrast to
shorter OTs, the interband transition did not disappear but
was reduced to half its size. This was rationalized in terms

of a disproportionation of 12T+ into neutral 12T and the
dication. The present results indicate that the unexpected peak
may be the third peak of the radical cation. Similar findings
were reported in a theoretical and experimental study by
Grozema et al.97 As chain lengths increase further, the third
peak is predicted to dominate the spectrum of the radical
cations. Such a peak has never been discussed explicitly in
experimental studies, but the spectra presented by Nakanishi
at al.34 for 41T+ show a strong absorption slightly below
that of the neutral oligomer at low doping levels. These
findings will need further analysis.

Discussion
Comparison with experimental and CASPT2 results shows
that TDDFT-hybrid excitation energies and oscillator strengths
are reliable and almost quantitatively correct. For short
oligothiophene cations, TDDFT employing hybrid and pure
DFT functionals leads to very similar excitation spectra. The
same agreement was obtained for closed-shell polyene
cations.41 In contrast, hybrid functionals do not work for
polyene radical cations because of large spin contaminations.
For long chain systems, pure TDDFT and TDDFT-hybrid
predictions completely agree for the low-energy peaks, and
both predict an additional strong sub-band transition. Pure
TDDFT tends, however, to place certain peaks lower in
energy than TDDFT-hybrid. Since pure DFT produces too
small band widths and too small energy gaps, TDDFT-hybrid
is probably more reliable.

The appearance of two low-energy peaks in PT instead
of one in polyacetylene (PA)41 can be traced back to the
different H-1f H and Hf L energy gaps. For both systems,
there exist, in principle, two excited states which arise from
combinations of H-1f H and H f L with the same and
with opposite signs.36,37,71 The combination with the same
signs leads to cancellation of the electric dipole transition
moment vectors and has a low oscillator strength. For
polyene radical cations, the cancellation is almost complete
since the energy of the two transitions is practically the same.
Thus, the first transition is not observed. For OTs, the
cancellation is incomplete because the energy-level difference
is not the same. As a result, the low-energy excited state is
dominated by H-1f H and has oscillator strength. The high-
energy excited state is dominated by Hf L. For medium-
sized OTs with around 10 rings, both excited states have
similar oscillator strengths. Thus, the different numbers of
peaks in PA and PT do not correspond to different localized
species (solitons vs bipolarons) as predicted by the polaron
model.

The polaron model5,111 was developed on the basis of
calculations applying the Su-Schrieffer-Heeger (SSH)
Hamiltonian.112 According to this model, localized intragap

Figure 11. Optimized structure of 13T-Cl3.

Figure 12. Electronic configurations contributing to the three
strong sub-band transitions in 13T-Cl3 at the TDB3P86-30%
level. The numbers close to the arrows give the coefficients
of the transitions. â-electron energy levels are shifted right
with respect to the R levels.
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states arise from kinks (solitons) or bound kink-antikink
pairs (polarons), both of which extend over 15-20 lattice
spacings. Big emphasis is therefore placed on the “self-
localization” of defects.4 Applied to polypyrrole, localization
over four rings was obtained for polarons at the SSH level.113

Localized defects were reproduced for polyene cations in
the absence of counterions at the restricted modified neglect
of diatomic overlap (MNDO) level “modified to deal with
open shell systems (by placing “1/2 electron” of each spin
in the open shell ...)”.114 A polaron size of four rings was
also determined for PT with the SSH115 method and with
MNDO calculations on 6T+.6 Thiophene cations with up to
nine rings were optimized at the semiempirical AM1 level,
employing restricted open-shell Hartree-Fock (ROHF) wave
functions38 because ROHF “better reproduces the localization
of the charge carriers along the chain as compared to the
unrestricted unrestricted Hartree-Fock (UHF) approach.”116

An upper limit for the defect size of five rings was estimated
in this way. It was shown more recently, however, that, while
it is true that UHF overestimates the width of solitons of
neutral polyenes, ROHF underestimates it.117 Localized
defects were also obtained with two-configuration SCF.54

Defect localization was confirmed for thiophene cations with
UMP2 and DFT-hybrid (BHandHLYP),98 in contrast to pure
DFT results.118

The problem with ab initio and HF-based semiempirical
calculations on polarons is that wave functions of open-shell
species are spin-contaminated, and the problem grows as the
chains get longer. Therefore, one must choose between spin-
contaminated and restricted wave functions, the former
leading to delocalized defects, the latter to localized ones.
The above summary shows that the calculations concerning
defect sizes have been adjusted in one way or another to
reproduce the localized defects predicted with the SSH
method. Localization of polarons has therefore never been
proVenat higher levels of theory. Here, it is found that open-
shell DFT-hybrid calculations produce delocalized defects
in the absence of spin-contamination.

Since the localized defects at the BHandHLYP/3-21G*
level98 are at odds with the findings of this work, geometries
of 12T, 12T+, and 19T+ were optimized at the BHandHLYP/
CEP-31G* level. The bond length changes upon ionization
are shown in Figure 13 for 19T+. While it is true that the

defect is more localized with BHandHLYP than with B3P86-
30%, the defect still spreads over all but the last two rings
in 19T+. This corresponds to a defect size of 15 rings. The
energy lowering during the optimization starting with the
B3P86-30% geometry is 1.96 kcal/mol. Thus, the potential
energy surface is confirmed to be very flat, and highly
accurate calculations would be required to determine the
geometry with certainty. The half and half (HandH) func-
tional includes 50% HF exchange. Therefore, it does not
come as a surprise that the expectation values of the spin-
operator are 1.15 for 12T+ and 1.30 for 19T+. Increasing
the amount of HF exchange to 50% simply reintroduces the
spin-contamination problem of ab initio methods. The
BHandHLYP geometry is therefore not reliable and is no
proof for polaron localization.

Apart from the problem with spin-contamination, HF
calculations lack dynamic correlation. Since the driving force
for defect localization is supposed to be the energy difference
between quinoid and aromatic structures, Moro et al.96 tested
the performance of HF, MP2, and DFT with respect to this
energy difference for 2T. It turned out that HF overestimates
the preference for the aromatic form by 30 kcal/mol
compared to MP2 and BLYP, which predict preferences of
15.5 and 13 kcal/mol, respectively. In agreement with these
results, DFT-hybrid defect sizes were shown to agree with
MP2 ones for solitons in odd-numbered polyene cations.41

Thus, DFT-B3P86-30% geometries do not suffer from over-
delocalization of defects compared to MP2. This discussion
suggests that DFT-hybrid geometries are reliable for con-
jugated systems and that the delocalized defects predicted
for radical cations are not a DFT artifact. Additional evidence
against defect localization comes from a comparison of
INDO/SCI excitation energies obtained at ROHF/AM1 and
DFT structures, which shows that the originally very poor
agreement with experimental results38,116 improves when
delocalized DFT structures are employed.97

The delocalized nature of the defect agrees with earlier
pure DFT results,118-120 which showed, moreover, that any
defect localization decreases further in a three-dimensional
lattice compared to isolated chains. Thus, the most accurate
calculations performed on polarons to this date suggest that

Figure 13. Bond length changes in 12T+ compared to neutral
12T at the BHandHLYP/CEP-31G* level of theory.

Scheme 1
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these defects are delocalized. This is exactly what qualitative
molecular orbital theory predicts. As the electron is removed
from a molecular orbital that is delocalized almost over the
entire molecule, except for the terminal rings (compare
Figure 14), the finding of a delocalized defect that involves
all but the terminal rings makes perfect sense. Why should
ionization involve only five thiophene rings? Experimental
evidence for localization is necessarily obtained in the
presence of counterions. In the presence of counterions, DFT
predicts defect localization over 11 rings.

According to the polaron model, oligothiophene cations
should have two new energy levels placed symmetrically in
the band gap. These gap states are believed to be a
consequence of the formation of a geometrically localized
defect upon ionization. The two intragap states give rise to
three sub-band transitions (Scheme 1): hν1 forms a valence
band to HOMO, hν2 forms a valence band to the second
intragap state, and hν3 forms a band between the two
intragap states.

In Figure 15, theπ-orbital energies are plotted for 20T,
20T+, and 19T-Cl3. Due to their chain length, these cations
may serve as models for polymers. Although the meaning
of DFT orbital energies is a matter of debate,121-123 a
comparison of energy levels obtained with B3LYP and peaks
in ultraviolet photoelectron spectra revealed agreement
regarding relative energies of the occupied orbitals although
the ionization potentials applying Koopmans’s theorem are
too low.51 Combined with the accurate band gaps predicted
at the B3P86-30% level,44 orbital energy plots should give
rather accurate relative positions of the occupied and
unoccupied energy levels. Figure 15 does not confirm the

energy-level diagram as shown in Scheme 1. There are no
two symmetrically placed levels in the gap for the cation
with and without counterions. For 20T+, the highestâ level
at -6.42 eV is empty and belongs to the lower polaron level
together with the highest occupiedR orbital at -6.96 eV.
The otherâ level at -6.62 eV is occupied. Thus, pol1 is
very close to the valence band. pol2 is merged with the
conduction band. This might be attributed to the lack of
defect localization. In the presence of the counterion, and
therefore with defect localization, only the emptyâ level
moves up. There is still no pol2 in the gap.

Despite the absence of the two intragap states, TDDFT
correctly predicts sub-band transitions. These transition are
obtained at virtually the same energies with delocalized and
with localized defects. Thus, defect localization cannot be
the reason for the sub-band transitions. Analysis of the nature
of these excited states at the CASPT2 and TDDFT level
shows that the hν1 and hν3 transitions, which correspond to
H-1 f H and Hf L transitions, couple with the same and
opposite signs to give rise to a weak low-energy and a strong
higher-energy absorption peak. Scheme 1 is therefore
inconsistent with the electronic nature of these first two
excited states. Moreover, the Hf L transition couples with
additional transitions especially in the long chain limit. The
last transition hν2, corresponding to H-1f L, is not
predicted at the CASPT2 and TDDFT levels of theory.

Conclusions
Although TDDFT has problems with excited states of neutral
conjugatedπ systems, TDDFT gives very good results for
conjugated cations and radical cations. This conclusion is
based on a comparison of TDDFT excitation energies with
CASPT2 data on 2T+ and 3T+ and with experimental results
for long OT radical cations. While hybrid functionals produce
large spin contamination for polyene radical cations, spin
contamination is virtually absent in open-shell calculations
on oligothiophene radical cations. Therefore, the more
reliable hybrid functionals can be used for OT radical cations.

For short- to medium-sized oligomers, two sub-band
transitions are obtained. In the long chain limit, TDDFT
predicts one additional intense sub-band transition. Experi-
mental data on 12T+ and 41T+ seem to confirm the existence
of such a transition close to the interband transition of the
neutral system.

The two lower-energy sub-band features of OT radical
cations have the same electronic origin as the single sub-
band peak in polyene radicals and radical cations. In both
systems of H-1f H and Hf L, transitions mix with the
same and opposite signs. With equal transition energies as

Figure 14. HOMO orbitals of 12T and 20T at the B3P86-30% level of theory.

Figure 15. π-orbital energies of 20T, 20T+, and 19T-Cl3 at
the UTDB3P86-30% level of theory. â-orbital energies are
shifted right with respect to R levels.
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in polyene radical cations, the low-energy peak has no
oscillator strength and the high-energy peak is very strong.
With different excitation energies as in OT radical cations,
the low-energy peak becomes visible. Thus, polarons may
give rise to one, two, or three sub-band peaks depending on
the system and on the conjugation length.

DFT methods predict delocalized defects in the absence
of spin contamination. Usually, the reliability of DFT
methods regarding this issue is questioned since DFT tends
to overestimate conjugation. One should not forget, however,
that the polaron model is based on Hu¨ckel-type calculations
that lack a self-consistent treatment of Coulomb repulsions.
Localized defects are only reproduced with semiempirical
and ab initio methods that lack dynamic electron correlation
and are based on restricted open-shell wave functions. Since
the potential energy surfaces are very flat, most of the
discrepancies between the results with different methods are
caused by the small energy changes that are associated with
distortions of the structures.

Spectra obtained for radical cations with optimized
structures and with nonoptimized structures containing a
localized structural defect are very similar. This proves
beyond any doubt that defect localization is not the reason
for the occurrence of sub-band transitions.

Spectra calculated in the presence of counterions differ
especially for longer systems from those of bare cations due
to a change in the electron density and due to direct
involvement of the counterion in some of the electronic
transitions.

With all due caution that should be applied when ap-
proximate methods are used and only isolated molecules are
investigated, it must be stated that the present results are in
contradiction with almost every aspect of the polaron model.
Instead of the strong self-localization, there are very flat
potential energy surfaces. The same sub-band transitions are
obtained in the absence as in the presence of defect
localization. The nature of the electronic transitions is more
complicated than predicted with the polaron model as all of
the peaks involve a combination of several electronic
configurations. In the long chain limit, due to the closely
spaced orbital energies, extensive configuration mixing
contributes to the excited states. Care is therefore recom-
mended when using the polaron model.
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Abstract: A useful expression for the quantum interference (QI) signal was derived for an

inhomogeneously broadened two-level system when it was excited by an optically phase-

controlled laser-pulse pair. It was shown that the QI signal oscillates as a function of a relative

optical phase, with the reduced angular frequency given by the relation ωa ) (Γ2ω0 + γg
2Ω)/

(γg
2 + Γ2), where γg and Γ are standard deviations of the system’s absorption and the laser

spectra both having a Gaussian line shape, respectively, and ω0 and Ω are the center angular

frequency of the system absorption and the carrier angular frequency of the laser, respectively.

1. Introduction
Control of quantum interference (QI) of molecular wave-
functions excited by a pair of femtosecond laser pulses that
have a definite optical phase is one of the basic schemes for
the control of versatile quantum systems including chemical
reactions. The QI technique with the pulse pair, or the double
pulse, has been applied to several atomic, molecular systems
in the gas phase1-3 and condensed phases.4-8 A basic theory
of the double-pulse QI experiment for a two-level molecular
system in the gas phase has been given in the original paper
by Scherer et al.1,2 In their beautiful work, they derived the
expression for the QI signal from a two-level system
including a molecular vibration. However, the effect of
inhomogeneous broadening, which is not very significant in
the gas phase, has not been taken into account.

In this study, we derive a compact and useful expression
for the QI signal for an inhomogeneously broadened two-
level system in condensed phases, when the system was
excited by an optically phase-controlled laser-pulse pair. In
general, the homogeneous broadening gives a Lorentz
profile:

On the other hand, the inhomogeneous broadening gives a
Gauss profile:

When both the homogeneous and inhomogeneous broadening
exist, the spectral profiles are given by a convolution ofSL-
(ω) with SG(ω), namely, a Voigt profile:

As pointed out by Scherer et al., the QI signal is the free-
induction decay and the Fourier transform of the optical
spectral profile. According to the convolution theorem in the
Fourier transform, the expression for the QI signal should,
in principle, have the form:

where td is a time delay between the laser-pulse pair.
However, in the above discussion, the laser pulse is assumed
to be impulsive; that is, the effects of a finite time width or
a spectral width of the actual laser pulse are not taken into
account. The purpose of this paper is to derive the expression
for the QI signal that includes the effects of nonimpulsive* E-mail: s-sato@eng.hokudai.ac.jp.

SL(ω) ) 1
2π

γl

(ω0 - ω)2 + (γl/2)2
(1)

SG(ω) ) 1

xπ γg

e-(ω-ω0)2/γg
2

(2)

SV(ω) ) ∫-∞

∞
dω′ SL(ω′) SG(ω + ω0 - ω′) (3)

QI(td) ) FT[SV(ω)] ) FT[SL(ω)] FT[SG(ω)] ∝

cos[ω0td] exp[-
γltd
2 ] exp[-

γg
2td

2

4 ] (4)
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laser pulses which possess a Gaussian pulse shape. The
procedure for derivation has two steps: first, we derive the
expression for the homogeneously broadened two-level
system, and then we obtain the expression for the inhomo-
geneously broadened system by integrating the result of the
homogeneously broadened system weighted by the inhomo-
geneous spectral distribution function.

2. Theory
2.1. Homogeneously Broadened Two-Level System.Let
us consider a two-level electronic system interacting with a
phase-controlled femtosecond-laser pulse pair (Figure 1).
When the ground-state energy is assumed to be zero, that
is, the system is referenced to the molecular frame, the
electronic Hamiltonian for the two-level system with the
homogeneous broadening is given by

whereγl is a homogeneous relaxation constant that stands
for a radiative or a nonradiative decay constant. An electronic
transition dipole operator is expressed as

The interaction Hamiltonian between the system and a photon
field is given by

where photoelectric fieldE(t) in the double-pulse QI experi-
ments is given by the sum ofE1 andE2, each of which has
a Gaussian profile:

whereτ is a standard deviation of each laser pulse in the

time domain and related to a standard deviationΓ of each
laser pulse in the frequency domain byτ ) 1/Γ, andΩ is a
common carrier frequency of the laser pulses. The phase shift
of the photon field is defined as delay time:9 the delay time
td between double pulses is finely controlled with attoseconds
order in the optical phase-controlled experiments. This

definition is natural in the optical phase-shift experiments
as pointed out by Albrecht et al.10

To derive the expression for the QI signal, we divide the
time region into the free-evolution regions and the interaction
regions (Figure 2). Then, the time evolution of the system
from the initial electronic state|ψ(t ) -∞)〉 ) |g〉 is given
by the equation

where the time evolution operator in the absence of the
photon field is defined by

or by replacing as∆t ) t - t′

Within the framework of the first-order perturbation theory,11

the time evolution operatorŴj(j ) 1,2) in the presence of
the photon field is given by

The substitution of eq 13 into eq 11 yields

whereF̂ is defined as an electronic transition operator, and
Û(δ) a global phase factor, which will be neglected hereafter,
because it does not affect final results in the state-density

Figure 1. Schematic drawing of the QI experiment with a
phase-controlled laser-pulse pair.

Ĥ ) (ε - iγl/2)|e〉〈e| (5)

µ̂ ) µeg(|e〉〈g| + |g〉〈e|) (6)

V̂ ) - µ̂ E(t) (7)

E(t) ) E1(t) + E2(t) (8)

E1(t) ) E0 exp- t2/(2τ2) cos(Ωt) (9)

E2(t) ) E0 exp-(t - td)
2/(2τ2) cos[Ω(t - td)] (10)

Figure 2. Time domains: free evolution and interaction with
laser pulses.

|ψ(t)〉 ) Û(t - td - δ)Ŵ2Û(td - 2δ)Ŵ1|g〉 (11)

Û(t,t′) ) exp-iĤ(t - t′)/p (12a)

Û(∆t) ) exp-iĤ∆t/p (12b)

Ŵj ) Û(tj + δ, tj - δ)

{1 - 1
ip ∫tj-δ

tj+δ
dt′ Û(tj - t′)µ̂ Ej(t′) Û(t′ - tj)}

) Û(2δ){1 - 1
ip ∫tj-δ

tj+δ
dt′ Û(tj - t′)µ̂ Ej(t′) Û(t′ - tj)}

≡ Û(2δ)(1 - 1
ip

F̂j) (13)

|ψ(t)〉 ) Û(δ) [Û(t) + i
p

Û(t) F̂1 + i
p

Û(t - td)F̂2 Û(td)]|g〉
(14)
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matrix. The projection of eq 14 onto the excited state|e〉
gives

where ω0 ) ε/p. The matrix element of an electronic
transition operatorF̂j is calculated as

When a rotating-wave approximation is used, the matrix
element is further calculated as

The substitution of eq 17 into eq 15 yields

The absolute square of eq 18 gives the density matrix element
Fee(t,td,ω0,Ω) for the excited state

The first and second term give population decays of the
excited state created by the first and second pulses, respec-
tively. The third term is the interference term that is the
product of coherence decays and an oscillating term.

2.2. Inhomogeneously Broadened System.In the previ-
ous section, the inhomogeneous broadening was not taken
into consideration. The effects of inhomogeneous decay can
be taken into account by summing upFee that originates from
inhomogeneously broadened spectral components.12 When
the inhomogeneous spectrum function is given by a Gaussian

in eq 2, the expectation value of the excited-state density
function can be written as

In the above equation, the two-center Gaussian functions can
be rewritten as a one-center Gaussian function:

By defining a reduced decay constantγa and a reduced
frequencyωa equation 21 becomes a simple form:

By carrying out the Gauss integral and the Fourier-type
integral of the Gaussian function, the final form of eq 20
becomes

In the typical QI experiments, the QI signal is obtained as
the total fluorescence integrated over time. Thus, the QI
signal is calculated from eq 24 as the following:

〈e|ψ(t)〉 ) 〈e|[Û(t) + i
p

Û(t) F̂1 + i
p

Û(t - td)F̂2 Û(td)]|g〉
) i

p
〈e|[Û(t) F̂1 + Û(t - td)F̂2 Û(td)]|g〉

) i
p

{exp[(-iω0 - γl/2)t]〈e|F̂1|g〉 +

exp[(-iω0 - γl/2)(t - td)]〈e|F̂2|g〉} (15)

〈e|F̂j|g〉 ) 〈e| ∫tj-δ

tj+δ
dt′ Û(tj - t′)µ̂ Û(t′ - tj)|g〉Ej(t′)

) µeg〈e| ∫tj-δ

tj+δ
dt′ Û(tj - t′)(|g〉〈e|+

|e〉〈g|)Û(t′ - tj)|g〉 Ej(t′)

) µeg∫tj-δ

tj+δ
dt′ 〈e|U(tj - t′)|e〉〈g|U(t′ - tj)|g〉 Ej(t′)

) µeg∫tj-δ

tj+δ
dt′ e-i(ω0 - iγ2/2)(tj-t′) Ej(t′) (16)

〈e|F̂j|g〉 ) 1
2

E0µeg∫-∞

+∞
dx e-i(ω0-Ω)x e-γlx/2-x2/(2τ2)

) xπ
2

E0µegτ exp[{γl + i2(ω0 - Ω)}2τ2

8 ] ≡ F ×

exp{τ2

8
[γl

2 - 4(ω0 - Ω)2 + i4γl(ω0 - Ω)]} (17)

〈e|ψ(t,td)〉 ) iF
p

exp[(- iω0 - γl/2)t]{1 + exp[(iω0 +

γl/2)td]} exp[{γl + i2(ω0 - Ω)}2τ2

8 ] (18)

Fee(t,td,ω0,Ω) ) 〈e|ψ(t,td)〉〈ψ(t,td)|e〉

) 2F2

p2
eγl

2/(4Γ2) e-(ω0-Ω)2/Γ2
{e-γlt + e-γl(t-td) +

e-γlt/2 e-γl(t-td)/2 cos[ω0td]} (19)

〈Fee(td,ω0,Ω)〉 ) ∫-∞

+∞
dω SG(ω,ω0) Fee(td,ω,Ω)

) F2

p2
eγl

2/(4Γ2) ∫-∞

+∞
dω SG(ω,ω0) e-(ω-Ω)2/Γ2

{e-γl
t
+ e-γl(t-td) +

e-γlt/2 e-γl(t-td)/2 cos(ωtd)} (20)

SG(ω,ω0) e-(ω-Ω)2/Γ2
) 1

xπ γg

e-(ω-ω0)2/γg
2
e-(ω-Ω)2/Γ2

) 1

xπ γg

exp[-
(ω0 - Ω)2

γg
2 + Γ2 ] ×

exp[-
γg

2 + Γ2

γg
2Γ2 (ω -

Γ2ω0 + γg
2Ω

γg
2 + Γ2 )2] (21)

1

γa
2
≡ γg

2 + Γ2

γg
2Γ2

(22a)

ωa ≡ Γ2ω0 + γg
2Ω

γg
2 + Γ2

(22b)

SG(ω,ω0) e-(ω-Ω)2/Γ2
) 1

xπ γg

exp[-
(ω0 - Ω)2

γg
2 + Γ2 ] ×

exp[-
(ω - ωa)

2

γa
2 ] (23)

〈Fee(t,td,ω0,Ω)〉 )
γa

γg

F2

p2
exp[ γl

2

4Γ2
-

(ω0 - Ω)2

γg
2 + Γ2 ]{e-γlt +

e-γl(t-td) + 2 cos[ωatd] e-γlt/2 e-γl(t-td)/2 e-(γa
2td2/4)} (24)

QI(td) ) -∫td

∞
dt

d〈Fee(t,td,ω0,Ω〉
dt

dt ) 〈Fee(t ) td,td,ω0,Ω)〉

)
γa

γg

F2

p2
exp[ γl

2

4Γ2
-

(ω0 - Ω)2

γg
2 + Γ2 ]{1 + e-γltd +

2 cos[ωatd] e-(γltd/2) e-(γa
2td2/4)} (25)
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In the above derivation, the pure dephasing was not
taken into account, and a transverse relaxation time con-
stantT2 and a longitudinal relaxation constantT1 are rela-
ted by

However, in general, there also exists a pure dephasingγ*
that is brought about from elastic solute-solvent collisions.13

Thus, the transverse relaxation time constant should be
rewritten as

The final expression for the QI signal is given by

3. Discussion
By comparing the third term in eq 28 with eq 4, we
notice thatω0 and γg in the impulsive excitation are re-
placed by ωa and γa, respectively, in the nonimpulsive
excitation. These reduced constants, of course, ap-
proachω0 and γg in the limiting case of impulsive laser
pulses; that is, whenΓ . γg, the following relations can be
deduced:

In the reverse limiting case ofγg . Γ, that is, in the case of
a quasi continuum wave (CW) laser, we notice that

Under this condition, if we further assume that 1/T2 . Γ,
the QI signal can be approximately written as

This result may be the time-domain expression for
the hole-burning experiments. These two extreme situa-
tions are schematically drawn in Figure 3. Figure 3 infers
that the overlap of the laser-pulse spectrum with the
absorption spectrum plays a role in the effective spectral
width for the system excited by the nonimpulsive laser
pulse.

Figure 4 shows the interference term of QI signals
calculated for intermediate cases. The red sinusoidal curve
of the QI signal was calculated forγg ) 100 cm-1 andΓ )
200 cm-1, while the blue one was calculated forγg ) 200
cm-1 and Γ ) 100 cm-1. All the other parameters were
common for the two calculations. The frequency of the QI
signal is altered by the ratio ofγg to Γ for the cases of
nonzero detuning (e.g.,ω0 - Ω * 0). This dependence of

the QI frequencyωa on γg can be usefully applied to the
determination of an inhomogeneous decay component; that
is, in the QI experiments, the precise determination of each
frequency parameter,ωa, ω0, andΩ, will aid to deduce the
inhomogeneous decay constant by the relation

which can be derived from eq 22b.

4. Summary
We have shown that the decays of the QI signal obtained
by the nonimpulsive excitation can be written as the product
of exponential decay and Gaussian decay, and the Gaussian
decay constant is given by

1
T2

)
γl

2
) 1

2T1
(26)

1
T2

)
γl

2
+ γ* ) 1

2T1
+ 1

T2*
(27)

QI(td) )
γa

γg

F2

p2
exp[ 1

(2T1Γ)2
-

(ω0 - Ω)2

γg
2 + Γ2 ]{1 + e-(td/T1) +

2 cos[ωatd] e-(td/T2) e-(γa
2td2/4)} (28)

ωa = ω0, γa = γg (29)

ωa = Ω, γa = Γ (30)

QI(td) ) Γ
γg

F2

p2
exp[ 1

(2T1Γ)2
-

(ω0 - Ω)2

γg
2 + Γ2 ]{1 + e-td/T1 +

2 cos[Ωtd] e-(td/T2)} (31)

Figure 3. Limiting cases: impulsive laser (left) and quasi CW
laser (right).

Figure 4. QI signals simulated for the intermediate cases.
The parameters specific for each curve were γg ) 100 cm-1

and Γ ) 200 cm-1 (for the red curve), γg ) 200 cm-1 and Γ
) 100 cm-1 (for the blue curve). The common parameters
for the two curves were ω0 ) 25 000 cm-1, Ω ) 22 000 cm-1,
γl ) 100 cm-1, and γ* ) 25 cm-1.

γg ) |ω0 - ωa

ωa - Ω|1/2 Γ (32)

1

γa
2
≡ γg

2 + Γ2

γg
2Γ2
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We have also shown that the frequency of the QI signal is
given by

In general, it is often difficult to fit the optical absorption
spectrum with Voigt functions in the frequency domain,
because the Voigt function includes the convolution integral,
and one often finds several parameter sets of the least-squared
fits. This situation makes it difficult to separate homogeneous
components from inhomogeneous components in the fre-
quency-domain spectrum. In contrast, the fitting procedure
is rather easier in the QI experiment, once the expression
that includes the effect of laser-pulse width is given. This is
because the homogeneous and inhomogeneous components
are the simple product in the QI experiment. By analyzing
the frequency-domain spectrum and the time-domain QI
profile simultaneously (e.g., global fit), the reliable deter-
mination of homogeneous and inhomogeneous components
of relaxations becomes possible.
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Abstract: The revised implicit solvent model (ISM-2) for the simulation of cationic surfactants

in water was proposed in the previous study (J. Phys. Chem. B 2005, 109, 11762): no water

molecules of the solvent are explicitly treated, and their effects are incorporated using the solvent-

averaged interactions between the surfactant segments in water, where the interactions between

the hydrocarbon sites of the surfactants are allowed to vary depending on their surroundings.

In the present study, the representation of a charged headgroup at the liquid-liquid interface

between the hydrocarbon oil and the implicit water has been improved, where the free energy

change due to the transfer of the charged headgroup across the interface is taken into account.

The present model (ISM-3) has been applied to the molecular dynamics simulations of (i) the

single preformed micelle of 30 n-decyltrimethylammonium chloride (C10TAC) cationic surfactants

in water and (ii) 343 C10TAC surfactants uniformly dispersed in water, where the corresponding

systems are also simulated using the ISM-2 for comparison. The first simulations showed that

the ISM-3 as well as the ISM-2 is applicable to the simulation of the preformed micelle of the

average aggregate size for C10TAC. The second simulations demonstrated that the ISM-3 can

represent the surfactant self-assembling plausibly, while the ISM-2 fails to do so because of

the rude treatment of the charged headgroups at the interface. The results will be compared

with those from experiments and atomistic model simulations.

1. Introduction
Shape, stability, and average size of surfactant aggregates
in solutions have been of great interest for researchers and
engineers in many fields. The surfactant aggregates have been
investigated at the molecular level using the molecular
dynamics (MD) and the Monte Carlo (MC) simulations,1-13

which are popular tools for atomistic description of matter
and materials.14-16 However, the quantitative simulation of
the surfactants in a solution computationally costs too much,
because a huge number of the solvent molecules must be

treated besides the solute molecules of interest. If the solvent
molecules can be treated implicitly, the computational cost
is drastically reduced, which makes the quantitative simula-
tions of surfactant solutions more accessible to the research-
ers and the engineers. Such implicit treatment of the solvent
is referred to as an implicit solvent model (ISM),17 where
the effects of the solvent are incorporated into the interactions
between the solutes. When the concentration of the solutes
is not very high, the effective interactions between them are
plausibly represented by the potential of mean force (PMF),
which is the solvent-averaged free energy as a function of
the configuration of the solutes.

In our previous study,18 the ISM was proposed for the
simulation of cationic surfactants in water, where the
effective interactions between the surfactant segments are
given by assuming the site-site pair additivity of the PMFs

* Corresponding author phone:+81-75-383-2672; fax:+81-75-
383-2652; e-mail: shinto@cheme.kyoto-u.ac.jp.

† Present address: Department of Environmental Chemistry and
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dori-ku, Yokohama 226-8502, Japan.
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in water at infinite dilution. The ISM was then revised to
represent the hydrocarbon interior of the surfactant aggregates
more appropriately: in this revised model (ISM-2), the
interactions between the hydrophobic sites of the surfactants
are varied depending on their surroundings, namely, the local
hydrocarbon density.19 It is noted that Lazaridis et al.20 also
reported similar implicit solvent simulations of the zwitter-
ionic surfactants.

Using the ISM-2, we have simulated the self-assembly of
the cationic surfactants in water to encounter the strange
result, as will be seen in section 3.2: only a few aggregates
became large, and the other surfactants remained as mono-
mers or small aggregates, where the large aggregates often
included the charged headgroups of the surfactants in the
hydrocarbon interior. This result is considered to be implau-
sible because the charged headgroups should exist in water
more favorably than in the hydrocarbon interior. The aim of
the present study is to improve the ISM-2 by correcting the
representation of the charged headgroups.

In this paper, we improve the representation of a charged
headgroup at the liquid-liquid interface between the hy-
drocarbon oil and the implicit water, where the free energy
change due to the transfer of the charged headgroup across
the interface is taken into account. This model (ISM-3) is
applied to the MD simulations of the aqueous surfactant
solutions starting from two types of initial configurations:
(i) a single preformed micelle of the surfactants in water
and (ii) the surfactant monomers uniformly dispersed in
water. To clarify the effect of the revision in the ISM-3, the
simulation results are compared with those from the ISM-2.

2. Simulation Methods
2.1. Implicit Solvent Models. We considern-decyltri-
methylammonium chloride [CH3(CH2)9-N(CH3)3

+Cl- or
C10TAC] and water as a cationic surfactant and a solvent,
respectively. To construct the force field for the surfactant
molecule in water using the PMFs, the following technique
was employed. The hydrophilic and the hydrophobic groups
of the surfactant were approximated by a tetramethylammo-
nium ion [(CH3)4N+ or TMA+] and a chain of methane
molecules (CH4 or Me), respectively.18,19Figure 1 shows the

PMFswab(r) for 6 different binary combinations with Me,
TMA +, and Cl- in ambient water at infinite dilution, which
were computed using the atomistic model MD simulations
in our previous studies.21 The surfactant of CH3(CH2)9-
N(CH3)3

+Cl- was mimicked as (Me)10-TMA +Cl-, that is,
t10h+Cl-, where t and h+ denote the hydrophobic and the
hydrophilic sites, respectively.

2.1.1. PreVious Model (ISM-2).19 All the intermolecular
interactions were given by assuming the site-site pair
additivity of the PMFs, except for the interaction between
the hydrophobic sites (see eq 3). The PMFs for separations
beyond the range of the computed PMFs (i.e.,r > 0.8 or
1.2 nm) were given by

whereQa is the point charge of sitea, ε0 is the permittivity
of the vacuum, andεr

w is the relative permittivity of water;
the experimental value ofεr

w ) 77.6 atT ) 300 K was
used.22

As for the intramolecular interactions of the t10h+ surfac-
tant, the PMF between the t and the h+ sites (see Figure 1)
and the corrected PMF between the t sites (see eq 3) were
included, only when these sites were separated at least four
bonds. The bond lengths and the bond angles were fixed at
constant values, as listed in Table 1. The torsional potential
of Ryckaert and Bellemans23 was used for t-t-t-t and t-t-t-h+

whereφ is the dihedral angle, andφ ) 0 corresponds to the
trans conformation.

The ISM family18,19 is based on the PMFs composed of
the direct and the solvent-induced interactions. However, the
solvent-induced interactions between the hydrophobic sites
are negligible in the interior of the surfactant aggregates such
as micelles, because water molecules hardly exist there. The
interaction force between the hydrophobic sites,ftt, was then
represented by the PMF and the Lennard-Jones (LJ) terms

Figure 1. Potentials of mean force for solute pairs in ambient
water at infinite dilution. The solid lines are the guides for the
eyes.

Table 1. Molecular Geometry of t10h+ Surfactant

bond length (nm) bond angle (deg.)

t-t 0.153
t-h+ 0.280
t-t-t 109.5
t-t-h+ 126.4

wab(r) ) 1

4πεr
w
ε0

QaQb

r
(1)

utorsion(φ) ) ∑
n)0

5

kn cosnφ (2a)

k0 ) +1.541× 10-20J

k1 ) +2.019× 10-20J

k2 ) -2.179× 10-20J

k3 ) -0.508× 10-20J

k4 ) +4.357× 10-20J

k5 ) -5.230× 10-20J
} (2b)

ftt ) -(1 - Ria,jb)‚
dwMeMe(r)

dr
- Ria,jb‚

duLJ(r)

dr
(3a)
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wherewMeMe(r) is the PMF for the Me-Me pair in Figure
1, εt ) 0.994× 10-21 J, andσt ) 0.3923 nm; the latter two
are the energy and the size parameters of the LJ potential
for n-alkane, respectively.23 The distribution parameterRia,jb

is allowed to vary from 0 to 1, depending on the local
packing ratio of the hydrocarbon sites around sitesa andb
of interest.

To define the local packing ratio of the hydrocarbon
around the hydrophobic sitea on molecule i, Γia

t , we
regarded every hydrophobic site as a sphere of radiusσt/2
and then computed the portion that the spherical shell of
inner radiusσt/2 and outer radiusσt around sitea cuts out
from the spheres of all the other sites, as illustrated in Figure
2. The spherical shell around sitea on moleculei cuts out
from the sphere of siteb on moleculej, the shaded portion,
whose volumeVia,jb

t is

It also cuts the other shaded portion from the spheres of the
neighboring sites ()a ( 1, a ( 2, a ( 3, a ( 4); this volume
is denoted byVia

t . Consequently, the local packing ratioΓia
t

is defined as

where the first, second, and third terms in the brackets
correspond to the contributions from the intramolecular
neighboring sites, the other intramolecular sites, and all the
hydrophobic sites of the other molecules, respectively. In
eq 5, Vcp

t ≡ Via,jb
t (σt) × 12 ) (13π/16)σt

3 is the closest
packing volume for the nonbonded identical spheres of radius
σt/2, andâb is a factor to avoid overestimating the net volume
occupied by moleculej (e.g., the simple summation ofVia,jb

t

over siteb on moleculej causes overestimation of the volume
of the overlapping space between the spherical shell of site
a on moleculei and a chain of the spheres on moleculej).
The distribution parameterRia,jb is given as a function of
the local packing ratio around sitesa and b of interest,
Γia,jb

t :

In the present study,Via
t and âb were chosen as the

constant values depending on the hydrophobic sites of the

surfactant, the all-trans conformation of which was assumed
for the sake of convenience. The values of parametersVia

t

andâb are listed in Table 2, where the hydrophobic sites are
numbered 1,‚‚‚, 10 from the t next to h+ to the end t. It
should be noted that the values ofVia

t andâb in Table 2 are
slightly different from those in Table 3 of ref 19, because of
the difference in definition ofVia

t .
2.1.2. Present Model (ISM-3).Solute transfer across the

interface between two immiscible liquids is accompanied by
the free energy change resulting from the difference of the
solvation states; therefore, the force perpendicular to the
liquid-liquid interface acts on the solute at the interface.24,25

Likewise, when the surfactants assemble to form an aggregate
in water, their charged headgroups situated at the interface
between the hydrocarbon core and water feel such forces,
which are neglected in the ISM-2. In the present model (ISM-
3), these forces,fh, were modeled as a pseudo-single-body
force depending on the local density of hydrocarbon sites
around a charged headgroup and were incorporated into the
ISM-2 mentioned above.

The forcefh was represented as a function of the local
packing ratio of the hydrophobic sites around the hydrophilic
site h+ on moleculei, Γi

h

where r i
h and r i

t2 are the positions of h+ and t2 sites,
respectively, andf0 ) 4.5× 10-10 N is the maximum force

uLJ(r) ) 4εt[(σt

r )12

- (σt

r )6] (3b)

Via,jb
t (ria,jb) )

{(13π/192)σt
3, ria,jb < σt

πσt
4

12ria,jb
(ria,jb

σt
- 3

2)2 [(ria,jb

σt
+ 3

2)2

- 3], σt e ria,jb e 3σt/2

0, ria,jb > 3σt/2
(4)

Γia
t )

1

Vcp
t

[Via
t + ∑

b∈i,|b-a|g5

âbVia,ib
t (ria,ib) +

∑
j*i

∑
b∈j

âbVia,jb
t (ria,jb)] (5)

Ria,jb ) 0.5+ 0.5 tanh[Γia,jb
t - 0.5

0.135 ] (6a)

Γia,jb
t ) max (Γia

t , Γjb
t ) - Via,jb

t (ria,jb)/Vcp
t (6b)

Figure 2. Illustration of hydrophobic chains of two molecules.
The spherical shell of inner radius σt/2 and outer radius σt

around site a on molecule i cuts out from the sphere of site b
on molecule j, the shaded portion, whose volume is indicated
by Via,jb

t . The other shaded portion is cut out from the
spheres of the neighboring sites ()a ( 1, a ( 2, a ( 3, a (
4); this volume is denoted by Via

t .

Table 2. Parameters of Eqs 5 and 9 for t10h+ Surfactant

Via
t /Vcp

t Vi
h/Vcp

h âb

h+ 0.093
t1 0.54 0.58
t2 0.48 0.56
t3, ‚‚‚, t7 0.44 0.53
t8 0.42 0.53
t9 0.33 0.59
t10 0.22 0.75

fh ) 0.5 f0[cos{2π(Γi
h - 0.5)} + 1]‚

r i
h - r i

t2

|r i
h - r i

t2|
(7)
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derived from the theory of Ulstrup and Kharkats24 with the
relative permittivity of liquid alkaneεr

o ) 1.9. The definition
of Γi

h is similar to that ofΓia
t described in section 2.1.1. We

regarded the hydrophilic site h+ as a sphere of radiusσh/2
) 0.285 nm and then calculated the portion that the spherical
shell of inner radiusσh/2 and outer radiusro ≡ (σh + σt)/2
around the site h+ cuts out from the spheres of the
hydrophobic sites. The volume of the portion that the
spherical shell around the site h+ on moleculei cuts out from
the sphere of hydrophobic siteb on moleculej, Vi,jb

h , is

Note that eq 8 is identical to eq 4 whenro ) σt (i.e., σh )
σt). The volume of the portion cut out from the spheres of
four neighboring hydrophobic sites ()t1, t2, t3, t4) is denoted
by Vi

h. The local packing ratioΓi
h is then defined as

whereâb is the same parameter as in eq 5 and Table 2;Vcp
h

≡ Vi,jb
h (ro) × 24 ) (π/8)(16 - 3σt/ro)σt

3is an approximation
of the closest packing volume for the spheres of radiusσt/2
around the sphere of radiusσh/2. In the right-hand side of
eq 9,Vi

h does not appear in the brackets [‚‚‚] but does in the
denominator to normalizeΓi

h, because it should never
contribute to the force of eq 7 acting on the site h+ of the
surfactant molecule. One should compare eq 9 ofΓi

h with
eq 5 ofΓia

t , whereVia
t differently appears in the right-hand

side to contribute to the interaction force of eq 3a between
the hydrophobic sites. LikeVia

t , Vi
h was chosen as the

constant value given in Table 2, with the all-trans conforma-
tion of the surfactant being assumed.

2.2. Simulation Details. The systems simulated are
summarized in Table 3: (A) a single micelle composed of
30 t10h+Cl- surfactants in water atCsurf ) 0.1 M and (B)
343 t10h+Cl- surfactants uniformly dispersed in water atCsurf

) 0.1 M. Both the ISM-2 and the ISM-3 were employed in
systems A and B to clarify how much the ISM-3 improves
the representation of the surfactant solutions. The surfactant

concentration ofCsurf ) 0.1 M employed in the present study
is higher than the critical micelle concentration (cmc) of
C10TAC in ambient water, 0.05-0.065 M.26,27 A cubic
box with 3D periodicity was employed, which included the
finite number of the solutes and had the side lengthL as
listed in Table 3. The equations of motion for all the
interaction sites were integrated by the leapfrog algorithm
with the time step of∆t ) 0.005 ps. The bond lengths and
the bond angles of the t10h+ surfactant were fixed by the
SHAKE method.15 The temperature of the systems was kept
at T ) 300 K, using the Nose´-Hoover thermostat15 with a
time constant ofτT ) 1 ps. The Coulomb contributions of
eq 1 to the PMF were handled by the Ewald summation,15

while the rest of the contributions were considered only
within the range of the computed PMFs (i.e.,r e 0.8 or 1.2
nm). In eqs 4-6, 8, and 9, the local packing ratios,Γia

t and
Γi

h, were calculated at every time step. During the simula-
tions, the configuration was stored every 0.1 ps for the
subsequent analysis.

2.2.1. Single Micelle in Water (System A).A single micelle
initially composed of 30 t10h+Cl- surfactants in water was
simulated using the ISM-2 (system A.1) or the ISM-3 (system
A.2). It is noted that the average size of the aggregates,
Nav, for C10TAC is estimated asNav ) 30, according to
an extrapolation of the experimental results for CnTAC:
Nav ) 44, 62, and 84 forn ) 12,28 14,29 and 16,30

respectively. The initial configuration of a micelle was
prepared following section 2.4.2 of ref 18, where the time
was set att ) 0 (see Figure 3), and the system was allowed
to evolve over 10 ns.

2.2.2. Surfactant Self-Assembly in Water (System B).An
aqueous solution of 343 t10h+Cl- surfactants atCsurf ) 0.1
M was simulated using the ISM-2 (system B.1) or the ISM-3
(system B.2). The number and the concentration of the

Vi,jb
h (ri,jb

h ) )

{(π/192)(16- 3σt/ro)σt
3, ri,jb

h < ro

πσt
4

12ri,jb
h [ri,jb

h

σt
- (ro

σt
+ 1

2)]2[{ri,jb
h

σt
+ ro e ri,jb

h e ro + σt/2

(ro

σt
+ 1

2)}2

- 4(ro

σt
+ 1

2)2

+ 6
ro

σt
],

0, ri,jb
h > ro + σt/2

(8)

Γi
h )

1

Vcp
h - Vi

h
[ ∑
b∈i,bgt5

âbVi,ib
h (ri,ib

h ) + ∑
j*i

∑
b∈j

âbVi,jb
h (ri,jb

h )] (9)

Table 3. Simulation Systems

no. of solutes

system t10h+ Cl-

side
length
L (nm)

concn
Csurf

(M)

initial
configuration
of surfactants model

A.1 30 30 7.927 0.1 micelle ISM-2
A.2 30 30 7.927 0.1 micelle ISM-3
B.1 343 343 17.86 0.1 monomers ISM-2
B.2 343 343 17.86 0.1 monomers ISM-3

Figure 3. Snapshots of a micelle of 30 t10h+Cl- surfactants
in water at Csurf ) 0.1 M (system A) at time t ) 0 and 10 ns:
(a) the ISM-2 and (b) the ISM-3. Green, red, and blue spheres
denote t, h+, and Cl-, respectively. The simulation cell is
depicted by the lines.
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surfactants employed seem to be sufficient for the simulation
of the surfactant self-assembly, compared with the average
size of the aggregates (Nav ) 30) and the cmc (0.05-0.065
M), respectively. The initial configuration of the surfactants
was prepared as follows: (i) the center of mass of a t10h+

surfactant in all-trans conformation was placed at one of the
7 × 7 × 7 lattice points, and the surfactant was then
randomly rotated around the lattice point; (ii) likewise, the
rest of the surfactants were positioned at the lattice points;
and (iii) the Cl- counterions were placed at random positions
such that they never overlapped with each other and the
surfactants. Starting from this configuration where the time
was set att ) 0 (Figure 6a), the system was allowed to
evolve over 25 ns.

3. Results and Discussion
In the following two subsections, we investigate the single
preformed micelles of 30 surfactants in water (system A)
and the self-assembling of surfactants in water (system B)
using MD simulations with the ISM-2 and the ISM-3.

3.1. Single Micelle in Water. Figure 3 displays the
snapshots of the micelles of 30 t10h+Cl- surfactants simulated
with the ISM-2 (system A.1) and the ISM-3 (system A.2).
For both the models, several surfactants repeatedly dissoci-
ated from and associated with the micelle during the 10-ns
simulations. Att ) 10 ns, the ISM-2 and the ISM-3 micelles
were composed of 27 and 30 surfactants, respectively;
hereafter, a surfactant is considered to belong to the aggregate
when the minimum site-to-site separation between the tail
of the surfactant and those of the surfactants in the aggregate
is less than 0.48 nm, at which the Me-Me PMF equals zero
as in Figure 1. Judging from similar snapshots of the ISM-2
and the ISM-3 micelles, the force on the h+ sites represented
by eq 7 seems to have no significant influence on the
behavior of single preformed micelles.

3.1.1. Internal Structure.To investigate the internal
structure of the micelle, the number densities of t sites, h+

sites, and Cl- counterions were calculated as a function of
the distance from the center of mass of the micelle,r, using
the configurations fort ) 8-10 ns. Figure 4 exhibits the
obtained density profiles. For the ISM-2 micelle, the t sites
form a hydrocarbon interior of the micelle atr e 2.0 nm,

Figure 4. Number densities of t, h+, and Cl- for a micelle of
30 t10h+Cl- surfactants in water (system A), as a function of
the distance from the center of mass of the micelle, r: (a) the
ISM-2 and (b) the ISM-3. Each density is the result averaged
over 20 000 configurations during the last 2 ns of the 10-ns
simulation. The inset focuses on the densities of the charged
sites.

Figure 5. Values of I1/I3 (black lines) and I2/I3 (red lines) for
a micelle of 30 t10h+Cl- surfactants in water (system A), as a
function of time t: (a) the ISM-2 and (b) the ISM-3. The
principal moments of inertia of the micelle are represented
by I1, I2, and I3, where I1 g I2 g I3. Each plot is the result
averaged over 2 ps.

Figure 6. Snapshots of 343 t10h+Cl- surfactants in water at
Csurf ) 0.1 M (system B): (a) the initial configuration of the
ISM-2 and the ISM-3 solutions; (b) the final configuration of
the ISM-2 solution; and (c) the final configuration of the ISM-3
solution. Green, red, and blue spheres denote t, h+, and Cl-,
respectively. The simulation cell is depicted by the lines.
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while the h+ sites exist at the surface of the hydrocarbon
core, as in Figure 4a. The Cl- counterions are located outside
of the micelle and favorably reside near the h+ sites. These
profiles coincide with those of the atomistic model MD study,
where a micelle of 30 C10TAC surfactants was simulated in
2166 water molecules atCsurf ) 0.67 M for 0.215 ns.31

Although the density profiles for the ISM-3 micelle are
almost the same as those for the ISM-2 micelle, the profile
of the h+ sites for the ISM-3 micelle has a somewhat higher
peak atr ≈ 1.4 nm and a smaller foothill att < 1.4 nm (see
the insets of Figure 4). This is because the h+ sites of the
surfactants in the ISM-3 micelle are pushed out of the
hydrocarbon interior by the forces of eq 7 depending on the
hydrocarbon densities around them.

3.1.2. Shape and Stability.The principal moments of
inertia of the micelle,I1, I2, and I3 (I1 g I2 g I3), were
calculated to obtain detailed information on the shape and
the stability of the micelle. Figure 5 shows the values of
I1/I3 andI2/I3 as a function of timet, where each plot is the
result averaged over 2 ps. The values ofI1/I3 and I2/I3 for
the ISM-2 and the ISM-3 micelles are larger than unity,
indicating that both the micelles have an ellipsoidal shape.
The sharp and high peaks ofI1/I3 and I2/I3 result from the
dissociation/association of some surfactants from/with the
micelle. The values ofI1/I3 and I2/I3 for the ISM-3 micelle
fluctuate a bit more significantly than those for the ISM-2
micelle, suggesting that the ISM-3 micelle is slightly less
stable than the ISM-2 micelle.

3.1.3. Comparison between ISM-2 and ISM-3.In the
previous study,19 we demonstrated that the ISM-2 success-
fully represents the preformed micelle of surfactants in water,
by comparison with the results of the atomistic model MD
study31 and the NMR study.32 As seen in Figures 3-5, the
behaviors of the ISM-2 and the ISM-3 micelles closely
resemble each other, except that there are slight differences
in the density profile of the h+ sites and the values ofI1/I3

and I2/I3. This indicates that the corrected treatment of the
h+ sites in the ISM-3 hardly influences the representation
of the single preformed micelle ofN ) 30, which is the
average size of the aggregates for C10TAC. Nonetheless, this
correction in the ISM-3 significantly improves the repre-
sentation of surfactant self-assembling, as will be demon-
strated in section 3.2.

3.2. Surfactant Self-Assembly in Water. We have
ascertained that the ISM-3 can plausibly represent the
surfactant micelle of the proper size, as mentioned in section
3.1. Next, we consider the aqueous solution of 343 t10h+Cl-

surfactants simulated using the ISM-2 (system B.1) and the
ISM-3 (system B.2).

Figure 6 displays the snapshots of the aqueous surfactant
solutions for the ISM-2 and the ISM-3, where the t10h+

surfactants and the Cl- counterions att ) 0 are completely
disaggregated, as expected from the procedure explained in
section 2.2.2. Att ) 25 ns, the surfactants in the ISM-2
solution spontaneously assembled to form a large aggre-
gate of N ) 117, and the other surfactants existed as
monomers or aggregates ofN < 10, as in Figure 6b. In Fig-
ure 6c for the ISM-3 solution, on the other hand, the
surfactants formed several aggregates of different sizes,

where the sizes of the three largest aggregates were 46, 44,
and 43 att ) 25 ns.

3.2.1. Growth Process of Aggregates.To investigate the
growth process of the surfactant aggregates, we calculated
three maximum sizes of the aggregates,Nmax1, Nmax2, and
Nmax3, at every configuration stored during the 25-ns simula-
tion. Figure 7 shows the resultant values ofNmax1, Nmax2, and
Nmax3 as a function of timet. As seen in Figure 7a, these
maximum sizes of the aggregates in the ISM-2 solution
gradually increase untilt e 14.7 ns, and then the largest
aggregate ofNmax1 ) 63 breaks apart into monomers and
small aggregates. Att ) 21.5 ns, the second largest aggregate
of Nmax2) 74 falls apart. Thereafter, only one large aggregate
continues to grow untilt ) 25 ns, as also seen in Figure 6b.
For the ISM-3 solution, the values ofNmax1, Nmax2, andNmax3

greatly fluctuate att ) 2-25 ns as seen in Figure 7b. The
sharp and high peaks ofNmax1, Nmax2, andNmax3 correspond
to the temporary association between surfactant aggregates.
The continuous fluctuations ofNmax1, Nmax2, and Nmax3 in
Figure 7b indicate that the growth and the breakup of the
surfactant aggregates repeatedly occur in the ISM-3 solution.
Thus, the growth process of the surfactant aggregates in the
ISM-3 solution is quite different from that in the ISM-2
solution shown in Figure 7a; the latter is considered to be
an artifact resulting from the rude treatment of the h+ sites
at the interface between the hydrocarbon core and the implicit
water.

3.2.2. Surroundings of Charged Headgroups.We carefully
observed the snapshots of the ISM-2 solution to find that
the h+ sites of the ISM-2 surfactants intruded into the
hydrocarbon interiors of the large aggregates, whereas the
Cl- counterions never existed there. The former result is
implausible because the charged headgroups should exist in
water more favorably than in the hydrocarbon interior. To
clarify the difference in the surroundings of the h+ sites
between the ISM-2 and the ISM-3 solutions, we counted the
number of the t sites in the coordination shell around each
h+ site,nhft, and then calculated the probability distribution

Figure 7. Three maximum sizes Nmax1 (black lines), Nmax2

(red lines), and Nmax3 (blue lines) of surfactant aggregates in
Csurf ) 0.1 M solution of 343 t10h+Cl- surfactants (system B),
as a function of time t: (a) the ISM-2 and (b) the ISM-3.
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of the h+ sites withnhft, P(nhft). Here, eachnhft includes
only the intermolecular sites, and the coordination shell was
defined as the region ofrhft e 6.4 nm, at which the PMF
for the Me-TMA+ pair exhibits the first maximum between
two minima as in Figure 1.

The resultant probability distributions are shown in Figure
8, where the probabilities ofnhft > 0 are highlighted and
those ofnhft ) 0 are 0.59 and 0.56 for the ISM-2 and the
ISM-3 solutions, respectively. The probabilities ofnhft )
1-6 for the ISM-2 solution are lower than those for the
ISM-3 solution, while the probabilities ofnhft g 7 are higher.
The average coordination numbers were also calculated and
found to benjhft ) 2.18 and 1.61 for the ISM-2 and the
ISM-3 solutions, respectively. These results suggest that the
h+ sites of the ISM-2 surfactants easily exist in the
hydrophobic environment compared with those of the ISM-3
surfactants. In general, the size of an aggregate of ionic
surfactants in water is determined by a balance between two
interactions: (i) the solvent-induced hydrophobic attraction
among the hydrocarbon chains and (ii) the electrostatic
repulsion among the charged headgroups, which are located
at the interface between the resultant hydrocarbon core and
water. The former causes the surfactant aggregation, while
the latter limits it. In the ISM-2 solution, the h+ sites often
intruded into the hydrocarbon interiors, which leads to
weakening of the electrostatic repulsion among the h+ sites.
This is a reason why the aggregates of the ISM-2 surfactants
become much larger than those of the ISM-3 surfactants, as
shown in Figures 6b, 7a, and 9a.

By contrast, the behaviors of the ISM-2 and the ISM-3
preformed micelles in system A are fairly similar to each
other, as mentioned in section 3.1. According to eqs 7-9,
the revision in the ISM-3 has a noticeable influence on the
behavior of the surfactant only when its h+ site is contiguous
to the t sites other than its neighboring t sites. Such a situation
infrequently arose in system A, because most of the
surfactants in the preformed micelle stably existed as an
aggregate with the h+ sites pointing outward and the
hydrophobic tails of the t sites pointing inward during the
simulation. Thus, the simulation of the preformed micelle

of the proper size is inappropriate for examination into how
the revision in the ISM-3 impacts on the surfactant behavior.

It is worth noting that the PMFs for interactions of h+

with the sites (h+, t, and Cl-) used in our ISMs are based on
a tetramethylammonium cation [(CH3)4N+] instead of a
trimethylammonium cation [(CH3)3N+-]. In this strict sense,
one should think that our h+ site represents a headgroup plus
its bonding methylene group, [(CH3)3N+-CH2-], and our
t10h+Cl- surfactant corresponds to C11TAC rather than
C10TAC, which leads to the slightly different values ofNav

and cmc. However, the conclusions drawn from the present
simulations are unaffected.

3.2.3. Size of Aggregates.Figure 9 shows the number
average size and the weight average size of the aggregates,
Nn andNw, as a function of timet, which are respectively
defined as

wherekN is the number of the aggregates of sizeN.33,34 It is
worth noting that the light, neutron, and X-ray scattering
measurements, which are the popular methods to estimate
the average size of surfactant aggregates, give the weight
average size of the aggregates,Nw. The average size of the
aggregates for C10TAC, Nav ) 30, corresponds toNw because
it is an estimate using an extrapolation of the experimental
results obtained by the light scattering28,29 and the X-ray
scattering.30 As seen in Figure 9a,Nn in the ISM-2 solution
is almost constant around 7, whileNw continuously increases
during the 25-ns simulation, except for the sharp drops att

Figure 8. Probability distributions of the h+ sites with the
coordination number nhft of the t sites in the shell around each
h+ site, P(nhft), in the ISM-2 solution (black bars) and the
ISM-3 solution (red bars). The value of P(nhft) at nhft ) 0
and the average coordination number respectively equal to
P(0) ) 0.59 and njhft ) 2.18 for the ISM-2 and P(0) ) 0.56
and njhft ) 1.61 for the ISM-3. Each nhft includes only the
intermolecular contributions. Each distribution is the result
averaged over 50 000 configurations during the last 5 ns of
the 25-ns simulation.

Figure 9. Weight average size Nw (black lines) and number
average size Nn (red lines) of the surfactant aggregates in
Csurf ) 0.1 M solution of 343 t10h+Cl- surfactants (system B),
as a function of time t: (a) the ISM-2 and (b) the ISM-3.
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) 14.7 and 21.5 ns corresponding to the breakups of the
large aggregates shown in Figure 7a. Finally,Nw exceeds
the average size of the aggregatesNav ) 30 for C10TAC and
reaches 53.4 att ) 25 ns. For the ISM-3 solution, bothNn

and Nw seem to converge and fluctuate around constant
values at least att > 5 ns as in Figure 9b. The averages of
Nn andNw overt ) 5-25 ns are 13.3 and 30.6, respectively;
the latter value forNw agrees very well with the experimental
estimate ofNav ) 30.

For the ISM-3 solution, the aggregate size distribution was
calculated using the configurations fort ) 5-25 ns, which
are considered to be equilibrated judging from the variations
of the maximum sizes of the aggregates (Figure 7b) and of
the average sizes (Figure 9b). Figure 10 shows the resultant
size distribution of the aggregates, whereXN denotes the
average concentration of the surfactants in the aggregates
of size N. The aggregates in the ISM-3 solution exhibit
several favorable sizes ofN < 100, and the maximum peak
is observed atN ) 56. However, the size distribution in
Figure 10 is not smooth enough because of the lack of the
sufficient samplings. Although we performed the ISM-3
simulations using the single CPU computers in the present
study, the use of the massive parallel computers may enable
us to carry out the long-time simulations of the large-scale
systems for the sufficient samplings. This will be our future
study.

4. Conclusions
We have recently proposed a series of the ISMs for the
simulation of cationic surfactants in water, where no water
molecules of solvent are explicitly treated and their effects
are incorporated using the solvent-averaged interactions,
namely PMFs.18,19In our previous study, the ISM was revised
to improve the representation of the hydrocarbon interior of
the surfactant aggregates: in this revised ISM (ISM-2),19 the
interactions between the hydrophobic sites of the surfactants
are varied depending on the hydrocarbon densities around
them, while in the original ISM,18 all the interactions between
the surfactant segments are given by the PMFs regardless
of their surroundings. In the present study, we have addition-
ally improved the representation of a charged headgroup of
the liquid-liquid interface between the hydrocarbon oil and
the implicit water, where the free energy change due to the
transfer of the charged headgroup across the interface is taken

into account. The present model (ISM-3) has been applied
to the MD simulations of (i) a single preformed micelle
composed of 30 C10TAC cationic surfactants in water and
(ii) 343 C10TAC surfactants uniformly dispersed in water,
where the corresponding systems were also simulated using
the ISM-2 for comparison. The first simulations showed that
the ISM-3 as well as the ISM-2 is applicable to the simulation
of the preformed micelle of the average aggregate size for
C10TAC, judging from the internal structure, the shape, and
the stability of the micelle. In the second simulations, the
ISM-2 solution gave the strange result that only a few
surfactant aggregates became large and the other surfactants
remained as monomers or small aggregates; for the ISM-3
solution, on the other hand, the surfactant self-assembling
was plausibly represented in the sense that the weight average
size of the aggregates agreed very well with the experimental
estimate.

The ISM-3 simulation of aqueous surfactant solutions
computationally costs far less than the atomistic model
simulations do, where the water molecules of the solvent
are explicitly treated in addition to the solutes of interest.
The other feature of the ISM-3 is that it allows us to change
the concentration of the surfactants and the counterions
involved without changing the computational cost because
of the implicit treatment of the water molecules. In the near
future, we will investigate the effects of the surfactant
concentration and the salt addition on the surfactant behavior,
with the help of these advantages of the ISM-3 simulation.
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Abstract: A three-layer ONIOM approach was used to study the interactions of hydrated alkali

metal ions such as Li+, Na+, and K+ with a DNA fragment containing two phosphate groups,

three sugar units, and a G••C base pair modeled in the anion and dianion states. Among the

three metal-binding combinations studied herein (outer-sphere, inner-sphere monodentate, and

inner-sphere bidentate), the outer-sphere binding mode showed the highest binding energy (BE)

for hydrated Li+ ions (103.1 kcal/mol) while the hydrated Na+ and K+ ions preferred the inner-

sphere monodentate binding modes to the phosphate group of the anionic DNA fragment (BE

) 87.9 and 98.2 kcal/mol for Na+ and K+, respectively). These data on the binding mechanisms

of Li+, Na+, and K+ ions and the higher binding affinity of Li+ ions compared to Na+ and K+ ions

in the anion model system of DNA are in good agreement with the previous experimental findings.

On the other hand, in the dianion state, Li+ preferred inner-sphere monodentate, whereas Na+

and K+ ions preferred the outer-sphere structures. The neutral anion model ion revealed a more

realistic picture of DNA-alkali metal ion interactions compared to the non-neutral dianion model

systems.

I. Introduction
DNA, the highly anionic polyelectrolyte in a living cell, is
stabilized by an array of cationic species, including metal
ions. Metal cations are known to play a crucial role in both
stabilizing and destabilizing the DNA double helix.1-4 They
can coordinate DNA at several sites, of which the major sites
are the phosphate groups, the sugar moiety, the base keto
oxygens (O2 of thymine and O6 of guanine on the interior
of the double helix), and the ring nitrogens (N7 of adenine
and guanine on the exterior and N3 of adenine and guanine)
(see Figure 1), the different coordinations depending on the
concentration and type of metal ions. The affinity of a cation
for a specific site on a polynucleotide is a general function
of its charge, hydration-free energy, coordination geometry,

and coordinate bond-forming capacity.5,6 Both alkali and
alkaline earth metal ions are known to stabilize the DNA
predominantly by neutralizing the negatively charged sugar-
phosphate backbone.7-9 Coordination of phosphate moieties
by cations is essential for catalytic enzymatic reactions, the
processes involving the transfer of genetic information and
the synthesis of oligonucleotides and so forth.10,11

The DNA-metal ion interactions are governed by several
parameters such as the nature of the metal, its size, and its
charge, which influence the conformation of DNA by direct
or indirect interaction through the water molecules with the
basic sites of the nucleotides.12 As monovalent cations are
generally less strongly solvated than divalent cations, they
tend to interact with DNA purely electrostatically without
making hydrogen bonds from metal-coordinated water
molecules.13

Molecular dynamic (MD) simulations, solution NMR, and
crystallographic results agree that the monovalent cations
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Na+, K+, Rb+, and Cs+ prefer direct binding (inner-sphere)
at the ApT step in the A-track in the minor groove of
DNA.14,15 Li + is reported to interact with the minor groove
via a water bridge.16

A recent study carried out by Wilson and co-workers on
MD simulations of 10 ns and longer on DDD (Dickerson-
Drew dodecamer with sequence CGCGAATTCGCG),17 and
by Feig and Pettitt on the DNA duplex (A5G5)•(C5T5), with
Na+ as the counterion observed a correlation between the
entrance of Na+ into the minor groove and groove narrow-
ing.18 Among the alkali metal ions, Na+ and K+ are widely
distributed in most of the biological systems and are involved
in a variety of cellular functions.19

Most of the previous theoretical studies devoted to metal-
DNA binding by Sponer et al.,20-25 Petrov et al.,26-28 and
other groups29-36 were carried out on small model systems
such as base pairs, nucleotides, dimethyl phosphate anions,
solvated metal ions, and so forth, could shed new insights
into the mechanisms of metal binding to nucleic acids.
In native DNA, the electronegative oxygen atoms of the
phosphate group are projected toward the exterior of the
double helix, and the small models are largely ineffective in
replicating such geometrical constraints.

So, it was thought worthwhile that a study with a model
system where negative oxygen atoms of the phosphate group
project toward the exterior would be more comparable to
the native DNA structure. In the present study, the selected
model is a guanine-cytosine base-pair region (G••C region),
which also contains the related two sugar units (one
connected to the guanine fragment and the other connected
to cytosine fragment) and the associated two phosphate
groups (one free anionic phosphate group at the cytosine end,
which is the anion model). Because of the structural
restrictions imposed by the sugar units, we hope that in the
present model the phosphate geometry will be maintained
as in native DNA. DNA being an anionic polyelectrolyte,
one would expect excess negative charge on the DNA
segments. Therefore, to compare the effect of excess charge
on DNA fragments on the interactions of alkali metal ions
with DNA, besides the anion model, we have considered a
dianionic model possessing two negative phosphate ends.

In the present work, we have adopted a three-layer ONIOM
method [a hybrid of quantum mechanical and molecular
mechanics methods (QM-MM)] to study the interaction of
hydrated alkali metal ions with the anionic and dianionic
DNA fragments. As negatively charged phosphate groups
are the major contributors to the polyanionic nature of the
DNA macromolecule, the present study will mainly be
focused on the interaction of biologically important metal
ions such as Li+, Na+, and K+ ions with the phosphate groups
of DNA.

II. Computational Details and Models
A. Three-Layer ONIOM Model. In this work, we will be
utilizing a three-layer ONIOM method, developed by Moro-
kuma and co-workers,37-39 to study the metal ion interactions
with the DNA segment. ONIOM is a general hybrid method,
which can combine molecular orbital as well as molecular
mechanics methods, and it is reported to be an efficient tool
for accurately calculating chemical interactions in large
systems.40,41

In the present study, a typical system used for ONIOM
calculation is given in Figure 2. We name this model
HPSG••CSP-••Mhyd

+ , where HP stands for the protonated
phosphate group at the guanine end, SG stands for the sugar
and the connected guanine, the doted line indicates the
hydrogen-bond interaction between the guanine and cytosine,
CSP- stands for the cytosine and the connected sugar units
and the phosphate anion, Mhyd

+ is the hydrated metal ion,
and the dotted line between CSP- and Mhyd

+ represents the
interaction between the two units. In the case of alkali metal
ions, typically, four water molecules are found in their first
solvation shell, and accordingly we use the M+(H2O)4
model for the hydrated metal ion (for selected cases, higher
coordination possibilities of the metal ions are also modeled).
It may be noted that, in the HPSG••CSP-••Mhyd

+ model, the
net charge is zero. Therefore, in order to study the effect
of excess charge on the Mhyd

+ -DNA interactions, we have
also studied a dianion model which is designated as
(H2O)2••-PSG••CSP-. Here also, an ONIOM model similar
to the one in Figure 2 is used, wherein the P- at the cytosine
end is in the high level and the P- at the guanine end is in
the medium level. In order to have a realistic picture, the
guanine end is microsolvated with a water dimer, which is
also in the medium layer. According to the ONIOM
terminology, the model HPSG••CSP-••Mhyd

+ is divided into
three layers, namely, (i) a high layer, (ii) a medium layer,
and (iii) a low layer, which are illustrated in Figure 2. The
high layer contains the critical part of the reacting system,
namely, the phosphate group and interacting hydrated metal
ion, which is treated at the B3LYP/6-31G(d) level of density
functional theory (DFT).42-44 The G••C base pair, the sugar
units, and the phosphate group at the guanine end were
treated at the medium level of theory by using the semiem-
pirical PM3 method.45 The use of the PM3 method in the
medium layer will incorporate some electronic effects into
the system, and it will also help the delocalization of the
charge centered on the phosphate moieties. The sugar units
in the low layer are treated with a universal force field.46

Since there are no electrons in the MM layer, the phosphate

Figure 1. Schematic diagram of A••T and G••C base pairs
linked by phosphate groups.

Base-Sugar-Phosphate Three-Layer ONIOM Model J. Chem. Theory Comput., Vol. 3, No. 3, 20071173



group will not interact electronically with this layer, and
therefore great twisting of the phosphate groups leading to
phosphate and G••C interaction may be prevented. Great
twisting of the phosphate groups is less likely to occur in
DNA molecules because of the rigid double-stranded struc-
ture. Therefore, we expect that the steric effect imposed by
the sugar unit can be retained in the MM layer, and at the
same time, the direct electronic interaction between the QM
layer and the medium layer can be prevented, which in turn
will help the phosphate moiety to project toward the exterior
of the DNA fragment. Therefore, it is felt that the three-
layer ONIOM model will serve as a good model for the study
of phosphate and hydrated-metal ion interactions in DNA
systems. For interaction energy calculations, structures of
hydrated metal ions are fully optimized at the B3LYP/6-
31G(d) level of theory (see the Supporting Information, SI,
for the structures).

The binding mode given in Figure 2 is the outer-sphere
combination of the hydrated metal and the phosphate group.
Inner-sphere monodentate and inner-sphere bidentate com-
binations (Figure 3) are also commonly observed in metal-
binding interactions with electron-rich centers. It may be
noted that, in the models given in Figure 3, one or two water
molecules will have to move out from the tetra-hydration
shell of the metal (one for mono- and two for bidentate) to
make room for the direct metal-phosphate oxygen bonds.
This assumption is reasonable because alkali metal ions
prefer three to four metal-oxygen direct bond connections.
For instance, in a theoretical study of alkali metal ion-water
interaction conducted with models of M+(H2O)n, Glendeing
and Feller47 have found that, for larger clusters (n ) 4-6),
one or two water molecules often occupy the secondary
solvation shell.9,14,48The possibilities of higher coordination

geometries for the metal ions will also be considered to a
limited extent.

B. Interaction Energy Calculations. In the present
calculations, the following geometry types are optimized with
the three-layer ONIOM method, namely, (i) the bare anion
HPSG••CSP-, (ii) the bare dianion (H2O)2••-PSG••CSP-,
(iii) the metal-anion HPSG••CSP-••M+(H2O)4, and (iv) the
metal-dianion (H2O)2••-PSG••CSP-••M+(H2O)4 systems.
In type i and type ii geometries, the main interaction is
between the bases G and C, while in types iii and iv
structures, both the base pair interaction and the hydrated
metal ion and phosphate anion interaction occur. Therefore,
we can estimate the following interaction energies.

For G••C base pair interaction energy in the free anion

For G••C base pair interaction energy in the bare dianion

For G••C base pair interaction energy in the metal bound
anion systems

For G••C base pair interaction energy in the metal bound
dianion systems

For metal ion-phosphate interaction energy in the anion
systems

For hydrated metal ion-phosphate interaction energy in the
dianion systems

Figure 2. Scheme of the real and model systems used in the ONIOM calculations for DNA-hydrated-metal interaction.

Figure 3. Scheme of the different binding modes selected
to study hydrated alkali metal ions and phosphate anion
interactions.

E1 ) E(HPSG) + E(CSP-) -
E(HPSG••CSP-) + E1BSSE (1)

E2 ) E[(H2O)2••
-PSG] + E(CSP-) -

E[(H2O)2••
-PSG••CSP-] + E2BSSE (2)

E3 ) E(HPSG) + E(CSP-••Mhyd
+ ) -

E(HPSG••CSP-••Mhyd
+ ) + E3BSSE (3)

E4 ) E[(H2O)2••
-PSG] + E(CSP-••Mhyd

+ ) -

E[(H2O)2••
-PSG••CSP-••Mhyd

+ )] + E4BSSE (4)

E5 ) E(HPSG••CSP-) + E(Mhyd
+ ) -

E(HPSG••CSP-••Mhyd
+ ) + E5BSSE (5)
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E is the total energy of the systems given in parenthesis.
In order to get a reasonable estimate of theE values, the
single-point energies of the ONIOM-optimized structures
of all the anionic (HPSG••CSP-••M+

hyd) and dianionic
[(H2O)2••-PSG••CSP-••M+

hyd] systems are calculated at the
B3LYP/6-31G(d) level. Further,E values at the B3LYP/
6-31G (d) level are calculated for the fragment structures
HPSG, (H2O)2••-PSG, and CSP- taken from their respective
full systems. Names in regular font are of the fully optimized
ONIOM level structures, and those in italics are of the frag-
ment structures taken from the fully optimized systems. The
E1BSSE to E6BSSE values are the BSSE corrections to be ob-
tained by employing the counterpoise correction method of
Boys and Bernardi.49 The BSSE-corrected interaction energy
is used for comparing the stability of different structures.

III. Results and Discussion
A. Bare Anion and Dianion Models of a DNA Fragment.
The ONIOM-level-optimized geometries of the bare anion
and dianion models of the DNA fragment are given in Figure
4a and b, respectively. As expected, in the optimized
geometries, the P-O bonds that are not connected to the
sugar units are projected outward with respect to the G••C
base pair. The low level of MM theory proved useful,
particularly to treat the steric effect of these sugar units,
which are mainly responsible for this structural feature. The
extra electrons in the systems are delocalized over the
exposed P-O bonds, and as a result, they show more double-
bond character than the P-O bonds connected to the sugar
units. For instance, in the QM layer, the exposed P-O
distance is in the range of 1.498-1.501 Å, while the P-O
bond connected to the sugar unit is in the range of 1.700-
1.712 Å. In DNA systems, the P-O bonds showing double-
bond character are typically seen at a distance of 1.48-1.51
Å, and the present results are in good agreement with this.
However, the distance obtained for the P-O bond connected
to the sugar unit is larger than the typically observed value
in the range of 1.59-1.64 Å in DNA systems50,51 (later, we
will see better values for the longer P-O bond distances in
systems containing hydrated metal ions). Shortening of the
P-O bond length is mainly due to strong solvation or a
counterion effect in DNA systems.

Although understanding the nature of interactions between
the DNA phosphate group and the alkali metal ion was the
primary objective of the present work, the ONIOM models
used in the current study could also provide information on
the stability of the G••C base pair in the anion, dianion, and
their metal-containing systems. This is possible because the
PM3 method, being well-parametrized for organic molecules,
applied at the G••C base pair region can yield reliable
structural features. For instance, in both the anion and dianion
models, the aromatic rings of the G••C base pair are nearly
in the same plane, which agrees well with the planar G••C
structures often found in DNA systems. Further, the hydrogen-
bond length parameters obtained for the G••C base pair
region show good agreement with the results obtained by

Sponer et al. at the RI-MP2/TZVPP level (a planar structure
with O6(G)-N4(C) ) 2.750 Å, N1(G)-N3(C) ) 2.900 Å, and
N2(G)-O2(C) ) 2.891 Å).52 Moreover, for a free G••C base
pair optimized at the PM3 level, the distances obtained for
the O6(G)-N4(C), N1(G)-N3(C), and N2(G)-O2(C), are 2.813,
2.800, and 2.850 Å, respectively, and the corresponding
values obtained for the anion and dianion models are nearly
the same. The distances observed for the ordered triplet
(O6(G)-N4(C), N1(G)-N3(C), N2(G)-O2(C)) in the G••C base
pair for free anion and dianion models are (2.820, 2.804,
2.828 Å) and (2.810, 2.814, 2.847 Å), respectively, suggest-
ing that the hydrogen-bond interactions at the N1(G)-N3(C)

and N2(G)-O2(C) regions in the dianion model are weaker
than that found in the anion model, which can be attributed
to the enhanced electrostatic repulsive interaction arising
from anionic guanine and anionic cytosine ends. Further, a
well-defined water dimer interaction is also present in the
guanine end of the dianion model, which would provide a
microsolvation environment to the phosphate moiety. It may
be noted that, in the case of both anion and dianion models,
the bond lengths N(G)-C(sugar), N(C)-C(sugar), and C(sugar)-
O(phosphate)observed at the boundary that separates the QM
layer from the MM layer (DFT/MM and PM3/MM bound-
aries) are in good agreement with the corresponding distances
in the DNA systems (Figure 4).

In the free anion and dianion models, the BSSE-corrected
G••C base pair interaction energy values are calculated
according to eqs 1 and 2, respectively, and a value of E1)
29.6 kcal/mol for the anion and E2) 7.3 kcal/mol for the
dianion is obtained.53 These values are already reported in a
recent article, and the smaller base pair interaction energy
in the dianion model is attributed to the repulsive electrostatic
interaction between the negatively charged guanine and the
negatively charged cytosine fragments.

B. Anion and Dianion Models for Hydrated Alkali
Metal Ion Interactions. Geometries of HPSG••CSP-

••M+(H2O)4 Anion Models.The binding of alkali metal ions
such as Li+, Na+, and K+ to the anionic phosphate group in
the anion model with different binding mechanisms is
optimized at the ONIOM level according to the scheme given
in Figures 2 and 3. In these models, the primary solvation
shell of the metal ion is modeled with four water molecules
because, normally, tetrahydration is observed in alkali metal
ions (see the SI for a discussion on the hydrated structures
of metal ions).47 In Figure 5a, the full optimized geometry
for the outer-sphere coordination of Li+(H2O)4 with the
HPSG••CSP- model is depicted. In order to have a closer
look at the hydrated metal region interacting with the
phosphate anion, the QM region of the ONIOM optimized
geometry of the outer-sphere coordination of Li+(H2O)4 is
also presented in Figure 5b. Only the QM regions in the
cases of inner-sphere monodentate and bidentate structures
of Li + are presented in Figure 5c and d, respectively (see SI
for the full geometry). In all three of the binding modes,
Li-O bonds are more or less in a tetrahedral arrangement.
In mono- and bidentate structures, Li-O bonds to the water
molecule (1.950, 1.961, 1.985, 1.912, and 1.933 Å) are
shorter than the Li-O bonds to the phosphate oxygen (2.010,
2.141, and 2.160 Å).

E6 ) E[(H2O)2••
-PSG••CSP-] + E(Mhyd

+ ) -

E[(H2O)2••
-PSG••CSP-••Mhyd

+ ] + E6BSSE (6)
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In the case of the outer-sphere structure of Na+, the Na-O
bonds around the metal ion show a substantial distortion from
the tetrahedral arrangement. For instance, in this geometry,
the O7-Na-O8 angle is found to be 134.6°, which is quite
large compared to a tetrahedral angle. In fact, Na, O6, O7,
and O8 atoms are nearly in the same plane as the sum of
the angles∠O6NaO7, ∠O6NaO8, ∠O7NaO8, which is
found to be 359.1°. Compared to the Li+-induced outer-
sphere structure, the distortion from tetrahedral arrangement
is quite large in the Na+-induced structure because, in the
latter system, the Na-O bond is expected to be weaker than
the Li-O bond in the former system. Further, the O5••H-
O8 hydrogen-bond interaction between the two metal-bound
water molecules (Figure 6a) would also facilitate the
tetrahedral distortion in the Na+-induced structure. Compared
to the outer-sphere structure, Na-O bond connections found
in the inner-sphere mono- and bidentate structures are largely
in a tetrahedral arrangement around the metal (Figure 6b and
c), and this feature is also very similar to the corresponding
Li + geometries.

In the case of K+, the outer-sphere structure was not found.
All attempts to find the outer-sphere coordination always
led to the inner-sphere monodentate structure. In the mono-
dentate system, the∠O7KO5 angle is found to be 164.7°
and the sum of the angles∠O5KO6, ∠O5KO7, and
∠O6KO7 is 359.9°. It means that the arrangement of the
K-O bonds in the system is very similar to the arrangement
of the Na-O bond in the outer-sphere structure of Na+. On
the other hand, the bidentate structure retained the tetrahedral
arrangement of the K-O bonds (Figure 6 e).

The average values of the metal-oxygen distances are
1.971 and 2.288 Å for outer-sphere structures of Li+ and

Na+, respectively, and those for the inner-sphere monodentate
structures are 1.977, 2.302, and 2.694 Å for Li+, Na+, and
K+, respectively. Slightly higher values of 2.037, 2.324,
2.691 Å are observed for the average metal-oxygen
distances in the bidentate structures of Li+, Na+, and K+,
respectively. It can be understood that the average metal-
oxygen distances increase with an increase in size of the
metal ion. However, it does not change much with respect
to the different binding modes preferred by the metal ions.
In general, the P-O bond interacting with the hydrated metal
(P-O1 and P-O2) showed a small amount of elongation,
whereas the other two P-O bonds (P-O3 and P-O4
connected to the sugar unit) showed a small amount of
shortening as compared to the corresponding bonds in the
free anion (see the SI for detailed bond length information).
For instance, the average of P-O1 and P-O2 distances was
1.525 Å, and the average of P-O3 and P-O4 distances was
1.669 Å.

C. Geometries of (H2O)2 ••-PSG••CSP-••M +(H2O)4

Dianion Models. The dianion model is selected in order to
understand the effect of excess negative charge on the DNA
fragment on the metal ion-DNA interaction. The QM
regions of the ONIOM-optimized geometries of different
binding modes of Li+(H2O)4, Na+(H2O)4, and K+(H2O)4 are
presented in Figure 7 (see the SI for the full systems). In
the dianion model, the outer-sphere model for Li+ and the
inner-sphere bidentate model for K+ could not be located.
In the case of inner-sphere mono- and bidentate structures
of the metals, Li-O bonds are arranged in a tetrahedral
fashion around the metal. The outer-sphere Na+-induced
structure is very unique as it shows the arrangement of all
four of the oxygen atoms of the water molecules and the

Figure 4. Optimized structures of bare (a) anion (HPSG••CSP-) and (b) dianion [(H2O)2-PSG••CSP-] model systems. All bond
lengths are in angstroms.
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metal in nearly the same plane, meaning that a large
distortion from a tetrahedral to a square planar arrangement
takes place during the formation of the complex. On the other
hand, the tetrahedral arrangement of the Na-O bonds is not
much distorted during the formation of the inner-sphere
monodentate structure. In both the K+-induced outer-sphere
and inner-sphere monodentate structures, the K-O bonds
around the metal are largely distorted from the tetrahedral
arrangement, and in the former case, the part of the structure
defined by four water molecules and the metal can be best
described as a square pyramid in which the apical position
is occupied by a K atom.

In the dianion structures, the average metal-oxygen
distances are 1.964, 2.024, 2.365, 2.291, 2.751, and 2.652
Å for inner-sphere monodentate Li+, inner-sphere bidentate
Li+, outer-sphere Na+, inner-sphere monodentate Na+, outer-
sphere K+, and inner-sphere monodentate K+, respectively.
All of these values are shorter than the corresponding values
found in the respective anion models. This means that a
tighter metal-phosphate binding is occurring in the dianion
model than in the anion models. However, these binding
interactions have only a small influence on the exposed P-O
bond lengths, as they showed an average distance of 1.515
Å, which is in fact smaller than the corresponding value
found in the anion models. On the other hand, compared to
anion models, the metal-phosphate binding interaction in
the dianion models led to a further shortening of the P-O

bonds connected to the sugar units, as they showed an
average P-O distance of 1.654 Å.

D. Interaction Energies.The G••C base pair interaction
energy data of the three different binding modes (outer-sphere
and inner-sphere monodentate and bidentate) of the hydrated
alkali metal ions in the dianion model are given in Table 1.
For anion and dianion models, eqs 3 and 4 are used to
calculate these energies (E3 for anion and E4 for dianion
models). It may be seen that, irrespective of the metal ions
and their different binding modes, base pair interaction
energy in the anion model is nearly close to 25.0 kcal/mol,
which is 4.6 kcal/mol smaller than the E1 value of the G••C
pair in the free anion model. In the anion models, the average
value of the three hydrogen-bond lengths for the G••C base
pair is in the range of 1.802-1.805 Å (see the Supporting
Information for a distance table), meaning that the hydrogen-
bond interactions in all the hydrated metal-anion model
systems are nearly unchanged, which is in agreement with
the nearly identical interaction energy values. Similarly, in
all of the dianion cases, the base pair interaction energy (E4)
is nearly identical to 21.0 kcal/mol. However, this E4 value
is 4.0 kcal/mol smaller than the E3 value obtained for the
anion models, indicating that the excess negative charge on
the DNA fragment is weakening the G••C hydrogen-bond
strength. On the other hand, compared to the G••C base pair
interaction in the free dianion model (E2), the E4 value is
13.7 kcal/mol higher in magnitude. This can be attributed

Figure 5. HPS••CSP-••Li+(H2O)4 anion model (a) ONIOM-level optimized full geometry for outer-sphere binding. Parts b, c,
and d are the QM region of the ONIOM optimized geometries for outer-sphere binding, inner-sphere monodentate binding, and
the inner-sphere bidentate binding, respectively. All bond lengths are in angstroms.
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mainly to the decrease in the repulsive electrostatic interac-
tion in the dianion-metal system as a result of the
neutralization of the charge on the cytosine end. Compared
to the anion-metal systems, the average values of the three
hydrogen-bond lengths (1.810-1.813 Å) in the G-C pair
of dianion-metal systems are increased as a result of the
weakening of the G••C base pair interaction.

Table 2 depicts the metal ion-phosphate interaction
energy data for tetrahydrated Li+, Na+, and K+ ions with
anion and dianion models in the outer-sphere, inner-sphere
monodentate, and inner-sphere bidentate binding modes. For
anion and dianion models, eqs 5 and 6 are used to calculate
these energies (E5 for anion and E6 for dianion models),
respectively. In the case of the anion model of lithium, the
E5 values show the following order of stability: outer-sphere
> inner-sphere monodentate> inner-sphere bidentate. The
outer-sphere coordination with a binding energy (BE) of
103.1 kcal/mol is superior to the values of 88.9 and 76.9
kcal/mol obtained for the inner-sphere mono- and bidentate
structures, respectively. On the other hand, in the case of
the anion model of Na+, all three of the modes of binding
have nearly identical strengths, with the inner-sphere biden-
tate having the highest value of 87.9 kcal/mol for the BE.
The anion model of K+ showed the highest stability for the
inner-sphere monodentate structure (E5) 98.2 kcal/mol).
As a whole, the E5 values suggest that, in the anion models,
the binding strength is in the order Li+ > K+ > Na+.

The energy data of tetrahydrated alkali metal-phosphate
anion interactions of the dianion models in Table 2 suggest
a substantial increase in the metal phosphate BE in all types

of binding modes when compared with the corresponding
values obtained in the case of the anion models. For instance,
compared to the inner-sphere monodentate anion model, the
inner-sphere monodentate dianion model of Li+ showed an
increase in the BE by 41%.

In the case of Li+ binding to the dianion model, the E6
values obtained for inner-sphere monodentate and inner-
sphere bidentate are 125.7 and 118.9 kcal/mol, respectively,
which suggests that Li+ prefers the inner-sphere monodentate
binding mode. In contrast, in the anion model, the stable
binding mode observed with the Li+ ion was the outer-sphere
one, which implies that the charge of the model system is
crucial in deciding the type of binding.

The difference in the binding mechanism could be due to
the fact that, as the dianion model has higher negative
potential, it holds the lithium ion closer to the DNA fragment
than the anion fragment accompanied by the removal of
water from the hydrated Li+ (dehydration), resulting in an
inner-sphere monodentate binding mode. Moreover, in the
case of inner-sphere binding, the metal-oxygen distances
are shorter than that in the anion model. Unlike lithium, in
the case of Na+ and K+, it can be understood from the E6
values that they prefer the outer-sphere binding mode in the
dianion model. Whereas in the anion model, the most stable
binding mechanisms observed with Na+ and K+ were inner-
sphere bidentate and monodentate, respectively. However,
it should be noted that the inner-sphere bidentate structure
could not be located for Na+ in the dianion model. It can
therefore be concluded that the binding modes of alkali metal
ions largely depend on the charge of the DNA fragment.

Figure 6. Anion models for HPS••CSP-••Na+(H2O)4 and HPS••CSP-••K+(H2O)4. The QM layer of the ONIOM optimized geometry
for (a) outer-sphere binding of Na+ (b and d) inner sphere monodentate binding, and (c and e) the inner sphere bidentate
binding. All bond lengths are in angstroms.
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E. Possibilities of Higher Coordination Geometries.In
the previous sections, all of the models were made with four
water molecules in the first solvation shell of the metal ion.
Although this may be a valid assumption, the higher
coordination possibilities exist particularly in the case of Na+

and K+ ions because of the larger size of their coordination
sphere.54-57 In the case of Li+, the commonly observed
coordination number is four.58-61 However, there are ex-
amples where this cation shows a penta coordination, which

mainly arises when it interacts with a multidentate ligand
such as a crown ether. In the case of Na+, octahedral
coordination with six nearest-neighbor oxygen interactions
is reported in protein structures.62 In such structures, many
of the Na-O interactions are furnished by carboxylate groups
of an amino acid residue as well as the carbonyl group of
the peptide bond. From a combined quantum chemical
statistical simulation study on the hydration of Na+, Öhrn
and Karlström58 have recently proposed a value close to five

Figure 7. The [(H2O)2••-PSG••CSP-••M+(H2O)4] dianion models for alkali metal ions. Parts a and b are the inner-sphere mono-
and bidentate structures for the Li+ ion, respectively. Parts c and d are the outer-sphere and inner-sphere monodentate structures
of the Na+ ion, respectively; parts e and f are outer- and inner-sphere monodentate structures for the K+ ion, respectively. All
bond lengths are in angstroms.

Table 1. BSSE-Corrected G••C Base Pair Interaction Energy in Anion (E3) and Dianion (E4) Modelsa

outer-sphere
inner-sphere
monodentate

inner-sphere
bidentate

model
systems

E3
(anion)

E4
(dianion)

E3
(anion)

E4
(dianion)

E3
(anion)

E4
(dianion)

Li+ 25.2 (4.7) not found 25.4 (4.6) 21.0 (4.7) 25.9 (4.7) 20.8 (4.8)
Na+ 24.7 (4.7) 20.5 (4.8) 25.3 (4.6) 20.6 (4.8) 25.1 (4.7) not found
K+ not found 20.6 (4.9) 24.9 (4.6) 20.7 (4.9) 25.2 (4.7) not found

a Values in parentheses are the BSSE corrections. All values are in kilocalories per mole.

Table 2. Phosphate-Hydrated Metal Ion Interaction Energy in Anion (E5) and Dianion (E6) Modelsa

outer-sphere
inner-sphere
monodentate

inner-sphere
bidentate

model
systems

E5
(anion)

E6
(dianion)

E5
(anion)

E6
(dianion)

E5
(anion)

E6
(dianion)

Li+ 103.1 (9.4) not found 88.9 (9.9) 125.7 (9.2) 76.9 (11.4) 118.9 (12.8)
Na+ 86.1 (9.1) 118.5 (11.0) 86.4 (9.9) 116.0 (10.5) 87.9 (11.5) not found
K+ not found 114.2 (12.6) 98.2 (10.5) 114.6 (9.9) 86.4 (10.5) not found

a Values in parentheses are the BSSE corrections. All values are in kilocalories per mole.
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for the average coordination number for Na+, while other
workers have reported this value to be around six.63,64In the
case of K+, coordination numbers even higher than six are
located. For instance, in a recent study, Di Cera and co-
workers65 have reported the high-resolution structure of
thrombin containing seven K+-O bonding interactions. In
the present work, the reported structures in Figures 6a,d and
7c,e,f show a large bare region around the metal center,
suggesting further coordination possibilities with water
molecules. This aspect is explored to a limited extent by
further ONIOM-level calculations on model structures
containing five and six water molecules around the metal
center.

The initial geometry of the HPS••CSP-••Li+(H2O)5 anion
model is made by adding one water molecule to the most
stable outer-sphere HPS••CSP-••Li+(H2O)4 complex so that
the newly added water is within the Li-O bonding region
(∼2.0 Å). Similarly, to the most stable inner-sphere dianion
model (H2O)2••-PSG••CSP- ••Li +(H2O)4, one more water
molecule is added in the Li-O bonding region to obtain the
(H2O)2••-PSG••CSP-••Li +(H2O)5 dianion system. In both
of the cases, the final optimized geometry (Figure 8) showed
a tetrahedral coordination of four water molecules around
the Li+ and the fifth water molecule was moved out to the
second solvation shell. Further addition of water molecules
is expected to keep the tetra coordination around the Li+,
and therefore their geometries are not optimized.

The initial geometries of HPS••CSP-••Na+(H2O)5 and
HPS••CSP-••Na+(H2O)6 models for ONIOM optimization
are made by adding the appropriate number of water
molecules at the Na-O bonding distances (2.3 Å). The same
strategy is used in the case of dianion models as well (cf.
Figure 9 for optimized structures). The anion model
HPS••CSP-••Na+(H2O)5 turns out to be an inner-sphere
monodentate structure wherein only three of the water
molecules showed strong coordination to the metal ion. On
the other hand, the dianion model showed the outer-sphere
coordination with four strong Na-O bonding interactions.
In this case, the fifth water molecule is moved out from the
coordination sphere to keep hydrogen-bonding interactions
with one of the phosphate oxygen atoms and another water
in the first solvation shell. Although HPS••CSP-••Na+(H2O)5
is described as an outer-sphere structure, the Na-O(phosphate)

distance of 2.579 Å suggests significant interaction between
the corresponding atoms. The anion and the dianion models
with six water molecules possess outer-sphere coordination,

and both of the structures are nearly identical, showing direct
coordination of five water molecules to the metal center. In
this case, the nearest Na-O(phosphate)distance is found to be
2.840 Å.

For the systems containing K+, further additions of
water molecules are carried out with the inner-sphere
HPS••CSP-••K+(H2O)4 (cf. Figure 6d) and the outer-sphere
(H2O)2••-PSG••CSP-••K+(H2O)4 models (cf. Figure 7e). The
ONIOM-level optimized geometries are presented in Figure
10. Both of the anion models (with five and six water
molecules) show inner-sphere monodentate coordination of
the metal ion to the phosphate. In HPS••CSP-••K+(H2O)5,

Figure 8. Optimized structures taken from the full model of
(a) HPS••CSP-••Li+(H2O)5 and (b) (H2O)2••-PSG••CSP-••
Li+(H2O)5. All bond lengths are in angstroms.

Figure 9. Optimized structures taken from the full model of
(a) HPS••CSP-••Na+(H2O)5, (b) HPS••CSP-••Na+(H2O)6, (c)
(H2O)2••-PSG••CSP-••Na+(H2O)5, and (d) (H2O)2••-PSG••
CSP-••Na+(H2O)6. All bond lengths are in angstroms.

Figure 10. Optimized structures taken from the full model
of (a) HPS••CSP-••K+(H2O)5, (b) HPS••CSP-••K+(H2O)6,
(c) (H2O)2••-PSG••CSP-••K+(H2O)5, and (d) (H2O)2••-PSG••
CSP-••K+(H2O)6. All bond lengths are in angstroms.
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three water molecules are directly bonded to the K+,
while in HPS••CSP-••K+(H2O)6, four water molecules
show strong interaction with the K+. Interestingly, the
(H2O)2••-PSG••CSP-••K+(H2O)5 dianion model possesses
outer-sphere coordination while the (H2O)2••-PSG••CSP-••
K+(H2O)6 is inner-sphere monodentate. In both of the dianion
systems, four water molecules are directly bonded to the
metal center. It may be noted that, even with five or six water
molecules, full coverage of the coordination sphere of both
Na+ and K+ is not achieved. Interestingly, these metal centers
are unable to keep six M+-O-type bonding interactions, and
it is felt that through the mediation of water molecules in
the secondary solvation shell such coordination may arise.
For instance, in HPS••CSP-••Na+(H2O)6, the water molecule
in the secondary solvation shell (cf. Figure 9b) is helpful to
maintain the rigidity of the penta-coordinated metal ion in
it.

The BSSE-corrected BE values E7, E8, E9, and E10 are
calculated to quantify the interaction of the hydrated metal
ion to the phosphate moiety (Table 3). E7 and E8 represent
the interaction of M+(H2O)5 and M+(H2O)6 with the anion,
while E9 and E10 represent the interaction of M+(H2O)5 and
M+(H2O)6 with the dianion, respectively. A comparison of
the energy values in Tables 2 and 3 suggests that, in the
case of Li+, the maximum BE to both the anion and the
dianion is obtained when it is hydrated with four water
molecules. Similarly, dianion models containing Na+(H2O)4
and the anion model containing K+(H2O)4 show more BE
than their corresponding penta- and hexa-hydrated metal
centers. In contrast to this, in the anion models, the penta-
hydrated Na+ system shows binding strength equal to that
of the tetra-hydrated inner-sphere bidentate structure (BE)
87.9 kcal/mol). Among all the dianion models of K+, the
(H2O)2••-PSG••CSP-••K+(H2O)5 system has the highest BE
(115.6 kcal/mol).

IV. Conclusions
The interactions of hydrated Li+, Na+, and K+ ions to the
phosphate group of DNA are studied by modeling a DNA
fragment both in an anion (one negative charge) and a
dianion (two negative charges) state with the phosphate
geometry maintained as in native DNA (projected toward
the exterior) using a three-layer ONIOM-based QM-MM
method. Three combinations of metal ion-DNA binding
were studied, which included the outer-sphere, inner-sphere
monodentate, and inner-sphere bidentate patterns. Among
the alkali metal ions, Li+ is known to have the highest affinity
for DNA in aqueous solutions in terms of counterion

interactions.66 The present results are in good agreement with
this as, among all the structures, Li+ showed the highest BE
in both anion and dianion models, where the former is of
103.1 kcal/mol [outer-sphere HPS••CSP-••Li +(H2O)4] and
the latter is 125.7 kcal/mol [inner-sphere monodentate
(H2O)2••-PSG••CSP- ••Li +(H2O)4]. Comparison of all the
structures with the highest BE shows that the binding strength
of the metal ions follows the order Li+ > K+ > Na+ in the
anion models, while it is Li+ > Na+ > K+ in the dianion
models. Experimental reports have shown that Li+ ions prefer
outer-sphere binding to DNA16 and stabilizes the water
structure around DNA,50 and Na+ and K+ ions bind to DNA
in an inner-sphere manner,14,15 which is in good agreement
with the binding behavior of these ions with the anion model,
as the structures with the highest binding energies are outer-
sphere HPS••CSP-••Li +(H2O)4, inner-sphere monodentate
HPS••CSP-••Na+(H2O)5, and inner-sphere monodentate
HPS••CSP-••K+(H2O)4. This suggests that the neutral anion
model is quite suitable for studying the interactive behavior
of alkali metal ions compared to the dianion model where
the net charge on the system is not neutral. In the dianion
models, the Coulombic electrostatic interaction between the
dianion system and the positively charged hydrated metal
ion is higher than that of the anion system and the hydrated
metal ions. Therefore, all dianion models showed a higher
binding energy than the anion models. It appears that, when
the net charge on the DNA-metal system is not zero, the
results are not in agreement with the experiment. Our
previous work53 on the binding behavior of alkaline earth
metals (dipositively charged) on a DNA fragment revealed
similar results where only the dianion model having net zero
charge showed the right binding behavior, as found in the
experiments.
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Abstract: We report the predictive de novo folding of three two-helix proteins using the free-

energy protein forcefield PFF01. Starting from random initial conformations 40-90% of the

members of the simulated ensembles converge to near-native conformations. The energetically

lowest conformations approach the conserved part of the native conformations to within 1.64,

1.86, and 1.84 Å for 1WQC, 1WQD, and 1WQE, respectively. An analysis of the low-lying

conformations predicts the correct topology of the disulfide bridges, which are formed in additional

simulations with a constraining potential. The free energy landscapes of these proteins are very

simple, suggesting them as candidates for all-atom molecular dynamics simulations. In five

independent simulations we find the formation of the correct secondary structure and several

folding events into the tertiary structure.

1. Introduction
The development of methods that simulate the protein folding
process at the all-atom level and the elucidation of its
mechanism are among the important outstanding problems
of biophysical chemistry.1-4 Significant new insights arise
from de novo folding studies of small proteins and peptides.5-8

We have recently demonstrated a feasible strategy for all-
atom protein structure prediction9-11 in a minimal thermo-
dynamic approach. We developed an all-atom free-energy
forcefield for proteins (PFF01), which is primarily based on
physical interactions.11 We already demonstrated the repro-
ducible and predictive folding of several proteins with 20-
60 amino acids.9,12-14

While manyâ-hairpin systems have been investigated both
experimentally and theoretically,15-17 there is a relative
scarcity of small two-helix peptides that are known to fold
experimentally into well-defined tertiary structure. Since two-
helix proteins constitute a minimal model, in which to
investigate the interplay of hydrophobic collapse, secondary
structure formation and the formation of native contacts, the
identification of such systems may be helpful to elucidate

the protein folding mechanism. We have previously folded
the widely studied 23 amino acid trp-cage protein,6,12,18,19,20-22

which has spurred many theoretical investigations because
of its fast folding time.

In this investigation we fold three homologous potassium
channel blockers,23 which exhibit a parallel two-helix bundle.
We find that all three peptides fold reproducibly into stable
tertiary structures, with very simple free-energy funnels. We
demonstrate through molecular dynamics simulation that the
lack of competing metastable conformations makes these
proteins ideal candidates for folding studies to elucidate the
interplay of secondary and tertiary structure formation.15,24,25

2. Methods

2.1. Forcefield. We have recently developed an all-atom
(with the exception of apolar CHn groups) free-energy protein
forcefield (PFF01) that models the low-energy conformations
of proteins with minimal computational demand.26,10,11The
forcefield parametrizes the internal free energy of the protein
(excluding backbone entropy) and contains the following
nonbonded interactions:

* Corresponding author phone:+49-7247-82-6383. E-mail:
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Here rij denotes the distance between atomsi and j and
g(i) the type of the amino acidi.

The Lennard-Jones parameters (Vij , Rij for potential depths
and equilibrium distance) depend on the type of the atom
pair and were adjusted to satisfy constraints derived from a
set of 138 proteins of the PDB database.26-28 The nontrivial
electrostatic interactions in proteins are represented via
group-specific dielectric constants (εg(i)g(j) depending on the
amino acids to which the atomsi andj belong). The partial
chargesqi and the dielectric constants were derived in a
potential-of-mean-force approach.29 Interactions with the
solvent were first fit in a minimal solvent accessible surface
model30 parametrized by free energies per unit areaσi to
reproduce the enthalpies of solvation of the Gly-X-Gly family
of peptides.31 Ai corresponds to the area of atomi that is in
contact with a fictitious solvent. Hydrogen bonds are
described via dipole-dipole interactions included in the
electrostatic terms and an additional short-range term for
backbone-backbone hydrogen bonding (CO to NH) which
depends on the OH distance, the angle between N, H, and
O along the bond, and the angle between the CO and NH
axis.11

In the folding process under physiological conditions the
degrees of freedom of a peptide are confined to rotations
about single bonds. In our simulation we therefore consider
only moves around the side-chain and backbone dihedral
angles, which are attempted with 30% and 70% probability,
respectively. The moves for the side-chain angles are drawn
from an equidistributed interval with a maximal change of
5 degrees. Half of the backbone moves are generated in the
same fashion; the remainder is generated from a move library
that was designed to reflect the natural amino acid dependent
bias toward the formation ofR-helices orâ-sheets. The
probability distribution of the move library was fitted to
experimental probabilities observed in the PDB database.32

While driving the simulation toward the formation of
secondary structure, the move library introduces no bias
toward helical or sheet structures beyond that encountered
in nature.

2.2. Optimization Methods.The low-energy part of the
free energy landscape of proteins is extremely rugged due
to the comparatively close packing of the atoms in the
collapsed ensemble. Rugged potential energy surfaces are
characterized by the existence of many low-lying minima,
which are separated by high-energy barriers. For this reason,
the global optimum of such a surface is difficult to obtain
computationally. Simple methods, such as steepest descent
or simulated annealing, are almost always trapped in
metastable conformations.

Efficient optimization methods must therefore speed up
the simulation by avoiding high-energy transition states, by
adapting large scale moves wherever possible, or by accept-
ing unphysical intermediates. One of the simplest ideas to
effectively eliminate high-energy transition states of the free-

energy surface is the basis of the basin hopping technique,33,34

also known as Monte Carlo with minimization. This method
simplifies the original potential energy surface by replacing
the energy of each conformation with the energy of a nearby
local minimum. This replacement eliminates the high-energy
barriers that are responsible for the freezing problem in
simulated annealing. In many cases the additional minimiza-
tion effort to find a local minimum for each starting
configuration is more than compensated by the increase of
efficiency of the stochastic search on the simplified potential
energy surface. The basin hopping technique and deriva-
tives27 have been used previously to study the potential
energy surface of model proteins35 and all atom protein
models.22,36-38

In contrast to previous work, we use a simulated annealing
process39 for the minimization step. The temperature is
decreased geometrically from its starting to the final value
of Tf ) 2K. Following an optimized protocol38 the starting
temperatureTs is drawn randomly from a distributionp(Ts)
∼ exp(Ts/T0). The performance of the method is only weakly
dependent on the choice ofT0, which was chosen as 750 K
for all simulations reported here.

While each simulated annealing run is typically much more
expensive than a local minimization using gradient based
techniques, it can nevertheless be competitive for very rugged
potential energy surfaces, or when the computation of the
gradient of the potential is prohibitive. The number of moves
in each individual basin hopping cycle, is increased with the
square root of the cycle numberm asN ) 10 000× xm.

At the end of one annealing step the new conformation
was accepted if its energy difference to the current config-
uration was no higher than a given threshold energyεT, an
approach proven optimal for certain optimization problems.40

Throughout this study we use a threshold acceptance criterion
of 1 kcal/mol.

2.3. Molecular Dynamics.Starting from the same un-
folded conformation as above, we performed all-atom
implicit water molecular dynamics simulation using the
AMBER8 simulation package41 with the AMBER99 force-
field42 using the Born/SASA solvation model.43-45,8 The
simulation was performed at the linux cluster of the KIST
supercomputational materials lab with up to 16 processors
in parallel. The system was first minimized by steepest
descent. We generated five trajectories with 50 ns total
simulation time each, three at 300 K and two at 325 K. After
minimization the simulations are heated independently to
their final temperature. Simulations were performed using
Langevin temperature coupling and electrostatic interactions
without cutoff.

3. Results
3.1. Free-Energy Folding Simulations.Structures for the
peptides 1WQC, 1WQD, and 1WQE with 26, 27, and 23
amino acids, respectively, were retrieved from the PDB
database46 and unfolded by setting all backbone dihedral
angles to random values until nonclashing conformations
were obtained. The starting conformations had backbone
root-mean-square deviations (RMSB) of 11.8 Å, 7.8 Å, and
9.7 Å to the native conformations of 1WQC, 1WQD, and

V({ rbi}) ) ∑
ij

Vij [(Rij

r ij
)12

- 2(Rij

r ij
)6] + ∑

ij

qiqj

εg(i)g(j)r ij

+

∑
i

σiAi + ∑
hbonds

Vhb (1)
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1WQE, respectivelysthey had no secondary structure. Table
1 shows the sequences of the peptides, which have a very
high degree of homology. We note that all three peptides
are stabilized by two disulfide bridges, as indicated in the
table.

For each of the peptide we performed 20 independent basin
hopping simulations with 200 cycles each using the protocol
described above. In order to avoid any bias toward the native
conformation, there was no potential representing the dis-
ulfide bridges in these simulations. Figure 2 shows the
convergence of the energy and the RMSB deviation for
1WQC vs the number of function evaluations as a repre-
sentative example.

Tables 2-4 summarize the energies, RMSB deviations,
and secondary structure for the final population of these
simulations. There are 30 NMR models for each of the
peptides, which differ in the unstructured tail-fragments after
amino acid 20 of the sequence. The table therefore reports
the RMSB deviation to the closest model and the RMSB
deviation to the structurally conserved part of each peptide.

All three proteins were folded predictively to very good
resolution. Predictive folding is achieved, when near-native

structures dominate the low-energy spectrum of the simulated
ensemble. In a free-energy forcefield the native conformation
is selected on the basis of its estimate of internal free-energy
in comparison to other conformations with well-defined
secondary and tertiary structure. This is in contrast to MD
or REM investigations, where occupation probability deter-
mines the thermodynamically stable conformation. Thus
finding a particular conformation repeatedly with the lowest
energy, as was observed for ALL proteins studied here,
predicts the native conformation. Not in all simulations that
reach the native conformation all stabilizing tertiary interac-

Figure 1. Overlay of the experimental (in red, first model)
and the folded conformations (in blue) of 1WQC, 1WQD, and
1WQE, respectively.

Table 1. Length, Sequence, and Disulfide-Bridge
Topology (Numbers of the Amino Acids) for the Peptides
1WQC, 1WQD, and 1WQE

name #AA sequence DS1 DS2

1WQC 26 DPCYEVCLQQHGNVKECEEACKHPVE 3/21 7/17

1WQD 27 DPCYEVCLQQHGNVKECEEACKHPVEY 3/21 7/17

1WQE 23 NDPCEEVCIQHTGDVKACEEACQ 4/22 8/18

Figure 2. Convergence of best and mean energy (top panel,
in kcal/mol) and RMSB (bottom panel, in Å) as a function of
the number of basin hopping cycles for the simulations of
1WQC. Note that early in the simulation, one of the non-native
conformations was lowest in energy, before it was overtaken
by a near-native conformation. For simplicity the RMSB
deviation was measured against the first, not the best NMR
model.

Table 2. Final Population of Decoys of the Basin Hopping
Simulations for 1WQCa

RMSB RMSB1-20 energy secondary structure

2.90 1.64 -67.10 CHHHHHHHHHHTCHHHHHHHHHHHHC

3.21 1.67 -66.80 CHHHHHHHHHHTCHHHHHHHHTTTTC

2.60 1.95 -65.40 CHHHHHHHHHHTCHHHHHHHHHSCCC

6.31 4.07 -65.40 CHHHHHHHHHTSCSHHHHHHHHSCCC

3.85 2.01 -65.00 CHHHHHHHHHTSCHHHHHHHHTSSCC

2.55 1.92 -64.70 CHHHHHHHHHHTSHHHHHHHHHSCCC

3.08 1.52 -64.40 CHHHHHHHHHTCCHHHHHHHHHHHHC

3.98 2.32 -64.20 CHHHHHHHHHTSCHHHHHHHHTTTTC

3.34 1.74 -63.90 CHHHHHHHHHHTSCHHHHHHHHHHHC

4.83 2.15 -63.40 CHHHHHHHHHTSCHHHHHHHHTSCCC

6.45 4.57 -62.80 CHHHHHHHHHHTCCHHHHHHHHHHHC

6.38 4.45 -62.40 CHHHHHHHHHHTCCHHHHHHHHHHHC

6.34 4.41 -62.40 CHHHHHHHHHHTCCHHHHHHHHHHHC

6.30 4.42 -62.30 CHHHHHHHHHHTCCHHHHHHHHHHHC

2.45 1.67 -62.10 CHHHHHHHHHTCCHHHHHHHHHSCCC

3.74 2.81 -61.70 CHHHHHHHHHHTCCCCHHHHHHSCCC

3.26 1.75 -60.80 CHHHHHHHHHHSSHHHHHHHCSSSCC

5.01 2.85 -59.70 CHHHHHHHHHCHHHHHHHHHHTSSCC

3.14 1.92 -59.60 CHHHHHHHHSSSCHHHHHHHHHHHHC

6.19 4.82 -58.30 CHHHHHHHSCCTTCHHHHHHHHSCCC
a We computed the minimal RMSB deviation (in Å) to the 30

experimental models of the full protein and of amino acids 1-20,
respectively. The secondary structure was computed with DSSP:67

H, T, S, and C designate helix, turn, strand, and coil conformations,
respectively.
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tions are fully formed. As a result there may be many more
near-native conformations that are slightly higher in energy.
We found the lowest 3, 9, and 18 of 20 simulations to
converge to near-native conformations of 1WQC, 1WQD,

and 1WQE, respectively. The data demonstrate that the
simulation method is very robust: 50% (1WQC), 40%
(1WQD), and 90% (1WQE) of the simulations converge to
conformations with RMSB deviations of less than 2 Å to
the native conformation.

In Figure 1 we show the overlay of the lowest energy
conformations with the respective experimental model. The
figure demonstrates the high degree of similarity of the folded
and experimental conformations. It is interesting to note that
the addition of just one amino acid from 1WQC to 1WQD
leads to a noticeable change in structure that is reproduced
in the theoretical model.

3.2. Analysis of the Free-Energy Landscape.Next we
turn to the surface of the internal free-energy (excluding
backbone entropy) of 1WQC as a representative example of
the three peptides. Figure 4 shows energy versus RMSB for
all accepted configurations at the end of basin hopping cycles
(from all simulations). The triangles indicate the terminal
configurations of the individual simulations. We clearly see
two broad funnels of conformations, which terminate into

Table 3. Final Population of Decoys of the Basin Hopping
Simulations for 1WQDa

RMSB RMSB1-20 energy secondary structure

3.23 1.86 -69.30 CHHHHHHHHHHSCHHHHHHHTCHHHHC

2.82 1.91 -68.70 CHHHHHHHHHHSSHHHHHHHTCHHHHC

3.87 1.93 -68.70 CHHHHHHHHHHTCHHHHHHHHHHHHHC

2.92 2.08 -68.50 CHHHHHHHHHHSSHHHHHHHTCHHHHC

4.89 1.72 -68.40 CHHHHHHHHHHTSHHHHHHHHHCTTTC

3.43 3.32 -68.40 CCSHHHHHHHHTSCHHHHHHHHTTCCC

3.93 1.93 -68.00 CHHHHHHHHHHTCHHHHHHHHHHHHHC

3.27 1.99 -67.70 CHHHHHHHHHTSCHHHHHHHHTHHHHC

3.30 2.51 -66.10 CHHHHHHHHHHHCHHHHHHHHTHHHHC

4.26 4.05 -66.10 CHHHHHHHHTTTTCHHHHHHHHHHHHC

3.63 3.67 -65.50 CHHHHHHHHHHHHCHHHHHHHHTTCCC

3.67 3.68 -65.50 CHHHHHHHHHHHHCHHHHHHHHTTCCC

2.96 2.79 -65.50 CCCHHHHHHHHTSCHHHHHHHHTTSCC

3.67 3.72 -64.70 CHHHHHHHHHHHHCHHHHHHHHTTCCC

4.05 1.77 -63.90 CHHHHHHHHHTCSSHHHHHHHHHHHHC

4.61 4.60 -63.50 CHHHHHHHHHHTCCHHHHHHHHHHHHC

3.27 2.09 -63.40 CHHHHHHHHHTSCHHHHHHHSSHHHHC

3.67 3.70 -63.30 CHHHHHHHHHHTTCHHHHHHHHTTCCC

5.16 2.97 -62.60 CHHHHHHHHHHSCHHHHHHHHHCTTTC

3.56 2.29 -60.20 CHHHHHHHHTTTCHHHHHHHHHHHHHC

4.01 3.91 -60.20 CHHHHHHHSCSSCHHHHHHHHHTTCCC
a We computed the minimal RMSB deviation (in Å) to the 30

experimental models of the full protein and of amino acids 1-20,
respectively. The secondary structure was computed with DSSP:67

H, T, S, and C designate helix, turn, strand, and coil conformations,
respectively.

Table 4. Final Population of Decoys of the Basin Hopping
Simulations for 1WQEa

RMSB RMSB1-20 energy secondary structure

1.90 1.84 -57.00 CHHHHHHHHHHHTCHHHHHHHHC

1.64 1.63 -56.90 CHHHHHHHHHHHTCHHHHHHHHC

1.66 1.66 -56.90 CHHHHHHHHHHHTCHHHHHHHHC

1.70 1.67 -56.80 CHHHHHHHHHHHTSHHHHHHHHC

1.70 1.69 -56.50 CHHHHHHHHHHTCCHHHHHHHHC

1.68 1.67 -56.50 CHHHHHHHHHHTCCHHHHHHHHC

2.13 2.10 -56.50 CHHHHHHHHHHTCCHHHHHHHHC

1.74 1.72 -56.50 CHHHHHHHHHHTCCHHHHHHHHC

1.73 1.70 -56.40 CHHHHHHHHHHTCCHHHHHHHHC

1.72 1.70 -56.40 CHHHHHHHHHHTCCHHHHHHHHC

1.68 1.67 -56.30 CHHHHHHHHHHTCCHHHHHHHHC

1.74 1.71 -56.30 CHHHHHHHHHHTCCHHHHHHHHC

1.69 1.66 -56.30 CHHHHHHHHHHTCCHHHHHHHHC

2.12 2.14 -56.20 CHHHHHHHHHHTCCHHHHHHHHC

1.69 1.66 -56.20 CHHHHHHHHHHTCCHHHHHHHHC

1.69 1.67 -56.10 CHHHHHHHHHHTCCHHHHHHHHC

1.71 1.68 -56.10 CHHHHHHHHHHTCCHHHHHHHHC

2.18 2.14 -55.00 CHHHHHHHHHHCSCHHHHHHHHC

2.04 2.02 -54.70 CHHHHHHHHHHCSCHHHHHHHHC

5.73 4.54 -54.40 CHHHHHHHHHTCCSCHHHHHHHC

4.71 3.84 -53.50 CHHHHHHHHHCTTSCHHHHHHHC
a We computed the minimal RMSB deviation (in Å) to the 30

experimental models of the full protein and of amino acids 1-20,
respectively. The secondary structure was computed with DSSP:67

H, T, S, and C designate helix, turn, strand, and coil conformations,
respectively.

Figure 3. Left panel: Misfolded conformation (green) of
1WQC, corresponding to the fourth decoy in Table 2. Right:
Folded conformation (green) of 1WQC in the presence of
disulfide bridges in the simulation. The sulfur atoms are shown
in orange, the experimental model in red.

Figure 4. Plot of the energy vs the RMSB in all accepted
conformations in the simulations for 1WQC, the triangles show
the best conformations of the 20 simulations. There are only
two structural clusters in the free-energy landscape with
characteristic RMSB deviations of around 3 and 6 Å to the
experimental model.
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low-energy structures with 3.4 Å and about 7.0 Å RMSB
deviation to the native conformation, respectively. The
configuration corresponding to the non-native funnel is
shown in the left panel of Figure 3. This conformation is
inconsistent with the formation of the correct number of
native disulfide bridges of this peptide. There is only one,
very broad folding funnel consistent with the native disulfide
bridge topology. For this reason, the proteins studied here
may be ideal examples to follow the kinetics of protein
folding with molecular dynamics or replica exchange
methods.47-49

3.3. Simulations with Disulfide Bridges.Inspection of
the final conformation of the simulations reported above
suggests correct pairing for the native disulfide bridges, even
if the distances between the sulfur atoms are too large in
the absence of any constraining potential. We have therefore
added a constraining potential, which varied with the square
root of the distance between the sulfur atoms in the correct
disulfide bridge topology

wheredi is the distance between the sulfur atoms in theith
disulfide bridge, andV0 ) 5 kcal/mol,d0 ) 2 Å was the
target distance for all disulfide bridges (typical experimental
values are 2.05 Å). The functional form of the potential was
chosen to obtain an appreciable force even for small bond
mismatches. In the main simulation the disulfide bridge
potential was only applied to the correct disulfide bridge
pairing. In exploratory simulations we had applied the
potential also to other pairings, but for the protein under
investigation here these pairing were incommensurate with
the helical starting structures formed in the unbiased simula-
tions discussed in the previous section. Application of the
incorrect parings thus either led to conformations in which
the sulfur atoms did not approach one another closely or
where the helices were destroyed. In both cases the free
energy increased significantly compared to the converged
structures described below.

Starting from the final population of 1WQC of the
preceding section, we performed 50 additional basin hopping
cycles using the annealing cycle described in the methods
section. The results of the simulations are summarized in
Table 5. Find more near-native conformations and the
energetic gap between the native and non-native conforma-
tions more than doubles from 1.7 kcal/mol to 3.9 kcal/mol.
Because most of the structural differences between the native
and the non-native structures arise in the unstructured tail,
which is not directly affected by the formation of disulfide
bridges, the overall RMSB deviation did not improve much.

This example demonstrates that unconstrained simulations
can be used to the predict the native topology of disulfide
bridge formation, which can be later refined in constrained
simulations to form ideal disulfide contacts.

3.4. Molecular Dynamics Folding Simulations.The free
energy surface of 1WQE, as illustrated in Figure 4, is much
more simple than that encountered for other proteins we have
investigated so far.10,14 However the internal free-energy
estimate does not contain backbone entropy; stabilization of

one particular conformation with respect to all others does
not mean that this conformation is stable with respect to the
unfolded ensemble. To settle this question kinetic or ther-
modynamic simulations must be performed. We have
therefore performed all-atom implicit water molecular dy-
namics simulations for this protein as described in the
methods section. The results for the deviation of the actual
conformation from the native structure and the two helices
are shown in Figure 5. The simulations equilibrate quickly
into a rapidly fluctuating ensemble with an average overall
rmsd deviation between 5 and 8 Å. When we analyze the
rmsd deviation of the helical segments however (Helix1:
1-11, Helix 2: 15-21), we find that the entire simulation is
dominated with conformations that are within 1-2 Å of the
respective fragment of the protein. We have also analyzed
the helix propensity as a function of time for each amino
acid as a function of time, as measured by DSSP. Figure 6
demonstrates a very strong helical content for both segments,
but the propensity of helix formation may be forcefield
dependent (see below). The figure illustrates very nicely that
numerous folding and unfolding events occur for each helix.
Both helices dissappear completely for short time windows
during the simulation, only to form again on a 10 ps time
scale.

Next we analyze the sulfur-sulfur distance between
CYS8-CYS18 and CYS4-22 as a function of time (lower
panels in Figure 5). These distances also fluctuate strongly,
averaging more than 10 Å during the simulations. On
occasion, however, some of the sulfur atoms approach each
other to within 3-4 Å, i.e., close enough for a disulfide
bridge to form. On isolated instances, which occur in three
of the five simulations (in one simulation two times
independently), folding events occur in which both pairs of

Vss) V0 ∑ x(di - d0)

Table 5. Final Population of Decoys of the Basin Hopping
Simulations for 1WQC with the Constraining Potentiala

RMSB RMSB1-20 energy secondary structure

2.94 1.59 -56.50 CHHHHHHHHHHTCHHHHHHHHHHHHC

2.61 1.79 -56.20 CHHHHHHHHHHTSHHHHHHHHTSSCC

3.17 1.67 -54.80 CHHHHHHHHHHTSHHHHHHHHTTTTC

3.33 1.77 -53.50 CHHHHHHHHHTSCHHHHHHHHTTTTC

3.12 1.47 -53.40 CHHHHHHHHHTCCHHHHHHHHHHHHC

3.42 1.69 -53.10 CHHHHHHHHHHTSCHHHHHHHHHHHC

2.83 1.35 -52.80 CHHHHHHHHHTCCHHHHHHHHHHHHC

4.61 1.86 -52.60 CHHHHHHHHHTSCHHHHHHHHTSSCC

2.76 1.88 -51.20 CHHHHHHHHHTCCHHHHHHHHHSCCC

2.33 1.48 -50.60 CHHHHHHHHHTCCHHHHHHHHHSCCC

3.33 1.79 -46.70 CCCHHHHHHHTSCHHHHHHHHTTTTC

3.45 2.27 -46.50 CHHHHHHHHHHTSTTCHHHHHHSCCC

3.31 1.99 -46.50 CHHHHHHHHSSSCHHHHHHHHHHHHC

6.11 3.98 -45.30 CHHHHHHHHHTSCSHHHHHHHHSCCC

5.80 4.16 -44.20 CCCHHHHHHHHTSCHHHHHHHHHHHC

5.74 4.19 -44.00 CCCHHHHHHHHTSCHHHHHHHHHHHC

5.96 4.27 -43.80 CCCHHHHHHHHTCCHHHHHHHHHHHC

5.73 4.26 -43.20 CCCHHHHHHHHTSCHHHHHHHHHHHC

4.99 2.67 -42.90 CHHHHHHHHHCHHHHHHHHHHTSSCC

4.24 3.71 -36.30 CHHHHHHHTCCTTCTHHHHHHHSCCC
a We computed the minimal RMSB deviation (in Å) to the 30

experimental models of the full protein and of amino acids 1-20,
respectively. The secondary structure was computed with DSSP:67

H, T, S, and C designate helix, turn, strand, and coil conformations,
respectively.
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sulfur atoms approach one another (see Figure 7), while both
helices are preformed. In those occurrences (which last
several ps), the simulations attain all-atom RMSDs to native
of 3.43 Å, 3.80 Å, and 3.47 Å, respectively. The intrahelix
rmsd vary between 2.1 and 2.5 Å for helix 1 and between
0.8 and 1.0 Å for helix 2 in this time frame.

4. Discussion
From this analysis emerges a picture of the folding process
for 1WQE: the low-energy part of the folding funnel is
characterized by fluctuating conformation in which both
helices are preformed. Both helices fold and unfold repeat-
edly during the simulation. As the protein explores this
landscape it occasionally visits conformations that can lead
to the formation of the correct disulfide bridges that would
stabilize the native conformation. We note that neither the
MD simulations nor the free-folding simulations in PFF01
produced conformations that are consistent with a non-native

disulfide bridge pairing. These events can occur in sequence
on a time scale below 1 ns but happen even concurrently on
a time scale of the order of 100 ns.

These observations agree with the predictions of the free-
energy folding investigation reported above. The free-energy
model also predicts the existence of an exclusively helical
low-energy ensemble, which collapses into the native
conformation at the bottom of the free-energy funnel.
Because the free-energy model contains no backbone en-
tropy, the native conformation is found with high probability
in the free-energy approach, even though it is not stable
(without disulfide bridges) under physiological conditions.

These results are best put into perspective in the context
of the framework50-52 or diffusion-collision53,54approach of
protein folding, where secondary structure fragments of the
protein assemble first, which then assume their final tertiary
structure by docking into one another. The folding process
may thus conceptually be divided into two steps: the

Figure 5. Analysis of the molecular dynamics trajectories as a function of simulation time. The top panel of each graph shows
the rmsd of the actual conformation to the native conformation (black) and for the helical fragments only (red: helix 1-11, blue:
helix 15-21). The lower panel always shows the deviation of the sulfur-sulfur distance for a potential disulfide bridge (at 2 A
distance) for the amino acids forming the first (green, CYS8-CYS18) and the second disulfide bridge (brown, CYS4-CYS22).
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assembly of the secondary structure precursors and the final
collapse into the tertiaray structure. For the proteins described
here the latter requires the formation of disulfide bridges for
enthalpic stabilization. We note that both simulations suggest
the existence of preformed helical sections; for the specific
systems in question the failure to connect the disulfide
bridges in any other than the native topology from the low-
energy conformations further supports the idea that the
helices must be largely formed for the assembly of tertiary
structure. However, in accordance with the funnel paradigm
of protein folding,3,4 there is no single unique intermediate
conformation that must be passed in the folding process to
the native state. Instead our simulations suggest the existence
of a wide ensemble of two-helix structures that precede the
final collapse to the native conformation. In this final collapse
there is a huge loss of configurational entropy that is
apparently not compensated by the weak hydrophobic free-
energy gain (increase in solvent entropy) afforded by this

small system. Therefore an enthalpic contribution from the
disulfide bridges is required to stabilize the native conforma-
tions.

In this picture the folding time is determined by the rate
of helix formation and the rate of disulfide bridge formation.
Many present molecular dynamics forcefields, in particular
those with implicit solvent models,8 may contain a bias
toward on particular secondary structure. The combination
of Amber99/GBSA that was used in the present study was
reported to overemphasize helical secondary structure
elements.55-58 This would influence the frequency with which
the helical precursors for disulfide bridge formation are
visited, and further studies are required for quantitative
results.

5. Conclusions
In this study we have demonstrated the reproducible folding
of three small two-helix proteins, which were recently

Figure 6. Time average over a 100-ps moving window of the helix propensity of each amino acid in the molecular dynamics
simulations. In the native conformation the firs helix spans amino acids 1-11, and the second helix spans amino acids 14-21,
respectively. The scale for helix probability is the same in all panels.
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discovered to function as potassium channel blockers. Our
simulations yielded final populations which reproducibly and
predictively approach the native conformations to within 2
Å. Near native conformations are selected alone on the basis
of their free-energy. The three peptides have a high degree
of homology but nevertheless differ slightly in the tertiary
and secondary structures.

We found that many independent simulations converge
to the native conformations, which were predictively selected
on the basis of the energy criterion of our force field PFF01.
Our characterization of the low-energy part of their free
energy surface suggests the existence of very broad and
simple folding funnels.3,4 Folding of the protein thus proceeds
by a diffusion-collision mechanism53 where preformed
helices approach one another occasionally to form the
disulfide bridges which ultimately stabilize the native
conformation.

This prediction was validated in five independent implicit
solvent all-atom molecular dynamics simulations, which
demonstrated that the individual helix segments preform in
equilibrium under physiological conditions. On a time scale
of 50 ns we observed several folding events to near native
conformation, which validated the folding scenario discussed
above.

Our results indicate that for these peptides secondary
structure formation precedes hydrophobic collapse,59,60 in
contrast to most standard folding scenarios. This raises the
intriguing question whether it is possible to substitute the

cysteine residues to hydrophobic residues leading to hydro-
phobic collapse of the preformed helical ensemble into a
well-defined tertiary structure that requires no stabilization
by disulfide bridges. Such design exercises may help to guide
the design of stable hydrophobic cores for such small
proteins, which would have implications for important
challenges in protein design, e.g., for zinc-finger design.61-65

In a recent folding study we could demonstrate that the ATF
zinc finger (PDB code 1BHI) folds in the absence of the
ion into a preformed ensemble with 3 Å of the native
conformation, in a scenario similar to that encountered here.66
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Abstract: We describe and apply a method that reduces the time taken to calculate binding

free energies using thermodynamic integration. This method uses a stack of grid software, which

we call STIMD, that allows the scientist to easily distribute the necessary simulations around a

computational grid thereby accelerating the process. We use this method to study how a series

of phosphopeptides binds to the Src SH2 domain. The binding of phosphopeptides to the Src

SH2 domain is described by the “two-pronged plug two-holed socket” model, and we investigate

this model by reducing the length of the aliphatic side chain that engages the second of the two

sockets through two successive alchemical mutations. Seven different values of ∆∆G have

been calculated, and we report good agreement with experiment. We then propose an extension

to this model using the insights gained from a free energy component analysis.

1. Introduction
Measuring the free energy of binding,∆G, is a vital step in
studying the interaction between any two molecules. Al-
though theoretically exact techniques exist for calculating
values of∆G (e.g., free energy perturbation and thermody-
namic integration), they require large amounts of computer
time, and the values they yield are not always accurate or
precise. Many research groups are developing theoretical
approaches which hopefully both use less computer time and
are accurate, for example LIE,1 Jarzynski’s equality,2,3 MM-
PBSA,4-6 λ-dynamics,7 ABF,8 and 4D-PMF.9 Existing
techniques continue to be improved, for example through
the use of replica exchange algorithms10-12 and Bennett’s

acceptance ratio13,14 and through the development of new
approaches for assessing when simulations have equili-
brated.15 We shall not discuss the different theories here but
direct the reader to one of the recent excellent reviews.16-18

Despite several comparative studies11,19,20it is not clear which
techniques are the most accurate or even if such a general
conclusion can be made. Whichever technique is chosen, for
each value of∆G one must typically run and analyze a
number of similar molecular dynamics or Monte Carlo
simulations. This not only requires access to a commodity
cluster and preferably a supercomputer but also takes a long
time and is a difficult and tedious task. For theoretically
based calculations to complement experiment and be useful,
one must be able to run a calculation in a reasonable time.21

We use grid computing to accelerate a free energy calculation
so that it takes less than a week, a period of time that we
suggest is the upper limit for free energy calculations to be
useful. The method (i.e., the underlying software and design)
is general and may be adapted, if appropriate, to other free
energy techniques.
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In this paper we shall describe how we have reduced the
time taken to run calculations using thermodynamic integra-
tion to less than a week by using high performance parallel
and grid computing. This has allowed us to study in detail
how phosphopeptides bind to the SH2 domain of the Src
kinase, and we shall validate our results against published
experimental data. Our method relies heavily on a collection
of grid technologies, which we call STIMD (steered ther-
modynamic integration using molecular dynamics), that we
have described in more detail elsewhere.22

We have chosen to use thermodynamic integration since
it is an established and accepted free energy technique, the
enthalpy (∆∆H) and entropy (T∆∆S) change can be calcu-
lated, a free energy component analysis can be performed,
and last it requires many (10-50) simulations to be run for
each value of∆∆G and is therefore well-suited to deploy-
ment on a computational grid. The speedup achieved is
simply due to the simultaneous running of all theλ-simula-
tions; this can be described as a second tier of parallelization
since each of the simulations is itself running on multiple
computer processors. This is not novel since it must be done,
for example, when using a replica exchange algorithm,10-12

but we believe this is the first use of a computational grid to
accurately and precisely calculate values of∆∆G.

There are two main benefits to the STIMD method: first
it is easier for the scientist to run a calculation and second
each calculation takes less time. Being able to quickly
calculate a value of∆∆G allows us either to repeat
calculations to improve our confidence in the results or to
study more than one mutation. Mistakes are less likely to
be made during the calculation, and one can also investigate
how changing the method affects the accuracy and precision
of the calculations. These advantages will become apparent
when we examine our results, but we shall first discuss why
an understanding of the binding of phosphopeptides to the
Src SH2 domain is both interesting and important.

2. Background
SH2 domains are small protein subunits. They bind to
phosphorylated tyrosine residues and are key components
of tyrosine kinase mediated signal cascades.23 SH2 domains
are considered by some to be the prototypical protein-
protein interaction domain.24 There are many different SH2
domains; for example more than 80 SH2 domains have been
identified in the human genome.25 Over the last 15 years
there has been an intense academic and industrial effort
aimed at developing small molecules that inhibit specific SH2
domains, including that of the Src kinase. The hope is that
these drugs could be used to treat a diverse range of
conditions, from cancer to osteoporosis to autoimmune
diseases.23,26,27 We shall refer to phosphorylated tyrosine
residues using both the single (pY) and multiple (pTyr) amino
acid residue notations, and the pTyr residue and the three
C-terminal residues of the phosphopeptide are conventionally
labeled +0, +1, +2, and +3. We shall also adopt the
standard SH2 structural nomenclature established by Waks-
man et al.28 to identify specific residues (e.g., TyrâD5) or
elements of secondary structure (e.g., theâD â-sheet).

The X-ray crystallographic structure of the Src SH2
domain revealed that it is a compact protein domain
composed of a centralâ-sheet surrounded by twoR-helices.29

The regions between theR-helices and the centralâ-sheet
form two sockets; the first engages the pTyr residue, while
the second binds the amino acid residue at the+3 position.
A “two-pronged plug two-holed socket” model has been
proposed to explain the binding of phosphopeptides to the
Src SH2 domain.28 The second of these sockets preferentially
binds hydrophobic amino acid residues and is dubbed the
“+3 binding pocket”. Other structural and biophysical studies
have indicated that only the pTyr residue and the+1, +2,
and +3 residues contribute significantly to the binding
event.28,30,31Subsequent isothermal titration calorimetry (ITC)
experiments demonstrated that the pTyr residue accounts for
about half of the binding free energy,32 and therefore SH2
domains bind a wide range of phosphopeptides.

In this paper we shall investigate how progressively
shortening the length of the aliphatic side chain of the amino
acid at the+3 position affects the binding of phosphopeptides
to the Src SH2 domain. This will help us understand how
phosphopeptides engage with the+3 binding pocket and
therefore what form an artificial inhibitor might take. We
shorten the side chain by mutating the phosphopeptide from
PQpYEEIPI to PQpYEEVPI to PQpYEEAPI (see Figure 1).
For each of the two mutations, isoleucine to valine (I2V)
and valine to alanine (V2A), the differences in binding free
energies,∆∆G, entropies,T∆∆S, and enthalpies,∆∆H, are
calculated. Values are also calculated for the reverse muta-
tions (A2V, V2I) to provide a further estimate of the error.
These values are then compared to two sets of experimental
values which have been measured previously using isother-
mal titration calorimetry.33,34

The magnitude of the estimated error must be small if we
are to both distinguish between the two mutations and detect
any effect on the precision of our calculations when the
method is altered. The magnitudes of the errors for the
binding free enthalpies and entropies are at least an order of
magnitude larger than the error for the binding free energy35,36

and hence requiring that the magnitude of the errors in the
values of∆∆H andT∆∆S be reasonably small will ensure
that the magnitude of the error in the value of∆∆G is smaller
still. These criteria ensure that, although the mutations are

Figure 1. The simple hierarchy of aliphatic amino acid
residues studied. The alchemical mutations are labeled using
single-letter amino acid notation. For example the valine to
alanine mutation is labeled V2A.
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themselves comparatively small, this is a challenging prob-
lem, and one that is a good test of our method.

SH2 domains have been studied using a range of different
computational free energy approaches.22,37-42 Woo and
Roux42 recently described an interesting approach to calcu-
lating ∆G using a combined potential of mean force and
free energy perturbation approach. They applied it to the
binding of a pYEEI phosphopeptide to the Lck SH2 domain
and obtained reasonable agreement with experimental data,
although the magnitude of the error is relatively large (2-3
kcal/mol). To minimize our error we shall limit ourselves to
calculating how the binding free energy changes when a
single amino acid is mutated (i.e.,∆∆G); if this is successful,
then we can consider calculating a value of∆G for a
phosphopeptide, either by using a conventional “double-
decoupling” approach or by accelerating a newer free energy
technique using our grid-based method.

3. Method
We shall first outline in section 3.1 the theory of thermo-
dynamic integration and discuss the use of thermodynamic
cycles. We shall describe in section 3.2 how we accelerate
thermodynamic integration calculations. Finally, we shall
explain in section 3.3 how the individual simulation models
were constructed and what simulation protocols were used.

3.1. Thermodynamic Integration.We shall calculate the
difference in the binding free energy,∆∆G, using the
thermodynamic cycle drawn in Figure 2. The vertical paths
denote the binding of the different phosphopeptides to the
Src SH2 domain, while the horizontal paths denote the
change in free energy when the amino acid residue at the
+3 position is mutated from, for example, isoleucine to
valine. We shall refer to these last free energies asalchemical
since one molecule is transmuted, or mutated, into another.
A parameter,λ, describes the progress between the physical
states (0e λ e 1): whenλ ) 0 the phosphopeptide is pYEEI
and whenλ ) 1 it is pYEEV, but whenλ ) 0.5 it is in an
intermediate state.

Since the free energy is a state function, we can write the
difference in binding free energy,∆∆G, in terms of the
alchemical free energies,∆G′, which converge more quickly.
This leads to the following relationships
where∆GA and∆GC are the alchemical free energies when

the phosphopeptide is bound to the SH2 domain, and∆GB

and ∆GD are the alchemical free energies when the phos-
phopeptide is solvated (see Figure 2).

Thermodynamic integration43 is “theoretically exact” in
the classical approximation, although in practice approxima-
tions are introduced via the method, for example the use of
a classical forcefield to describe the potential. The method
also assumes that one can adequately sample phase space.
The alchemical free energy,∆G′, is given by

wherep andr are the canonical momenta and positions of
all the atoms,λ is the progress parameter as defined above,
U(p,r ,λ) is the potential energy of the microstate, and the
angled brackets indicate that an ensemble average is to be
taken at the specified value ofλ. We chose to generate the
Boltzmann-factor weighted ensemble of structures using
molecular dynamics (MD) since a Monte Carlo approach
would be less efficient in this case due to the flexibility of
the unbound phosphopeptide. The alchemical entropy,T∆S′,
is calculated via

whereT is the absolute temperature, andkB is Boltzmann’s
constant.35,44The presence of the potential energy terms,U,
in eq 2 leads to the estimated error forT∆S′ being 1-2 orders
of magnitude larger35,36 than that for∆G′. The alchemical
enthalpy,∆H′, is then inferred via∆G ) ∆H - T∆S.

If the potential energy function,U, in eq 1 is pairwise
additive, then we can rewriteU as a sum,U1 + U2..., where
we have divided the atoms into groups. This allows us to
rewrite eq 1 as a sum of integrals

and therefore we can also write the free energy as a sum,
∆G ) ∆G1 + ∆G2.... These components are not state
functions, and hence their values are dependent upon the
path taken.45 This approach is known as free energy
component analysis and is a useful method for estimating
which groups of atoms contribute significantly to a binding
event.46,47The results, however, must be carefully interpreted
due to their path dependence.48

3.2. The STIMD Method. To calculate an alchemical free
energy using eq 1 one must measure the ensemble average
of (∂U/∂λ) at several different values ofλ and then numeri-
cally integrate the function to yield∆G′. We shall refer to
this set of simulations used to compute the ensemble averages
as “λ-simulations”. It is customary to run theseλ-simulations
sequentially, i.e., the last conformation of thenth λ simulation
is used as the initial conformation of the (n+1)th λ
simulation. We speed up the calculation by simply running
all of theλ simulations simultaneously. It is usually difficult
to apply this approach to the study of protein mutations using
MD for two reasons. First, the number of computer proces-

Figure 2. The combined thermodynamic cycle for the V2A
and I2V mutations studied here. A ‘+’ indicates that the two
species are bound, and a ‘-’ indicates that they are unbound.
The progress parameter, λ, is shown for the cycle on the left.
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sors required to efficiently and quickly run an entire
calculation is very large even for a small protein like the
SH2 domain. Second, it is usually assumed that the accuracy
of the calculation is improved by allowing the simulation
unit cell to equilibrate at each value ofλ before starting the
nextλ simulation. The first problem is addressed by our use
of high performance and grid computing; we shall test the
second assumption later. We also discuss and define grid
computing49 in detail elsewhere.50,51

The key step in our method was the interfacing of our
chosen classical molecular dynamics package, NAMD2.5,52,53

with the RealityGrid steering library.54 This piece of grid
middleware was developed as part of the U.K. e-Science pilot
project RealityGrid and is freely available for download via
that project’s Web site.55 Once interfaced with the steering
library, an application can be remotely monitored and
restarted, checkpoints can be taken, and variables can be
steered.54 The remote launching functionality is implemented
using the Globus Toolkit 256 (GT2). This grid infrastructure
is described in more detail by Fowler et al.22

The scientist uses the launcher, a local application, to
launch eachλ simulation onto the computational grid. This
grid may consist of several high performance computers or
it may consist of only one depending on circumstance or
demand. Another local application, the steerer, which also
exists in personal digital assistant57 and Web-based forms,
is then used to remotely monitor and control one or moreλ
simulations. If the simulations are not being run simulta-
neously, then a checkpoint is taken at the appropriate time
and used to seed the nextλ simulation. If this new simulation
is on a different computer, then the relevant simulation files
are automatically copied to the new machine. In summary,
the scientist only interacts with two local applications, and
they do not need to log in to the remote machines that form
the computational grid. Of course, the same simulations may
still be launched in the conventional way, but it is our
experience that it is easy to make mistakes while keeping
track of tens of simulations running on several different
computers. Several STIMD calculations have been performed
which combined the U.S. TeraGrid58 and the U.K. National
Grid Service59 to create a single large federated interconti-
nental computational grid. We used six of the supercomputers
in this computational grid, and we note and welcome the
recent trend toward providing interactive access to high
performance computers as this is necessary for methods like
ours.60

One major disadvantage of this method is that one must
install and maintain several different pieces of software,
including GT2, on the local computer from where all the
simulations are launched and controlled. At the time of
writing we have adopted the Application Hosting Environ-
ment61 (AHE), a set of tools that has been developed in our
group, which only requires a local installation of Java 1.4.2.
This makes it much easier for new users to start launching
jobs onto a computational grid. The AHE is freely available
for download from the U.K. Open Middleware Institute.62

It does not, at present, allow a user to steer the variables of
a remote simulation, but this is not necessary for running a
thermodynamic integration on a computational grid. Unlike

our original method the AHE automatically retrieves the
simulation files from the remote computational resource and
stores them in a local folder. One can launch and monitor
simulations either through a graphical user interface or using
command line tools. The former method is easier, but the
latter is more appropriate when one is launching several jobs
at once. Neither the RealityGrid steering library-based
method or the AHE helps the scientist create the initial files
required for a free energy simulation. This unfortunately
remains a tedious and often error-prone task.

3.3. Details of the Molecular Dynamics Simulations.We
shall now describe how the simulation cells were constructed
and how individual molecular dynamics simulations were
run. The free energy calculations were performed with
NAMD2.552,53 using the dual topology method to construct
the alchemical atoms.63 Only those atoms with different
forcefield parameters were duplicated in the dual topology
alchemical residues. This means that for the V2A alchemical
residue the side chain is split at the CR atom, whereas for
the I2V alchemical residue it is split at the Câ atom. The
Alchemify program was used to turn off the nonbonded
interactions between vanishing and appearing atoms.64

All the initial structures were derived from the X-ray
crystallographic structure of the octapeptide PQpYEEIPI
bound to the Src SH2 domain.28 No crystallographic waters
were included. We chose to use explicit water since both
the alchemical residue in the unbound system and the
phosphopeptide-protein interface are exposed to solvent.
Each structure was neutralized with NaCl counterions and
was placed in a box of TIP3P water65 such that the minimum
distance from the protein or peptide to the surface of the
box was 12 Å. The CHARMM27 forcefield,66 which includes
parameters for the pTyr residue,67 was used. The sizes of
the unbound and bound systems are listed in Table 1.

The potential energy of the system was first minimized
for 500 steps. The positions of the protein heavy atoms were
then fixed, and the hydrogen atoms and water molecules were
allowed to evolve for 200 ps at a temperature of 298 K. This
is the same temperature as the isothermal titration calorimetry
experiments.33,34The positions of the backbone atoms of the
protein and the phosphopeptide were then restrained by a
small harmonic potential with a spring constant of 2 kcal
mol-1 Å-2. Next the entire system was warmed from 108 to
298 K in steps of 10 K over 200 ps. The magnitude of the
restraining spring constant was then reduced to 0.5 kcal
mol-1 Å-2, and the system was evolved for 10 ps with the
temperature held at 298 K by a Langevin thermostat. The
restraints were then removed, and the system was evolved
for a further 10 ps. Finally, a Berendsen barostat was applied
to maintain the pressure at 1.01 kPa, and the simulation was

Table 1. Sizes of the Bound and Unbound Src SH2
Protein Complexes Studieda

mutation system waters ions atoms

Ile to Val bound 6621 4 Cl- 21 676
unbound 2333 3 Na+ 7153

Val to Ala bound 6621 4 Cl- 21 673
unbound 2286 3 Na+ 7009

a The reverse mutations are identical in size to the forward
mutations.
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equilibrated for at least 2 ns in the isothermal-isobaric (NPT)
ensemble at the smallest value ofλ.

SHAKE68 and SETTLE69 algorithms were applied to allow
a 2 fs integration time step. The particle mesh Ewald
approach70 was used to compute the electrostatic forces, and
the van der Waals forces were cut off at 12 Å with a
switching distance of 10 Å. NAMD does not have a softcore
or separation-shifted van der Waals potential,71 and therefore
we used the conventional Lennard-Jones 6-12 van der Waals
potential. This leads to the so-called “end-point catastrophe”
as atoms vanish. To minimize this effect the 17 values ofλ
were nonuniformly spaced:λ ) 0.02, 0.1, 0.3, 0.5, 0.6, 0.7,
0.8, 0.84, 0.88, 0.91, 0.93, 0.94, ..., 0.99. We shall discuss
the problems introduced by the use of a hardcore van der
Waals potential later.

Eachλ simulation was run for a duration of 2.5 ns making
a total of 85 ns per calculation requiring 11.5k CPU hours
to run. Due to the lack of continuity in the Lennard-Jones
6-12 form of the van der Waals potential it is not possible
to run simulations at the endpoints,λ ) 0 andλ ) 1. These
values of (∂U/∂λ) were extrapolated by fitting functions to
the electrostatic and van der Waals components as described
elsewhere.46,47

The next step was to estimate the correlation and equili-
bration times. Computing the statistical inefficiency15 pro-
vides a method of determining the correlation time,τ. The
statistical inefficiency of both the∆G′ and λ data sets
indicated thatτ ∼ 4-10 ps (data not shown) and therefore
the data sets were split into 250 bins of widthτ ) 10 ps. A
single value of∆∆G or T∆∆S was calculated from each
bin, and errors were estimated using the batch averaging
method.72 In an attempt to determine the equilibration time,
we applied a recently suggested method of testing for
normality temporally reversed∆G′ or λ data sets.15 This was
not conclusive (data not shown), most likely because of the
complexity of the mutations22 compared to the simpler
models the technique was validated on.

4. Results
We performed seven different calculations; these are listed
in Table 2. We shall first determine if the calculations are
equilibrated and converged before comparing the results to
experimental data. Then we shall evaluate the effect of

altering the length of the integration time step and the value
of R (see Table 2 for a definition). Last we shall investigate
which parts of the system are important in the binding of
the pYEEI phosphopeptide to the Src SH2 domain using a
free energy component analysis.

The λ simulations will probably contain some unequili-
brated data, which, if included in our calculations, will reduce
the accuracy and precision of the calculated value of∆∆G.
It is therefore important that we assess whether all theλ
simulations are both equilibrated and converged. Here we
adopt a suggestion made by Yang et al.15 and compute the
reverse cumulative average of∆∆G. This is plotted in Figure
3. The values of∆∆G are not very sensitive to the amount
of data included in their calculation, and furthermore all
values (with the exception of V2Ad) converge during the
first 0.5 ns to within the error of the experimental values.
This indicates that, for these mutations, either the unequili-
brated regions have little effect on the calculated values of
∆∆G or the equilibration time is much longer than 2.5 ns,

Table 2. The Seven Calculations Performeda

mutation name ∆t (fs) R direction

Val to Ala V2Aa 1 0.17 forward
V2Ab 2 0.17 forward
V2Ac 2 0 forward
V2Ad 2 1 forward
A2V 2 0.17 reverse

Ile to Val I2V 2 0.17 forward
V2I 2 0.17 reverse

a We shall refer to each calculation by the name given here (e.g.,
V2Aa). To allow an integration time step, ∆t, of 2 fs the length of all
bonds that include a hydrogen atom are constrained using the
SHAKE68 and SETTLE69 algorithms. No constraints are required for
∆t ) 1 fs. R is defined to be the proportion of the nth λ simulation
that has elapsed before the (n+1)th λ simulation is started. For
example R ) 1 corresponds to running the λ simulations sequentially
and R ) 0 to launching all the λ simulations simultaneously.

Figure 3. The differences in the binding free energies are
not sensitive to the amount of data included in their calculation.
This is shown by the reverse cumulative averages, ∆∆Gr, of
the isoleucine to valine (I2V) and valine to alanine (V2A)
mutations. The results from the reversed mutations, e.g.,
valine to alanine (A2V), have been multiplied by (-1) to allow
direct comparison with the forward mutations. The experi-
mental values, including their error ranges, are also plotted.
All energies are in kcal/mol.
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and hence we are unable to resolve any time-dependent
behavior. We shall assume the former is true and will include
all the data in our calculations. Interestingly, the I2V
calculations converge more rapidly which we would expect
given they have fewer alchemical degrees of freedom.
Likewise, examining the reverse cumulative averages of the
alchemical free energies shows that∆G′ for the bound
systems converges more slowly than∆G′ for the unbound
system (data not shown). This reflects the relatively slow
rearrangements of the phosphopeptide and the protein around
the alchemical residue compared to the faster rearrangements
of the water and the phosphopeptide.

Values of∆∆G, ∆∆H, andT∆∆S were calculated using
the entire trajectories for each of the seven calculations; these
are given in Table 3 and are plotted in Figure 4. For
comparison two sets of results from isothermal titration
calorimetry experiments33,34 are also given. The errors
estimated for the calculated∆∆G values (see the Method
section) are smaller than the estimated experimental errors,
and there is also good agreement between the forward and
reverse mutations. All the calculated∆∆G values agree with
the experimental results, to within experimental error. As
expected, the estimated errors for our calculated values of
T∆∆Sand∆∆H are more than an order of magnitude larger
than those of∆∆G, and therefore while our calculated values
of T∆∆Sand∆∆H are accurate, they are not precise enough
to be useful. We estimate that reducing the estimated error
to under 0.5 kcal/mol would require all theλ simulations to
be extended in duration by an order of magnitude. This
demonstrates the importance of developing new techniques
that improve sampling.

We shall now compare the different calculated values of
∆∆G for the V2A mutation to determine the effect of altering
our method as described in Table 2. Since there is no
measurable difference between the values of∆∆G for the
V2Aa and V2Ab mutations, we conclude that using SHAKE
and SETTLE to restrain the lengths of the hydrogen to heavy
atom bonds has no effect on the accuracy or precision of
our calculations. This is useful as it allows us to speed up
our calculations by using an integration time step of 2 fs.
Our method fundamentally relies on there being no effect

on the accuracy of our calculations if we launch all theλ
simulations simultaneously (R ) 0) or nearly simultaneously
(e.g., R ) 0.17) compared to launching theλ simulations
consecutively. To test this assumption we ran three free
energy calculations (V2Ac,b,d) with values ofR ) 0, 0.17,
and 1.

The values of∆∆G whenR ) 0 and 0.17 (V2Ab,c) agree
with experiment. This suggests that, for this mutation at least,
there is no effect on the accuracy of the calculation if we
launch all theλ simulations simultaneously. Our computed
value of∆∆G whenR ) 1 (V2Ad) does not agree with the
experimental values, although this is not conclusive given
the magnitude of the error bars. Launching all theλ
simulations consecutively may therefore affect the accuracy
of the calculation. This could be due to error accumulating
in the λ simulations and dominating any reduction in the
equilibration time achieved by launching theλ simulations
consecutively.

We examined the relative free energy profiles of all the
mutations (see the Supporting Information) to investigate
these effects in more detail. There are no large changes with

Table 3. Calculated and Experimentally Measured
Thermodynamic Variables for the V2A and I2V Mutationsa

calculation ∆∆G ∆∆H T∆∆S

I2V Expt 1 0.5 ( 0.1 2.3 ( 0.4 1.8 ( 0.4
I2V Expt 2 0.3 ( 0.4 -1.1 ( 0.6 -1.4 ( 0.7
I2V 0.0 ( 0.1 1.5 ( 0.9 1.5 ( 0.9
V2I 0.1 ( 0.1 -0.7 ( 1.0 -0.7 ( 1.0
V2A Expt 1 0.9 ( 0.2 0.3 ( 0.4 -0.6 ( 0.4
V2A Expt 2 0.7 ( 0.2 0.9 ( 0.4 -0.2 ( 0.4
V2Aa 0.8 ( 0.1 -1.0 ( 1.3 -1.8 ( 1.3
V2Ab 0.8 ( 0.1 -1.2 ( 1.7 -2.0 ( 1.7
V2Ac 0.8 ( 0.1 0.3 ( 1.4 -0.5 ( 1.4
V2Ad 0.4 ( 0.1 0.2 ( 1.3 -0.2 ( 1.3
A2V -0.9 ( 0.1 -2.0 ( 1.3 -1.1 ( 1.3
a The experimental results are taken from two separate studies,

which we shall label Expt133 and Expt2.34 See Table 2 for an
explanation of the different mutations. All values are quoted with a
precision of 0.1 kcal/mol, and all energies are in kcal/mol.

Figure 4. There is good agreement between our calculated
values of ∆∆G and the experimental values (a). There is
reasonable agreement between our calculated values of
T∆∆S (b) and ∆∆H (c) and the experimental values. The
results from the reversed mutations, e.g., valine to alanine
(A2V), have been multiplied by (-1) to allow direct comparison
with the forward mutations. All energies are in kcal/mol.
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λ in the relative free energy profiles for all of the V2A
mutations. This indicates that, to a first approximation, all
of the λ windows contribute a similar amount to the final
value of∆∆G. In addition the shapes of all the profiles for
the V2A mutations are similar with any differences being
gradually accumulated, and therefore we cannot attribute the
loss of accuracy for the V2Ad mutation to a singleλ window.

Finally, we shall present the results of a free energy
component analysis for all the calculations withR ) 0.17
and a time step of 2 fs (I2V, V2I, V2Ab, and A2V). All the
atoms were assigned to one of 23 groups. The majority of
these were amino acid residues, but larger groups, for
example the entire solvent, were also defined (see the
Supporting Information). The values of the free energy
components are path-dependent and therefore should not be
regarded as quantitative. They may, however, indicate
whether or not a group of atoms, for example a residue,
favors one of the mutated side chains over the other. The
free energy components for the forward and reverse calcula-
tions were first averaged, and the results for the I2V and
V2A mutations were added to create a single data set for
the isoleucine to alanine (I2A) mutation. We assume that
any group with a nonzero free energy component plays a
role in the binding of the phosphopeptide. The results are
shown qualitatively in Figure 5.

According to our analysis the solvent, the alchemical
residue itself, the remainder of the Src SH2 domain, and
Tyr âD5 and TyrRB9 all favor the binding of the longer
side chain of isoleucine. Three of the residues that surround
the+3 binding pocket, IleâE4, Thr EF1, and Leu BG4, in
addition to the amino acid residues in the+2 and +4
positions, all favor the binding of the shorter side chain of
alanine. The strength with which the aliphatic side chain

engages the+3 binding pocket is therefore found to be a
balance between favorable interactions with the two tyrosines
deep within the pocket and repulsive steric clashes with the
adjacent amino acid residues on the phosphopeptide and
those surrounding the pocket.

5. Discussion
We have rapidly, accurately, and precisely calculated how
the binding free energy changes as we mutate the+3 residue
of the pYEEI phosphopeptide from isoleucine to valine to
alanine. This was done using a grid-based method that we
call STIMD. The development of such methods is necessary
if we are both to subject the growing number of competing
free energy theories to broader comparative studies and to
use these techniques in a more routine way. We have also
calculated values of∆∆H and T∆∆S for both mutations;
however, while the values agreed with known experimental
values, the calculated errors were too large to be useful.
Being able to run thermodynamic integration calculations
quickly and with relative ease allowed us to run forward
and reverse calculations, test and optimize our method, and
examine two different mutations. We found that either
accelerating the calculation by using an integration time step
of 2 fs or launching all theλ simulations simultaneously did
not affect the accuracy or precision of∆∆G. This result is
crucial as our method relies on being able to launch all the
λ simulations simultaneously, and hence in future we will
be able to more quickly calculate changes in binding free
energy for this system. Finally we presented the results of a
free energy component analysis.

The exact information determined by a free energy
component analysis cannot be determined experimentally.
The strength of an interaction between two amino acid
residues may be assessed by calculating the coupling free
energy,∆Gc, using double mutant cycles.45,47 Comparing
these results to existing experimental data provides a further
route for validating our method, and where there is no
experimental data or it is inconclusive, we can then make
predictions about the influence individual amino acid residues
have on the binding of the phosphopeptide. Coupling free
energy studies confirm that the individual contributions of
the studied amino acid residues are weak.33,73The magnitude
of the experimental errors, however, are similar to the
magnitude to the coupling free energies which makes
comparison difficult. The experimental results suggest that
Tyr âD5, Leu âG4, and Glu+2 favor the binding of
isoleucine, whereas our findings indicate that TyrâD5 favors,
and both LeuâG4 and Glu +2 hinder, the binding of
isoleucine. These conclusions are tentative given the mag-
nitudes of the experimental errors, the lack of an exact
correspondence between free energy components and∆Gc,
and theoretical concerns over the interpretation of free energy
components. The effect of mutating TyrRB9 has not,
however, been studied experimentally, and we therefore
predict that mutating it to alanine will reduce the specificity
of the Src SH2 domain for the canonical phosphopeptide
pYEEI. This would confirm the importance of the pocket
defined by the aromatic rings of TyrRB9 and TyrâD5 in
binding pYEEI.

Figure 5. A schematic representation showing which amino
acid residues of the Src SH2 domain favor (in green) or hinder
(in red) the binding of isoleucine over alanine in the +3 binding
pocket. Not indicated are the effects of the remainder of the
protein, the solvent, and the alchemical residue itself which
all favor the binding of isoleucine. The alchemical residue at
the +3 position is drawn in dark blue, and the remainder of
the phosphopeptide and the protein domain are drawn in gray.
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Our free energy component analysis also predicted that
the solvent favors the binding of the longer side chain of
isoleucine. It is difficult for experiment to investigate the
role of water in protein-protein interactions, and this,
therefore, is an example of where the computational approach
is potentially useful. We hypothesize that the complex
network of water-mediated hydrogen bonds that forms
between the backbone of the alchemical atom and LysâD6
and ArgâD′1 (see the Supporting Information) is disrupted
by the mutation. Interestingly, despite including no crystal-
lographic waters in our simulations, a water molecule is
observed hydrogen bonding to the backbone of the+3 amino
acid residue for the entire duration of severalλ simulations.
This water molecule is also resolved in several X-ray crystal
structures,28,74while similar water-mediated hydrogen-bonded
networks have been observed by experiment75 and compu-
tational study.39 We hypothesize that, through these bridging
waters, LysâD6 and ArgâD′1 contribute to the binding of
aliphatic side chains in the+3 binding pocket. This is
supported by a bioinformatics study76 which indicates that
both these residues contribute to the selectivity of Src SH2
domains despite being∼6 Å away from the phosphopeptide.
We predict that mutating these residues will also reduce the
specificity of the Src SH2 domain for pYEEI.

Using a free energy component analysis we have identified
which residues hinder and which encourage the binding of
the longer side chain of isoleucine in the+3 binding pocket.
The “two-pronged plug two-holed socket” model simply
characterizes the+3 binding pocket as hydrophobic and
therefore implies that all the residues lining the pocket
encourage the binding of hydrophobic side chains. Our results
therefore constitute an improvement on this model and may
be tested by combined mutagenesis and isothermal titration
calorimetry experiments. Improving our understanding of
how SH2 domains bind phosphopeptides will help resolve
whether specific SH2 domains can be inhibited by druglike
molecules27 and whether these will be useful, given the
potential for crosstalk between different SH2 domains within
tyrosine kinase mediated signal cascades.24

It should be recognized that there are limitations in a study
of this nature. First, we used a standard Lennard Jones 6-12,
or “hardcore”, van der Waals potential, and therefore, due
to the lack of continuity in (∂U/∂λ), we could not run
simulations withλ ) 0 or 1 but instead had to extrapolate
the values of (∂U/∂λ) at these points. This is a source of
error. Furthermore, if we had been able to use a softcore or
“separation-shifted” van der Waals potential,71 then not only
would we have avoided this problem but also theλ
simulations would have converged significantly faster.
Although there are molecular dynamics codes that have
softcore van der Waals potentials implemented (e.g.,
CHARMM), these do not currently scale very well on parallel
computers. Instead we chose to use NAMD which scales
very well on parallel computers but does not have a softcore
potential. Using NAMD allowed us to run simulations of
comparatively long durations in a short space of time, and
we hope that studies of this nature will encourage the
implementation of a softcore potential in codes such as
NAMD. Finally, the accuracy of free energy calculations also

relies on the phase space being adequately sampled. Applying
a replica exchange algorithm10-12 to all the λ simulations
running on the computational grid would improve the
sampling.
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Abstract: We present a two-dimensional grid method for the calculation of complete free-energy

surfaces for enzyme reactions using a hybrid quantum mechanical/molecular mechanical (QM/

MM) potential within the semiempirical (PM3) QM approximation. This implementation is novel

in that parallel processing with multiple trajectories (replica-exchange molecular dynamics

simulations) is used to sample configuration space. The free energies at each grid point are

computed using the thermodynamic integration formalism. From the free-energy surface, the

minimum free-energy pathway for the reaction can be defined, and the computed activation

and reaction energies can be compared with experimental values. We illustrate its use in a

study of the hydride-transfer step in the reduction of dihydrofolate to tetrahydrofolate catalyzed

by Escherichia coli dihydrofolate reductase with bound nicotinamide adenine dinucleotide

phosphate cofactor. We investigated the effects of changing the QM region, ionization state of

the conserved active-site Asp27 residue, and polarization contributions to the activation and

reaction free energy. The results clearly show the necessity for including the complete substrate

and cofactor molecules in the QM region, and the importance of the overall protein (MM)

electrostatic environment in determining the free energy of the transition state (TS) and products

relative to reactants. For the model with ionized Asp27, its inclusion in the QM region is essential.

We found that the reported [Garcia-Viloca, M.; Truhlar, D. G.; Gao, J. J. Mol. Biol. 2003, 327,

549] stabilization of the TS due to polarization is an artifact that can be attributed to truncation

of the electrostatic interactions between the QM and MM atoms. For neutral (protonated) Asp27,

our calculated reaction free energy of -4 ( 2 kcal/mol agrees well with the experimental value

of -4.4 kcal/mol, although the corresponding activation free-energy estimate is still high at 21

( 2 kcal/mol compared with the experimental value of 13.4 kcal/mol. The results are less

supportive of the ionized Asp27 model, which gives rise to a much higher activation barrier and

favors the reverse reaction.

Introduction
Dihydrofolate reductase (DHFR) is a key enzyme1 that
catalyzes the reduction of folate to dihydrofolate (DHF) and
DHF to tetrahydrofolate (THF), cycling the THF cofactors
required for the synthesis of DNA and other precursors. It

has been the subject of much theoretical investigation.
Aspects of the mechanism that have been studied using
computational methods include kinetic isotope effects,2,3

transition-state (TS) geometry,4 the ionization state of active-
site residues,5,6 the role of dynamical structural fluctuations
in promoting hydride transfer,7-9 and the effects of electronic
polarization of the active site.10-12 Methods employed vary* Corresponding author e-mail: Jill.Gready@anu.edu.au.
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from simple geometry optimization to the use of molecular
dynamics (MD), or combinations of both. The ultimate goal
of these studies is to understand how DHFR facilitates its
reaction. While many general theories have been proposed13-15

to rationalize the catalytic activity of enzymes, to test these
theories using computational methods, and to provide a
detailed picture of how a particular enzyme catalyzes a
particular reaction, we must first have a sufficiently accurate
description of the basic physical and chemical processes
involved. Combined quantum mechanical/molecular me-
chanical (QM/MM) methods have become very popular as
a basis for such a description. In the 30 years since the
pioneering work of Warshel and Levitt,16 QM/MM methods
have undergone considerable development,17-31 providing a
computationally efficient way of including the effects of
solvent and enzyme environments on a reaction center. The
total energy of the system, as an explicit function of the
reaction coordinate (r), is given by the sum of the QM and
MM energies plus a QM/MM interaction term:

As it must allow for the breaking and formation of chemical
bonds, the reaction coordinate is contained within the QM
region and, as indicated in eq 1, is an explicit function of
EQM andEQM/MM only.

However, in order to compute reaction free energies that
are directly comparable with experimental quantities, it is
necessary to perform appropriate statistical mechanical
averaging32,33along the predefined reaction coordinate. While
ab initio or density functional (DFT) QM methods can yield
a more reliable description of reaction energies than the more
efficient semiempirical PM3 or AM1 methods, their rela-
tively high computational cost generally prohibits statistical
mechanical calculations for enzymic systems.29,31 Thus,
despite the known limitations of semiempirical methods in
terms of their overall chemical accuracy, the primary need
to compute free-energy changes associated with chemical
processes has led to their continued application in studies
of enzymic reaction mechanisms, including that of DHFR.6,7

They are particularly useful for problems where systematic
trends or alternative mechanisms are of interest, rather than
cases where absolute accuracy in computed reaction free
energies is required.

Regardless of the level of QM usedsab initio, DFT, or
semiempiricalsa primary consideration when applying QM/
MM methods is the choice of QM region. The positioning
of the QM/MM boundary is arbitrary, except that it should
not divide the reaction coordinate. Although chemical
intuition and critical analysis of the active-site structure can
be used to guide choices, ultimately, they require validation
by performing a number of calculations with QM regions
of varying size and composition.

The reductions in DHFR take place via the transfer of a
hydride ion from the nicotinamide adenine dinucleotide
phosphate (NADPH) cofactor bound to the enzyme. The
hydride-ion transfer also requires that a proton be transferred
to the substrate (S), so that the overall reaction proceeds
according to

The active site ofEscherichia coliDHFR is shown in
Figure 1. For this particular redox reaction, it is commonly
believed that the substrate is protonated first, prior to hydride-
ion transfer.34 Protonation produces an increase in positive
charge on the substrate, thereby activating it toward ac-
ceptance of the negatively charged hydride ion. Our recent
computational studies5,6 have provided some evidence that
protonation of the conserved Asp/Glu that hydrogen bonds
the substrate may also form part of the activation mechanism.
The neutral (protonated) and ionized forms of Asp27 are
depicted in Figure 1, H bonded to W206 and O4 of the
substrate pterin ring. Despite its apparent importance in
binding the substrate to DHFR, this residue has been omitted
from the QM region in a large number of other QM/MM
studies2-4,7,9-12 of the hydride-ion transfer mechanism.
Another QM/MM study has also suggested that electronic
polarization of the QM region by the MM region is an
essential feature of TS stabilization for the hydride-ion
transfer in DHFR.12 The choice of QM region is critical to
an understanding of the origin of these proposed polarization
effects as polarization is clearly a function of the QM/MM
boundary; that is, the QM region is polarized by the partial
charges in the MM region.

In the present study, we have used MD simulation methods
to perform an a priori calculation of the free-energy change
for the hydride-ion transfer in DHFR. In order to perform
the necessarily large number of simulations efficiently, we
use the semiempirical PM3-QM/MM approximation6,27,35,36

for the force field in the MD and parallel processing
capabilities of state-of-the-art computer clusters. From our
simulations, we have determined the reaction coordinate
corresponding to the minimum pathway on the free-energy
surface for the hydride-ion transfer. Thus, we have a precise
definition of the activation and reaction free energies for
direct comparison with experimental results. This minimum
free-energy path (MFEP) provides a convenient integration
path for carrying out further investigative simulations to study
the effects of changing the size and composition of the QM
region, the ionization state of Asp27, and the polarization
contribution to the free energy. Due to the approximations
of the semiempirical QM method used in generating the
MFEP, we also performed some higher-level ab initio and
DFT QM/MM calculations along the MFEP to assist in
validation.

Methods
Solvated Enzyme and QM/MM Model. Initial coordinates
for E. coli DHFR were obtained from the DHFR‚FOL‚
NADP+ complex in the Protein Data Bank (1rx2).37 In this
structure, the mobile M20 loop is in the closed conformation,
which is thought to be necessary for the hydride-ion transfer
to take place. Hydrogens were added to this structure using
Insight II38 to form the DHFR‚DHFH+‚NADPH complex.
This complex, together with the 153 crystallographic water
molecules, was solvated in a 36-Å-radius sphere containing
4962 additional water molecules. To maintain the system at
constant density, the water molecules between 32 and 36 Å

E(r) ) EQM(r) + EQM/MM(r) + EMM (1)

S + H+ + NADPH f SH2 + NADP+ (2)
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were held fixed at their initial positions during the MD
simulation to form a rigid outer shell of solvent, leaving a
total of 3229 waters free to move. Where necessary,
hydrogen (link) atoms were added to the QM region at the
QM/MM boundaries. The force field of Cornell et al.39 for
the protein atoms and the TIP3P model40 for water were used
for the MM terms. The hybrid force field and parametrization
procedure used for the nonbonded electrostatic and van der
Waals (vdW) interactions between the QM and MM regions
has been described in detail previously.27,39,40 Briefly, the
QM/MM term is given by

where P is the density matrix andV is the one-electron
matrix for the interaction between the QM atoms and the
partial charges (q) of the MM atoms. The matrix elements
of V have the form

where the summation is over MM atoms and (νµ,ss) are the
semiempirical approximations for the one-electron integrals.
The electrostatic interactions between atoms in the QM and
MM regions were not subject to any cutoff in the calculations
of the MFEP. All residues in the MM region were subject

to a 12 Å cutoff for the electrostatic terms. An 8 Å cutoff
was applied to all vdW interactions between residues. In
order to reduce the computational time, we also adopted a
multiple time-step approach in which the electrostatic forces
due to interactions beyond 8 Å were computed once every
10 time steps.

Minimum Free-Energy Path. We used a two-dimen-
sional (2D) grid-based method in order to determine the
MFEP. This type of approach has been used extensively to
calculate adiabatic and free-energy surfaces for chemical
reactions in both aqueous41-43 and enzymic17,44,45 environ-
ments. More recently, potential of mean force calculations
in 2D have been carried out in order to generate free-energy
surfaces for investigating concerted reactions.46,47Thus, grid
methods would seem a natural choice when two parameters
are required for a complete description of a reaction pathway
in complex molecular environments such as enzymes.

The MFEP was determined using a QM region (Asp27‚
DHFH+‚NADPH) consisting of the N5-protonated substrate
and cofactor molecules and the carboxylic acid (-CH2-
COOH) side chain of Asp27 (see Figure 1). In eq 1, we wrote
the general reaction coordinate asr ) (r1, r2), where the
C6-H4 and C4-H4 bond distances involving the hydride
ion (H4) to be transferred are given byr1 andr2, respectively.
In order to locate reactant, product, and transition states on
the reaction free-energy surface, we first define a set of
curvilinear reaction paths{x} with x g 1 for the path
parameter and 0e λ e 1 for the coupling parameter which
drives the system between reactant and product states.48 The
λ ) 0 and λ ) 1 states correspond to reactant-side and
product-side states, respectively. The equations for these
paths are given (in Å) by

and

with values of{x} ) {1.3, 1.5, 2.0, 2.5, 3.0, 4.0}; that is, a
total of six paths were used to construct the free-energy
surface. Theλ-coupling parameter was divided into 21
discrete values using∆λ ) 0.05. Thus, we obtain a grid of
6 × 21 ) 126 points (x,λ); independent MD simulations
were performed at these points for the free-energy calcula-
tion.

Reaction Path Simulations.The configurational sampling
in these simulations was performed using the replica
exchange molecular dynamics (REMD) method.49,50 The
REMD simulations consisted of independent trajectories
(replicas) that were generated simultaneously (i.e., in parallel)
on a Compaq AlphaServer and SGI Altix 3700Bx2 cluster.
The trajectories were assigned temperatures in the range
290-320 K with unique initial velocity distributions. The
trajectories were run using a time step of 0.001 ps, with
hydrogen masses set to 2 amu. Temperature exchanges were
attempted every 0.02 ps. As the temperature range used is
quite narrow (290-320 K), we perform an average over the
temperature to obtain a single value for the free energy. We
note that the efficiency of REMD over conventional MD

Figure 1. Active site in E. coli DHFR with N5-protonated 7,8-
dihydrofolate (DHFH+) substrate and NADPH cofactor. DH-
FH+ is shown H-bonded to both the protonated carboxylate
(carboxylic acid) and ionized (carboxylate) side chain of the
conserved Asp27 residue. Other possible H-bond interaction
sites, with Thr113 and water molecules W206 and W301, are
shown as indicated from X-ray structures of E. coli DHFR
complexes available in the Protein Data Bank.

EQM/MM ) tr(PV) + EvdW (3)

Vµν ) ∑
k

qk(µν,ss) (4)

r1(x,λ) ) 3.4- 2.4[1- (1 - λ)x] (5a)

r2(x,λ) ) 1 + 2.4λx (5b)
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has been questioned recently,51 but this is not of concern
here. In this study, we needed to exploit the advantages of
parallel methods to reduce the wall time (i.e., the real time
it takes to complete a calculation), as opposed to CPU time,
to a reasonable time frame; this can be achieved by using
either the REMD formalism or parallel computation of
conventional MD trajectories.

To evaluate the required free energies, we used the
thermodynamic integration (TI) formalism.32,33 The free-
energy change between 0 and a given value ofλ along path
x is exactly

where, in the present calculations, we have approximated
the integrand in eq 6 by the sum over a finite number of
time intervals

with the subaverages over the number of processors in the
REMD given by

Following Ho et al.,43 the SHAKE algorithm52 was used to
fix distancesr given by eq 5 at the 126 (x,λ) grid points.
However, as we use TI to compute the Hamiltonian deriva-
tives with respect to theλ coupling parameter, our approach
to constraint distance contributions is formally the same as
that described by Pearlman.53 The average value in eq 6 was
computed as the average of the set of five moving averages
with a time interval of∆t ) 1 ps, for a total of 12 time
intervals (12 ps), that is,Ntime ) 12 in eq 7. The total number
of derivatives that are computed is given by the product of
the fixed number of time intervals, which numbered 12, and
the number of processors (Nproc). In the present simulations,
we used sampling parameters ofNproc ) 12 (total of 144
derivatives perλ) andNproc ) 48 (total of 576 derivatives
perλ) for the calculation of the MFEP. For each value ofλ,
the REMD was run prior to the start of sampling for at least
100 ps to ensure adequate equilibration. All REMD simula-
tions were performed using Molecular Orbital Programs for
Simulations (MOPS).54

To compute the necessary energy derivatives at the PM3-
QM/MM level in eq 8, we first write the total system energy
given by eq 1 in the form

whereH is the QM Hamiltonian matrix,P is the density
matrix, andε are the remaining terms in the expression for
the energy which do not depend explicitly onP. We then
make use of the Hellmann-Feynman theorem to obtain

The derivatives ofH andε were conveniently obtained by
finite difference (∆R ) (0.001), using the density matrixP
computed atR; at the semiempirical level, performing
analytic evaluation of these derivatives does not provide any
advantage in terms of precision or efficiency. Calculation
of the energy derivatives (on the basis of configurational
sampling at the PM3-QM/MM level along the MFEP) were
also carried out using the ONIOM (QM/MM) method with
electronic embedding28,30 as implemented in the Gaussian
03 (G03) program.55 Derivatives were obtained at the
Hartree-Fock (HF) and DFT (B3LYP) levels using the
6-31G* basis and the formula

where the derivatives of the energyE with respect tor1 and
r2 were computed analytically (using G03) at the configura-
tions generated in the PM3-QM/MM level simulations.

Results and Discussion
Minimum Free-Energy Path. The reaction paths (eq 5) are
plotted in Figure 2. The (x,λ)-grid points at which the
individual MD simulations were carried out are indicated
by dots. The free-energy surface computed usingNproc ) 12
based on these grid points is illustrated in Figure 3. The
isoenergy contours (2D projections in thex,λ plane) clearly
show the reactant (λ ∼ 0.1) and product (λ ∼ 0.85) potential
wells. The solid line in Figure 2 represents the MFEP
obtained using a sampling parameter ofNproc ) 48. Nproc

corresponds to the number of computer processors and is
equivalent to the number of independent trajectories at each
point (x,λ) in the free-energy calculation. This MFEP was
found by a least-squares fitting of the path{x} free-energy
curves (dots in Figure 2) to a low-order (quadratic or cubic)

Figure 2. Reaction paths (dashed lines) used in the calcula-
tion of the minimum free-energy path (MFEP) (solid line) as
a function of the C6-H4 and C4-H4 distances (Å). The
MFEP was determined for λ ranging from 0.10 to 0.85 using
a sampling parameter of Nproc ) 48. The dots (filled circles)
indicate the points at which the MD simulations were per-
formed for paths corresponding to {x} ) 1.3, 1.5, 2.0, 2.5,
3.0, and 4.0 (1.3 gives the path with smallest curvature, 4.0
the path with highest curvature).

∂E
∂R

)
∂r1

∂R
∂E
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+
∂r2

∂R
∂E
∂r2
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∆G(x,λ) ) ∫a)0
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∂R 〉

a
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∂R 〉
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=
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∑
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∑
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polynomial for each value ofλ. We were unable to fit the
free-energy curves forλ < 0.1 andλ > 0.85 values due to
the fact that paths close to the end points (λ ) 0 andλ ) 1)
rapidly converge (see Figure 2), forcing the actual small free-
energy differences to be comparable with statistical sampling
errors in the simulations.

The MFEP using the QM region for Asp27‚DHFH+‚
NADPH was obtained for two values of the sampling
parameter,Nproc ) 12 andNproc ) 48, which we will refer to
as MFEP/12 and MFEP/48, respectively. We denote asxmin

the value ofx at which the free energy (as computed by the
fitted polynomial) is a minimum value, given by∆Gmin, for
a given value of the coupling parameter,λ. The free energy,
∆Gmin, is shown in Figure 4, together with the free energy
obtained from a subsequent simulation withNproc ) 8,
calculated by following the MFEP/48 path. Note that the
simulations withNproc ) 8 were carried out only for values

of λ ranging from 0.10 to 0.85. For theNproc ) 12 and 48
simulations used to determine the MFEP/12 and MFEP/48
paths, we averaged the free energy overx for all points,
includingλ < 0.10 andλ > 0.85. Note that the displacement
between the∆Gmin curves forNproc ) 8 and 48 is due to the
fact that the calculations start from differentλ values, that
is, λ ) 0.10 andλ ) 0, respectively.

Figure 4 reveals that there are no major differences in the
results between different levels of sampling in the MD
simulations. The free-energy change obtained by integration
betweenλ ) 0 andλ ) 1, <∆G(1)>, where the average
<> is over paths{x}, was calculated to be-0.47 ( 2.35
kcal/mol for Nproc ) 12 and 1.21( 2.16 kcal/mol forNproc

) 48. Note that, theoretically, the standard deviation in
<∆G(1)> should be zero (see Figure 2) as the reaction paths
start and finish at common points. Thus, the nonzero standard
deviation of∼ (2 kcal/mol serves as a reliable estimate of
the final error bars associated with incomplete sampling.

From the MFEP defined by coordinates (xmin,λ), we can
determine values forx andλ that are appropriate for reactants,
TS, and products; these values are given in Table 1. The
C6-H4 and C4-H4 distances in angstrom units, also given
in Table 1, were obtained by substituting these values of
xmin andλ into eq 5 for the curvilinear reaction paths shown
in Figure 2. These distances were found to vary insignifi-
cantly (within( 0.01 Å) between the two levels (Nproc ) 12
and 48) of sampling.

QM Regions (with Protonated Asp27).The free-energy
curves for different choices of the QM region are shown in
Figures 5 and 6. These results are for protonated Asp27 only,
with no cutoffs applied to electrostatic interactions between
the QM and MM regions. They were obtained from simula-
tions usingNproc ) 8 and MFEP/48. In Figure 5, the complete
DHFH+ substrate and NADPH cofactor molecules are
included in the QM region. The other enzyme fragments
(W206, W301, and Thr113) that could be included (see
Figure 1) interact with these reactant molecules exclusively
via nonbonded interactions. It can be seen that the free-energy
changes along the MFEP vary insignificantly (i.e., within
the estimated statistical sampling error of(2 kcal/mol)
among these choices of QM region. This suggests that the
PM3-QM/MM force-field description we have used can
adequately account for these types of nonbonded interactions.
In contrast, Figure 6 shows that using smaller pterin (PTR)
and nicotinamide (NIC) fragments (see Figure 1) of the
substrate and cofactor in the QM region leads to much larger
deviations from the reference MFEP. These results demon-
strate that, at least for the neutral (protonated) state of Asp27,
the minimum QM region need contain only the complete

Figure 3. 3D and isoenergy contour representation of the
PM3 free-energy surface. Free energy (kcal/mol) plotted as
function of reaction path {x} and λ coupling parameter (λ) for
the hydride transfer to DHFH+ in DHFR.

Figure 4. Change in free energy ∆Gmin relative to λ ) 0 for
Nproc ) 12 and Nproc ) 48. The curve labeled 8/48 is not a
∆Gmin (see text) but was calculated from independent simula-
tions using Nproc ) 8 at the points (xmin, λ) along the minimum
free-energy path generated using Nproc ) 48 (see Figure 3).

Table 1. Reaction Path Parameters for Reactant,
Transition State, and Product Complexes

parametera reactant TS product

λ 0.1 0.475 0.8
xmin (Nproc ) 12) 1.48 2.415 2.05
xmin (Nproc ) 48) 1.45 2.45 2.07
R(C6-H4)/Å 3.06 1.50 1.09
R(C4-H4)/Å 1.09 1.40 2.52
a For PM3-QM/MM model simulations with Asp27(neutral)‚DHFH+‚

NADPH in QM region.
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substrate and cofactor molecules. Note that many previous
studies on DHFR include smaller fragments of these two
species.2-13 However, as demonstrated by the results in
Figure 6, these choices represent very different reactions in
terms of the free-energy change relative to the reactant state,
and, although we do not compute them in the present study,
represent somewhat different MFEPs. Hence, on this basis
alone, we may also expect to find differences in the geometry
of the TS, depending on the choice of QM region.4-6

Ionization State of Asp27.The results in Figures 7 and
8 were obtained from simulations usingNproc ) 8 and MFEP/
48, without cutoffs applied to electrostatic interactions
between the QM and MM regions. As shown in Figure 7, if
Asp27 is included in the MM region, the ionized state of
Asp27 presents only a small perturbation on the neutral
reference state. However, if ionized Asp27 is included in
the QM region, a very different free-energy curve is obtained.
The model with the ionized state gives rise to an endothermic
reaction with a higher activation barrier, consistent with our

earlier QM/MM free energy simulations for the 8-methyl-
pterin substrate.56 As shown in Figure 8, the results are
qualitatively similar if ab initio HF and DFT QM/MM
methods are used to compute the free energies (based on
the configurational sampling at the PM3-QM/MM level); that
is, the reaction tends to be endothermic with a higher
activation free energy. We have noted similar behavior
between protonated and ionized Asp27 in previous geometry
optimization studies using simplified model systems for the
hydride transfer reaction.6 The PM3, HF, and DFT methods
predict very similar reaction free energies. As expected, HF
overestimates the activation free energy relative to DFT, due
to a lack of electron correlation in the former. The free-
energy curve for PM3 is quite similar to that obtained for
DFT.

From the PM3 data for neutral Asp (Figure 7), we estimate
the free energy of reaction to be-4 ( 2 kcal/mol, compared
with the experimental value of-4.4 kcal/mol.57 The corre-
sponding activation free energy of 24( 2 kcal/mol is
considerably higher than the experimental value of 13.4 kcal/

Figure 5. Free-energy change (Nproc ) 8 and MFEP/48)
relative to reactant state at λ ) 0.1 for QM regions consisting
of the substrate and cofactor molecules (DHFH+‚NADPH),
and with additional active-site species forming H bonds with
DHFH+‚NADPH (see Figure 1). Asp27 is neutral (protonated).

Figure 6. Free-energy change (Nproc ) 8 and MFEP/48)
relative to reactant state at λ ) 0.1 for QM regions consisting
of substrate and cofactor molecules (DHFH+‚NADPH), or
combinations of nicotinamide-ring (NIC), and pterin-ring
(PTRH+) fragments (see Figure 1). Asp27 is neutral (proto-
nated).

Figure 7. Free-energy change (Nproc ) 8 and MFEP/48)
relative to reactant state at λ ) 0.1 for neutral and ionized
states of Asp27 with QM regions Asp27‚DHFH+‚NADPH
(Asp27 in QM region) and DHFH+‚NADPH (Asp27 in MM
region).

Figure 8. Free-energy change (Nproc ) 8 and MFEP/48)
relative to reactant state at λ ) 0.1 calculated at the HF and
DFT QM/MM levels for neutral and ionized states of Asp27
with QM region Asp27‚DHFH+‚NADPH.
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mol.57 Note that in the present simulations all atomic motions
have been treated classically. If we include the 3 kcal/mol
correction term for the effects of quantized vibrations,2 we
estimate a value of 21( 2 kcal/mol for the activation free
energy. The DFT calculations yield a similar result for the
activation free energy of ca. 25 kcal/mol (Figure 8). This
result is unexpected given that in vacuo calculations on
fragment complexes6,7 show that PM3 consistently produces
higher energy barriers compared with single-point DFT
calculations carried out at the corresponding PM3 optimized
geometries. The results in Table 2 show that this discrepancy
cannot be rationalized in terms of polarization of the reaction
center by the enzyme, as the difference in TS polarization
free energy between PM3 and DFT amounts to only 2.6 kcal/
mol (neutral Asp27). However, we also found from our
fragment study6 that optimization of the geometries at the
DFT level can give barrier energies quite different from those
for single-point calculations at PM3 or some other lower level
of geometry optimization. This analysis suggests there may
be some important differences between the semiempirical
and DFT energy surfaces.

Polarization Free Energy.The polarization free energy
arises from distortion of the continuous electron charge
distribution of the QM region in the electrostatic field of
the discrete point charges in the MM region. The polarization
contribution to the free-energy change along the reaction
coordinate may thus be defined as

whereP is the density matrix of the QM region obtained
from a calculation in which the charge field of the MM
region polarizes the QM region andP0 is obtained when this
charge field is switched off in the calculation of the density
matrix. Note that∆G(P) and ∆G(P0) are computed from
separate simulations. The polarization free energies at the
TS (λ ) 0.475) and product state (λ ) 0.8), relative to the
reactant state (λ ) 0.1), are shown in Table 2 and were
obtained from simulations usingNproc ) 8 and MFEP/48.
The results obtained in the present study using a 12 Å radius
as the cutoff for the neglect of interactions between the QM
and MM regions (Table 2) are very similar to the 9 kcal/
mol stabilization of the TS relative to reactants that was

obtained by Garcia-Viloca et al.12 using the same cutoff.
However, on removing the cutoff for the QM/MM interac-
tion, we found that polarization by the whole enzyme actually
destabilizesthe TS relative to reactants. The PM3-QM/MM
polarization free energies are in broad agreement with the
corresponding results obtained using the higher-level HF and
DFT QM/MM methods. Thus, we may conclude, at least
for this system, that the computationally less demanding
semiempirical PM3 method can account for the bulk of the
polarization effect and produce reliable estimates of the
relative polarization free energies. Note also that the polar-
ization free-energy differences between neutral and ionized
Asp27, and the effect on the polarization free energy of
moving Asp27 between QM and MM regions, are also not
very large. But note again that the effect on thetotal free-
energy differences due to these changes can be substantially
greater.

The large increase in the magnitude of the polarization
contribution obtained using a 12 Å cutoff can be explained
largely in terms of the dipoles formed by ion pairs in the
enzyme being split as a result of the application of the
(residue-based) cutoff to the QM/MM interactions. The
anomalous charge effect produced by the split dipole can
be eliminated simply by neutralizing all acidic and basic
residues in the MM region of the enzyme. However, rather
than physically adding or deleting protons on the enzyme in
order to gauge the magnitude of the split dipole effect, we
have simply added a constant partial charge to each of the
atoms in the ionized residues to enforce electrical neutrality.
This was done only for the calculation of the free energy
and not for the calculation of forces in the MD, so it does
not otherwise affect the MD trajectory. The polarization
component as a function of cutoff distance is shown Figure
9. In the calculation of the free energy using the normal
residue charge state, the dip in the polarization contribution
at around 12 Å is evident. However, the fluctuations with
respect to cutoff distances are greatly reduced when all MM
residues are made neutral.

Table 2. Polarization Contribution to the Free Energy
(kcal/mol) at the Transition State, TS, at λ ) 0.475, and
Products at λ ) 0.80, Relative to the Reactant State at λ )
0.1

system method TS (λ ) 0.475) products (λ ) 0.80)

neutral Asp27 in QM PM3 5.5 (-9.9)a 1.9 (-14.1)
HF 4.5 6.1
DFT 2.9 4.8

in MM PM3 7.1 (-9.3) 5.5 (-10.7)
ionized Asp27 in QM PM3 2.5 (-9.0) 4.5 (-14.1)

HF 7.9 7.3
DFT 9.1 9.7

in MM PM3 8.7 (-11.1) 7.2 (-8.6)
a Free energies in parentheses were calculated using a 12 Å radius

for the neglect of nonbonded interactions between atoms in the QM
and MM regions.

∆∆Gpol ) ∆G(P) - ∆G(P0) (12)

Figure 9. Polarization contribution (PM3 level) to the activa-
tion free energy as a function of cutoff for neglect of QM/MM
interactions for both charged and neutral residues (see text)
in the MM region, with Asp27‚DHFH+‚NADPH (neutral Asp27)
as the QM region.
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Conclusions
In summary, using the semiempirical PM3-QM/MM method
together with the TI formalism,32,33,53 we mapped a suf-
ficiently large part of the free-energy surface to allow us to
obtain a precise MFEP for the hydride-ion transfer catalyzed
by DHFR. For an accurate representation of the free-energy
change along the reaction path, we found that it was
necessary to include the whole substrate and cofactor
molecules in the QM region of the active-site complex. For
a model where the conserved active-site Asp27 residue is
considered to be ionized, it also must be included in the QM
region. Our calculations also show that electronic polarization
by the enzyme actuallyincreasesthe free energy of activation
for the hydride-ion transfer and does not stabilize products
either. Furthermore, we found that this polarization contribu-
tion was very sensitive to the neglect of electrostatic
interactions between QM and MM atoms beyond a cutoff
radius.

The MEFP obtained for the neutral state of Asp27 was
found to be more consistent with the experimentally deter-
mined activation and reaction free energies57 than that for
the ionized state. This result adds further support to our
findings in previous studies5,6 that protonation of Asp27 is
an essential factor in the activation mechanism. However,
as complementary DFT calculations along the MEFP showed
some discrepancies which may be due to the accuracy of
the semiempirical representation of the free-energy surface,
we are working on further methodological refinements which
will allow a more definitive assessment of the Asp27
protonation mechanism.
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Abstract: We rationalize the chemoselectivity of the monofunctional ruthenium anticancer

compound [(η6-arene)Ru(II)(en)(OH2)]2+ (en)ethylenediamine; arene)benzene 1, p-cymene

2) toward guanine, using static DFT (BP86) and MP2 calculations together with Car-Parrinello

molecular dynamics. The calculated binding energies for the three investigated nucleobases

(G, A, C) decreases in the order G(N7) . C(O2) ∼ C(N3) > A(N7) > G(O6) > OH2. The G(N7)

complex is the most stable product due to a hydrogen bond of its O6 with one of the H2N-amine

groups of en, while the corresponding NH2-H2N(en) interaction in the adenine complex is

repulsive. A very low rotational barrier of 0.17 kcal/mol (BP86) and 0.64 kcal/mol (MP2) was

calculated for the arene rotation in [(η6-C6H6)Ru(en)(Cl)]+ (3) allowing complexes containing

arenes with bulky side chains like p-cymene to minimize steric interactions with, e.g., DNA by

simple arene rotation. All [(η6-arene)Ru(en)(L)]2+ compounds exist in two stable conformers

obtained for different diamine dihedral angle (NCCN) orientation, which, in the case of asymmetric

ligands L, differ by up to ∼2.8 kcal/mol. Car-Parrinello dynamics reveal a chelating transition

state for the interconversion between N7 and O6 binding of guanine to [(η6-arene)Ru(en)]2+.

Introduction
The discovery of cisplatin [Pt(NH3)2(Cl)2]1 as an anticancer
drug2,3 has stimulated the search for other transition-metal
complexes with even higher activity.4 In the last decades,
this search resulted mainly in related platinum based
complexes which made their way to the clinics.5 However,
problems related to toxicity, selectivity, and resistance have
limited their therapeutic application.6 More recently, ruthe-
nium complexes have attracted particular attention because
of their potentially high in vivo antitumor activity and
selectivity, together with their low general toxicity. Some
of these compounds have already entered clinical trials.7,8

Whereas inorganic ruthenium coordination complexes have
been investigated for some years, organoruthenium com-
pounds have moved into the focus of anticancer research
only recently. So far, all of these complexes are based on a
ruthenium(II) containing organometallic moieties of the type

[(η6-arene)Ru]2+,9-12 [(η5-cyclopentadienyl)Ru]+,13,14or [(1,4,7-
trithiacyclononane)Ru]2+.15 The remaining three coordination
sites in these pseudo-octahedral complexes, which exhibit a
so-called “piano stool” geometry, can be occupied by various
monodentate or chelating ligands.

A common feature to all these compounds is the presence
of at least one leaving group, as for instance the chloro ligand
in [(η6-arene)Ru(en)(Cl)]+ (where en)ethylenediamine). It
was shown experimentally that these chloro species hydro-
lyze like cisplatin only at very low chloride concentration
(e.g., inside a human cell), while no hydrolysis occurs at
higher chloride concentrations (e.g., in the human blood
stream).16 As for cisplatin, the cellular (nuclear) DNA is
considered the most relevant biological target, and it was
shown experimentally that a hydrolyzed ruthenium arene
diamine can indeed bind to oligonucleotides.17 Crystal
structures have been published showing such binding of [(η6-
arene)Ru(en)]2+ (arene)biphenyl; 5,8,9,10-tetrahydroan-
thracene; 9,10-dihydroanthracene) to the N7 atom of guanine* Corresponding author e-mail: ursula.roethlisberger@epfl.ch.
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derivatives, and stereospecific hydrogen bonding of the en
amino hydrogen to the guanine O6 has been proposed.18

In a previous study we showed how computational tools
can be applied to these organometallic systems in order to
obtain energetic and structural information suitable to
interpret mass spectrometric experiments.19,20 This work is
the first of a series of studies aiming at the understanding of
the atomistic steps involved in the process that starting from
the hydrolysis of the aqua species leads to the binding of
organoruthenium compounds to double stranded DNA (ds-
DNA). Here we focus on a rigorous analysis of all elementary
degrees of freedom that may be involved in the interaction
of different [(η6-arene)Ru(II)(en)(L)]n+ (arene)benzene,
p-cymene; L) Cl, H2O, adenine, guanine, cytosine, imida-
zole) compounds with DNA bases. Based on this informa-
tion, we calculate the corresponding thermodynamic binding
energies (BE) to nucleobases with the intent to rationalize
the experimentally observed preference of guanine N7 among
the potential metalation sites in nucleobases (Figures 1 and
S1).21

Computational Details
Except stated otherwise, all calculations were carried out
using density functional theory at the generalized gradient
approximation (GGA) level of theory as implemented in the
ADF 2004.01 package.22 We used the BP8623,24 exchange-
correlation energy functional and the “TZP” basis set of the
ADF package. This basis set is of triple-ú quality with one
polarization function in the valence region and a double-ú
representation in the core region. The frozen core ap-
proximation (for electrons up to main quantum numbern )
1 for C,N,O; up ton ) 2 for Cl; n ) 3 for Ru) and a spin-
restricted formalism were applied. As shown in previous
calculations, the investigated compounds can be treated as
closed shell systems.19 The ZORA approach was used to
incorporate scalar relativistic effects.25 The general numerical
integration (gni) precision parameter was generally increased
to 5.0 except for the en dihedral calculations for which it
was even increased to 10.0. For all calculations presented
here, we applied very tight convergence criteria (energy:
E)1E-4 hartree; gradients: Grad)1E-3 hartree/Å; Cartesian
coordinates: Coord)1E-3 Å) as the default values are not
sufficient for proper convergence. This is true in particular

for the transition state search (eigenvector following ap-
proach) in which we were forced to use even tighter
convergence criteria (gni)7.0,E)1E-5 hartree; Grad)1E-4
hartree/Å; Coord)1E-3 Å). Forces in the frequency analysis
were calculated via a 2-point numerical differentiation with
gni)6.0. All transition states (TS) discussed in this text are
characterized by a single imaginary frequency. The ligand
binding energy (BE) was calculated asE{[(arene)Ru(en)]2+

+ [L] } - E{[(arene)Ru(L)(en)]2+} with all fragments fully
geometry optimized. COSMO calculations were conducted
on gas-phase geometries (gni)7.0, parameters as in ref 9).

For the calculations on the arene rotation we used the
Gaussian03 package.26 We applied the BP86 exchange-
correlation energy functional with a mixed basis set using
the quasirelativistic Stuttgart/Dresden semicore SDD-ECP27

with a (8s7p6d)/[6s5p3d]-GTO triple-ú valence basis set on
the ruthenium atoms and 6-31+G(d) on the remaining atoms.
The same basis was used for geometry optimizations at the
MP2 level of theory. Investigations on the absolute orienta-
tion of thep-cymene ligand were performed using the BP86
functional and the LanL2DZ basis which consists of the
D95V28 basis for hydrogen, carbon, nitrogen, and oxygen
and the Los Alamos National Laboratories effective semicore
potentials (ECP) (relativistic for Ru) in combination with a
double-ú basis for chlorine and ruthenium.29

The CPMD30 program was used for all Car-Parrinello
molecular dynamics (CPMD) calculations. In this case, an
analytical local pseudopotential (PP) for hydrogen atoms and
nonlocal, norm-conserving soft PPs of the Martins-Trouil-
ler31 type for all other elements were used. The explicitly
treated valence electrons were kept equal to the ones used
in the ADF calculations. The PP for ruthenium includes
scalar relativistic effects. The PPs for C, N, and O were
transformed to a fully nonlocal form using the scheme of
Kleinman and Bylander,32 whereas for Ru the semicore PP
was integrated numerically using a Gauss-Hermite quadra-
ture. The BP86 exchange-correlation energy functional was
used with an energy cut off of 75 Rydberg, a time step of 4
au (0.097 fs), a fictitious electron mass of 400 au, an orbital
convergence of 1E-6, and a temperature of 310 K except
where stated different. Figures were done with Molekel.33

Results and Discussion
Arene Rotation. Experimental and theoretical investigations
have shown the rotational energetic barrier of arene ligands
in organometallic complexes to be very low (∼0.5 kcal/mol
[(η6-benzene)Cr(CO)3], ∼2.5 kcal/mol in [(η6-C6H6)Ru{κ3-
HB(pz)3}]+).34-36 In our CPMD simulations we observed
even at temperatures lower than 310 K a full rotation of the
benzene ligand in [(η6-C6H6)Ru(en)(N7{G})]2+ (4) on the
ps time scale. There seemed to be no effective rotational
barrier for rotation at temperatures higher than 150 K. Using
DFT and the BP86 functional, we calculated a rotational
energy barrier in [(η6-C6H6)Ru(en)(Cl)]+ (3) of 0.17 kcal/
mol in correspondence with the rotated geometry in Figure
2. A frequency analysis showed a very small vibrational
energy (15 cm-1) for the slowest frequency mode associated
to the arene, which corresponds to a pure rotation of the
arene with respect to the [Ru(en)(Cl)]+ moiety. MP2

Figure 1. The hydrolyzed [(η6-benzene)Ru(en)(OH2)]2+ (1)
and nucleobases that can replace the aqua ligand. Imidazole
is also shown.
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geometry optimization on the DFT energy minimum and
maximum (constraint to-7.5°) gave an energy difference
of 0.64 kcal/mol. The maximum does correspond to a
conformation in which Cl, N-1, N-2 and the corresponding
aromatic arene carbons are not eclipsed. Here, the L-Ru-
D-C dihedral angles (L) Cl, N-1, N-2; D) arene centroid)
are all staggered by-7° to -8°. The same holds for the
energy minimum in which the dihedral angles are shifted
by -33° to -36°. Interestingly, the ruthenium ligand bond
lengths are not affected by the arene rotation. Therefore the
nonequivalence of the Ru-N1 and Ru-N2 bonds (difference
of 0.01 Å) must have a different origin (see section: dihedral
angle of ethylenediamine).

Conformation of p-Cymene. The determination of a
minimum energy geometry for the ruthenium complexes with
a benzene ligand is straightforward. In contrast, the additional
degrees of freedom due to the conformation of the methyl
and in particular of thei-Pr group in thep-cymene (1-methyl-
4-isopropylbenzene) ligand are of importance for the global
stability of [(η6-cymene)Ru(en)(L)]n+ complexes and have
to be taken into account. Since the electronic contribution
to the rotational barrier is very small, the main contribution
comes from steric interactions of the arene with the [Ru-
(en)(L)]n+ moiety. We calculated the conformational mini-
mum of isolatedp-cymene in vacuo. It shows one hydrogen
of its 1-methyl group in the plane of the ring and the two
others each one above and one below the aromatic plane.
Similar, thei-Pr hydrogen lies in the plane of the arene, and
one methyl group points above and the other below this
plane. To our knowledge, no crystal structure of [cymeneRu-
(en)(nucleobase)]2+ has been published so far. Recent NMR
(NOESY) studies37 have addressed the question of the
relative conformation of thep-cymene ligand with respect
to the [Ru(R1R2NCH2CH2NR1R2)(Cl)]+ moiety, however,
without addressing the issue related to the conformations of
the i-Pr group relative to the benzene moiety. They propose
as the most abundant conformation the one in which the
cymene methyl group is eclipsed to one en nitrogen (in their
study, both en nitrogens are assumed to be equivalent), and
the i-Pr group is located in the less hindered region between
the other en-nitrogen and a chloro ligand (Figure 6 in ref
37). This is in agreement with the published crystal structure
of [(η6-cymene)Ru(en)(Cl)]+.17 Our calculations confirm this

finding (Table 1). However, the above-mentioned crystal
structure shows the two methyl groups of thei-Pr pointing
downward to the ruthenium site. In contrast, at the DFT
(BP86, B3LYP, BLYP) and MP2 level of theory we do not
find a corresponding energy minimum for this geometry in
vacuum, and therefore we conclude that its stabilization may
be due to crystal packing effects. Moreover, we do not
observe a perfectly eclipsed structure of 7-Me and en 13-N
as in the crystal (1 in Figure 3). Instead, we identified a global
minimum in which 7-Me is located in between 12-N and
13-N, and thei-Pr group occupies the space between the
12-N and Cl (4 in Figure 3). The 9-Me is nearly perpen-
dicular to the arene plane pointing away from the ruthenium,
while 10-Me points away from the chloro ligand. Starting
the optimization from the crystal structure (1 in Figure 3)

Figure 2. Rotational energy barrier (kcal/mol) of benzene in
[(η6-C6H6)Ru(en)(Cl)]+ (3).

Figure 3. Schematic drawings of geometry optimized struc-
tures of [(η6-cymene)Ru(en)(Cl)]+ showing a top view along
the arene-centroid ruthenium axes.

Figure 4. Energy minimized structure of [(η6-cymene)Ru(en)-
(N7{G})]2+.

Figure 5. Potential energy (kcal/mol) upon variation of the
en dihedral (N6-C5-C4-N2) in [(η6-benzene)Ru(en)(N7{G})]2+.

1214 J. Chem. Theory Comput., Vol. 3, No. 3, 2007 Gossens et al.



yields a local minimum (2 in Figure 3) in which 10-Me lies
in the arene plane and the 11-hydrogen points away from
the complex. However, this structure is 1.85 kcal/mol higher
in energy than the global minimum. All geometry optimiza-
tions starting directly from the crystal were trapped in this
local minimum. Another local minima was identified by
further rotating thei-Pr group relative to the aromatic moiety
(3 in Figure 3). In this structure the 9-Me points toward the
Cl which turns out to be less unfavorable than minimum 2
but with an energy which is still 1.09 kcal/mol higher than
the global minimum.

Multiple conformations of the arene relative to the [Ru-
(en)(Cl)]+ moiety have been sampled. They reveal the
importance of the en (N-C-C-N) dihedral angle in [(η6-
arene)Ru(en)(L)]n+ complexes. The existing literature has
treated the [Ru(en)(Cl)]+ moiety as an object ofCs symmetry,
with a mirror plane (σ) passing through the ruthenium atom,
the chloro ligand, and the midpoint between the two en
nitrogen atoms (N12/N13). Our results show that this
symmetry does not exist, even approximately. The conformer
pairs 3/6, 4/8, and 5/7 in Figure 3 therefore cannot be
considered enantiomer pairs. Geometry optimizations, start-
ing from the modified structures 3′, 4′, and 5′ in which the
cymene has beenσ-mirrored compared to the original
compounds (3, 4, and 5) while keeping the [Ru(en)(Cl)]+

moiety unchanged, converge toward the structures 6, 8, and
7, respectively. This explains the difference in energy
between the conformers forming the different pairs (Table
1), which amounts to 0.8 kcal/mol, 0.2 kcal/mol, and 0.9
kcal/mol, respectively, and which can only be associated with
different en dihedral angle conformations (see section:
dihedral angle of ethylenediamine).

The second most stable conformation (5 in Figure 3) shows
the i-Pr group occupying the space between the two en
nitrogens. Again, the cymene is most stable in a conformation
that resembles that of its isolated form. As can be seen from

Table 1, the en dihedral does not change in all these
conformers, nor does any ligand bond length. In fact, it is
the steric interaction of both the 8-C and the 7-Me to the
other ligands (Cl, N12, and N13) that has to be optimized
in order to minimize the total energy of the complex. In total,
our results are in full agreement with the NMR experiment
of ref 37. However, our findings show that the assumption
of an energy minimum in which the 7-Me is fully eclipsed
is most probably not correct but can be traced back to a
crystallographic artifact in the solid state.

The energy landscape becomes even more complex once
the symmetric chloro ligand is replaced by a less symmetric
ligand, e.g., guanine. As binding to dsDNA is thought to be
the biologically relevant step, we started from ap-cymene
conformer taken from a QM/MM study in which the [(η6-
cymene)Ru(en)]2+ moiety is bound to a 12-mer dsDNA and
the i-Pr group points in the direction of the DNA major
groove.38,39 We performed 1.4 ps of unconstrained Car-
Parrinello molecular dynamics (CPMD) starting from [(η6-
cymene)Ru(en)(N7{G})]2+. The system was first equilibrated
for 0.4 ps at 150 K and then heated successively up to 450
K. During the entire simulation time, the strong H-bond
between the O6(G) and the en-NH2 group proved to be stable.
In fact, this H-bond acts like a second weak coordination
bond between the guanine ligand and the ruthenium moiety,
providing additional thermal stability to the complex. The
cymene did only slightly fluctuate between the initial
conformer and a second one, in which the vector connecting
the 7-Me and 8-C is parallel to the en N12-N13 axis. As
no conformational change of thei-Pr group was observed
and because of the agreement with the results reported above
for the chloro species, we took this structure as a starting
point for further geometry optimizations. The resulting
conformer shows, like the most stable chloro species (4 in
Figure 3), one methyl group of thei-Pr nearly perpendicular
(82.4°) to the arene plane, while the other points away from
the guanine H8 (Figure 4).40 In this structure, thei-Pr group
occupies the free region of space in between the N7(G) and
the en-NH2, which is larger than the space between the O6-
(G) and the corresponding en-NH2, as the latter are kept close
together by a strong H-bond. The average aromatic bond of
the arene is slightly elongated compared to the isolated
cymene (1.427 vs 1.401 Å). Moreover, the aromaticity is
perturbed as shown by the alternating C-C bond lengths
(1.438 vs 1.418 Å). The two Ru-N(en) bonds are not
identical but differ by 0.022 Å. We observed a similar picture
in the analogous benzene compound4 in which they differ
by 0.028 Å (2.166 on N7 side vs 2.138 on O6 side).
Surprisingly, the difference in bond length is also evident in
[benzeneRu(en)(Cl)]+, even though in this case it amounts
only to 0.013 Å. This indicates that the two en amino groups
are not equivalent even in the case in which the other ligands
around the ruthenium center are highly symmetric. Interest-
ingly, in the case of all investigated guanine(N7) complexes,
the difference in the two Ru-N(en) bond lengths does not
invert when the diamine dihedral angle (NCCN) inverts. This
indicates that it is more the global environment due to the
guanine ligand (N7, O6) than the direct interactions of the
en-NH2 or the arene that causes this asymmetry.

Figure 6. The two stable en conformers of [(η6-benzene)-
Ru(en)(N7{G})]2+ show different orientations of the H8(en).
In the more stable conformer (left: A.1 (side view), A.2 (top
view)), the N6-H8 bond is parallel to the Ru-N7(G) bond,
whereas it points away from guanine in the less stable
conformer (right: B1 (side), B.2 (top)).
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Dihedral Angle of Ethylenediamine (en).Another im-
portant conformational degree of freedom consists in an
inversion of the dihedral angle (N2C4C5N6) of the chelating
diamine ligand (Figures 5, 6, and S2). In contrast to
compounds with small, highly symmetric ligands like
halogens, the two conformers are no longer energetically
equivalent in the case of a less symmetric ligand L, such as
guanine. For the purines, guanine and adenine, we found
that one of the diamine conformers is always more stable,
namely the one, in which the N6(en)-H8(en) bond is nearly
parallel to the Ru-L (L ) N7{A/G}, O6{G}) bond (Figures
6, 12, and S2). Whereas a diamine dihedral angle change
does not cause a significant energy difference in the case of
symmetric ligands (H2O, imidazole), it amounts up to 1.8
kcal/mol for guanine (see Figure 5). This explains why in
all reported crystal structures of the type [(η6-arene)Ru(en*)-
(N7{G*})]2+ (*)various modifications) only this conformer
is observed.18,41 The TS between the two stable conformers
was calculated to be at a dihedral angle of∼ -5°. For the
transition from a negative to a positive dihedral angle, the
activation energy amounts to 5.9 kcal/mol and 7.7 kcal/mol
for the transition from the negative to the positive. This
barrier height can be overcome easily in a biological system.
This result shows that the en dihedral could easily adapt to
a changing environment, a flexibility which may become
essential during the approach of the ruthenium complex to
a guanine in dsDNA.

Both the arene and the guanine ligand can easily adapt to
changes in the geometry of the [Ru(en)]2+ moiety. The
H-bond between the O6(G) and the en-NH2 is maintained
in all geometry optimizations along the dihedral angle profile.
Along the path connecting the less stable to the more stable
conformer (Figure 5), we observed the following trends. As
can be seen from Figure 7, the (G)O6-H1(en) hydrogen
bond is getting weaker and elongates from 1.629 to 1.663
Å, while the (en)N2-H1(en)-O6(G) angle decreases from
178° to 169°. Simultaneously, the Ru-N7(G) bond is getting
stronger with a consequent shortening of 0.02 Å (2.183 vs
2.163 Å). However, the largest change concerns the (en)H8
orientation. It points to the N7(G) in the more stable
conformer and away from the guanine in the less stable
conformer (Figures 6, 7, and S2). As a consequence the (G)-
N7-H8(en) distance shortens by 0.217 Å in the more stable
conformer (from 2.813 to 2.606 Å) and at the same time the
angle (en)N6-H8(en)-N7(G) increases from 82.8° to 97.4°.
This results in a sort of H-bond between the (en)H8 and the
N7(G) in addition to the Ru-N7 bond which overcompen-
sates the weakening of the (en)N2-H1(en)-O6(G) H-bond.

In a CPMD simulation at 310 K, we observed a rapid
conformational change of the diamine dihedral angle. The
transition from the negative to the positive dihedral angle
(Figure 5) occurs within the first 1 ps (Figure 8). After an
initial distortion of the H-bond angle (G)O6-H1(en)-N2-
(en), we observe a strengthening of this H-bond, character-
ized by an average angle of 160° and an average (G)O6-
H1(en) distance of 1.7 Å (Figures 8 and 9). The shortening
of the Ru-N7(G) bond length observed in the static approach

Table 1. Relative Energies, Selected Dihedral Angles (deg), and Distances (Å) of Representative p-Cymene Conformations
in [cymeneRu(en)(Cl)]+ as Depicted in Figure 3

1 2 3 4 5 6 7 8

energy crystalc 1.85 1.09 0.00 0.07 0.27 0.93 0.19
N12-C-C-N13 52.6 50.4 50.4 50.5 50.3 50.4 50.5 50.4
Cl-Ru-Da-C7 -118.3 -137.1 -137.0 -150.9 28.9 -26.9 105.9 152.4
C5-C4-C8-H11 -89.2 -113.7 144.5 38.5 146.8 36.217 33.4 139.8
C8-Cl/N12/13 b 4.069 4.002 4.070 3.686 3.648 3.886 3.958 3.688
C7-Cl/N12/13 b 3.271 3.639 3.626 3.806 3.839 3.638 3.605 3.830
a D: centroid of arene. b Distance between carbon and Cl or N12 or N13 (whatever atom is closest). c Geometry optimization (keeping only the

cymene carbon atoms frozen) yielded 7.30 kcal/mol.

Figure 7. Selected distances (Å) and H-bond angles (deg)
upon variation of the diamine (NCCN) dihedral in [(η6-
benzene)Ru(en)(N7{G})]2+. Numbering as in Figure 5.

Figure 8. Selected dihedral and H-bond angles during a
CPMD simulation of [(η6-benzene)Ru(en)(N7{G})]2+ at 310
K.
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is not easily detectable in the MD simulation due to the
thermal fluctuation and the short sampling. In contrast, one
can clearly see the shortening of the (G)N7-H8(en) that
precedes the NCCN dihedral flip (Figure 9). Starting from
an initial value of∼3 Å, the hydrogen atom approaches the
N7 as close as 2.25 Å just before the dihedral angle flip and
relaxes to distances around 2.6 Å after the transition. A
similar strengthening was observed for the “H-bond” angle
between (en)N6-H8(en)-N7(G), which fluctuates around
80° before the dihedral transition and around 95° afterward.
It is worth mentioning that during the simulation, the benzene
rotated by∼180°.

Thermodynamic Stability of Aqua vs Nucleobase
Complexes.At typical chloride concentrations found inside
human cells, compounds of the type [(η6-arene)Ru(en)(Cl)]+

undergo substantial aquation.16 The chloro ligand acts as
leaving group to form the corresponding aqua species [(η6-
arene)Ru(en)(OH2)]2+, which itself is very prompt to undergo
a ligand exchange reaction and to form a Ru-N or Ru-O
bond with a nucleobase.16 In the presence of all four different
DNA nucleobases, experiments show a very high selectivity
for the N7 atom of guanine. For the most relevant nucleobase
binding sites, a decrease in reactivity and relative stabilities
is observed in the order G(N7). C(N3) . A(N7,N1)
(Figure S1).42 Our computed ligand binding energies (BE)
in vacuo (Table 2) and in “aqueous solution” (Table 2) show
exactly the same trend as measured experimentally, and,
moreover, they allow to quantify the thermodynamic stability
of the biological relevant Ru-nucleobase complexes over
the aqua species.43 All nucleobases form stronger bonds with
the ruthenium moiety than with a water ligand. Therefore,
from a thermodynamic point of view, the aqua species should
undergo a spontaneous ligand exchange reaction with a
nucleobase when the activation energy is not too high.
However, the presence of possible side reactions may prevent
such a ligand exchange to occur. In addition, the eventual
low concentration of the nucleobase in aqueous solution may
favor a permanent hydrolysis of the Ru-nucleobase product
once it is formed. The in vacuo BEs (Table 2) for the
nucleobase and aqua ligands for the benzene complexes are
3.1 (H2O) to 7.3 (guanine) kcal/mol higher than forp-cymene
compounds, which is most probably due to repulsive steric

interactions of the more bulky cymene with the monodentate
ligands. We already observed the same trend in the case of
the monodentate pta ligand in cymene vs benzene [(η6-
arene)Ru(Cl)2(pta)] compounds.19 However, configurational
and conformational changes in the aliphatic side chains of
the arene have hardly any effect on the orbitals of the
complex.20 Figures 10-13 show the optimized structures for
the most stable conformers of [(η6-arene)Ru(en)(L)]2+ (L )
guanine, cytosine, imidazole, adenine, and aqua) for benzene
and cymene, respectively. All complexes have the charac-
teristic geometry of a three legged “piano stool” (Tables 3
and S1). The planar arene isη6-bound to the ruthenium
center, and the chelating ethylenediamine shows the typical
dihedral angle of∼ 52°. The remaining coordination site is
occupied by a nucleobase ligand which prefers to bind via
the aromatic sp2 nitrogen atom in the case of guanine and
adenine. For cytosine we calculated a more stable complex
when it is bound via its carbonyl C2dO. In all these
complexes, the ruthenium atom lies nearly in the aromatic
plane of the nucleobase. The gas-phase BEs are substantially
reduced when we simulated an aqueous environment using
the conductor-like screening model (COSMO). Moreover,
we observe significant shifts of the relative stabilities in
particular for complexes containing solvent accessible exo-
cyclic oxygen (Table 2).

The highest BE was computed for the guanine(N7)-
ruthenium complex. Here, a very strong H-bond between
the C6dO of guanine and a proton of the en amino group
contributes to the stability of the system. The obtained
minimal structure shows the formation of a 7-membered ring
between Ru-G{N7,C5,C6,O6}-en{H1,N2} (Figure 6). The
same happens in an analogous complex in which the guanine
binds via its O6 to the ruthenium center (Figures 12 and
13). This Ru-O6(G) complex shows a hydrogen bond
between the N7(G) and an en hydrogen. The relative stability
of the Ru-N7(G) vs the Ru-O6(G) complex changes
substantially when we simulate the systems in an aqueous
environment. Whereas the Ru-O6 complex is in vacuo only
slightly (3 kcal/mol) less stable than the Ru-N7 complex,
this difference amounts to 11.3 kcal/mol in the solvation
model (Table 2). Apparently, the O6 has a stronger solvent
interaction in the Ru-N7 complex in which it is less buried
and therefore more solvent accessible than in the Ru-O6
complex. The sp2 hybridized cyclic N7(G), however, does
not show further stabilization in solution once it has formed
a hydrogen bond to an en-NH2 group.

Similarly, cytosine can either bind to ruthenium via its
N3 or C2dO atoms. In the N3 case, a 6-membered ring Ru-
G{N3,C2,O2}-en{H1,N2} is formed by a strong H-bond via
the adjacent cytosine C2dO to one en-NH2. However, the
other en amino group is repulsive toward the cytosine C4-
NH2 group. In order to reduce this strain, the cytosine C4-
NH2 group changes slightly hybridization from sp2 to sp.3

This not only allows for H-bonding but also contributes to
the destabilization of the complex, as the C4-NH2 group can
no longer take part in the aromatic system. On the other hand,
when the cytosine is binding to the ruthenium via its C2dO
atom, the steric interaction between these two amino groups
is reduced due to the fact that they are more distant (Figure

Figure 9. Selected distances during a CPMD simulation of
[(η6-benzene)Ru(en)(N7{G})]2+ at 310 K.

Properties ofη6-Arene Ruthenium(II) Diamines J. Chem. Theory Comput., Vol. 3, No. 3, 20071217



12, 13). In this configuration, it is the cytosine N2 atom that
now forms an H-bond with the en amino hydrogen H1
(Figure 12). As a consequence, the Ru-O2(cytosine) com-
plex is in vacuo 8.3 kcal/mol more stable than the Ru-N3-
(cytosine) complex. However, using the COSMO hydration
method this difference reduces to only 0.3 kcal/mol (Table
2). As in the case of guanine-O6, hydration of the exo-cyclic
C2dO is crucial for the stabilization of the Ru-N3(cytosine)
complex.44

Interestingly, the complex in which adenine is bound via
its N7 atom is significantly less stable (in vacuo 26.2; with
COSMO 9.4 kcal/mol) than the analogous guanine com-
pound. This rationalizes the experimental observation that
guanine is exclusively preferred over adenine. In the

Table 2. Gas Phase and Solution (COSMO) Ligand Binding Energies of [(η6-arene)Ru(en)(L)]2+ a

arene OH2 A(N7) Im(N3) C(N3) C(O2) G(N7) G(O6)

p-cymene abs. 23.5 (n.a.) 44.5 (43.2) 54.0 (n.a.) 58.6 (57.5) 66.5 (66.1) 70.2 (68.7) 66.8 (64.7)
benzene gas abs. 26.6 (n.a.) 51.3 (49.7) 60.3 (n.a.) 65.4 (64.7) 73.7 (73.0) 77.5 (76.3) 74.5 (71.7)

rel. 0.0 24.7 33.7 38.8 47.1 50.9 47.9

COSMO
abs. 16.5 23.3 31.1 24.7 25.0 32.7 21.4
rel. 0.0 6.8 14.6 8.2 8.5 16.2 4.9

a BEs for the less stable diamine conformer are given in brackets. Energies in kcal/mol; benzene structures as depicted in Figure 10, cymene
structures as in Figure 11; identical orientation of the cymene ligand in both en conformers.

Figure 10. Energy minimized (η6-benzene)Ru(en)(L)]2+ with L ) guanine, cytosine, imidazole, adenine, and aqua (from left to
right) binding via nitrogen. Only the most stable en conformers are shown.

Figure 11. Energy minimized (η6-cymene)Ru(en)(L)]2+ with L ) guanine, cytosine, imidazole, adenine, and aqua (from left to
right) binding via nitrogen. Only the most stable en conformers are shown.

Figure 12. Energy minimized (η6-benzene)Ru(en)(L)]2+ (L )
guanine(left), cytosine(right)) binding via oxygen. Only the
most stable en conformers are shown.

Figure 13. Energy minimized (η6-cymene)Ru(en)(L)]2+ (L )
guanine(left), cytosine(right)) binding via oxygen. Only the
most stable en conformers are shown.
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adenine-ruthenium complex, the amino group in the adenine
C6 position is sp3 hybridized. In this way it forms a weak
H-bond with its lone pair to an en-hydrogen and thereby
reduces the repulsion between both of the amino-hydrogens
on the en and the adenine.

In order to better understand the role played by the
different substitutions in the 6-position of guanine (C6dO)
and adenine (C6-NH2), we have also investigated the binding
affinity of imidazole (Im) to the ruthenium complex. Its BE
turns out to be in between the BE of guanine and adenine
indicating that the adjacent donor groups on the 6-membered
purine ring play an important role in the enhancement of
the overall thermodynamic stability of the complexes.
Moreover, this result suggests that the amino group in
adenine is not directly involved in a stabilizing H-bond with
the en moiety of the ruthenium complex. One possible
explanation for this observation is related to the change of
hybridization (sp2 f sp3) that the adenine amino group
undergoes to adapt to the diamine ligand. It reduces the H-H
repulsion with the en-H1 and moreover allows for H-bonding
via its lone pair. However, the loss of theπ-contribution of
the NH2 to the aromatic system of the ring is responsible
for the lower BE of adenine compared to guanine.

Comparing the COSMO BEs of the A(N7), Im(N3), and
G(N7) complexes, one can see the strong influence of
hydration on the C6dO of guanine. Whereas hydration
reduces the relative stability of the A(N7) versus the Im-
(N3) complex only slightly (vacuum 9.0 vs with COSMO
7.8 kcal/mol), we calculated a significant stabilization of the
G(N7) complex compared to the Im(N3) complex (in vacuo
17.2 vs with COSMO 1.6 kcal/mol). These results suggest
that in solution the adenine C6-NH2 group is responsible for
a destabilization of∼7.8 kcal/mol, whereas the guanine C6d
O adds via its H-bond an additional∼1.6 kcal/mol to the
overall BE. Overall, we observed large solvent effects, but
the main trends are conserved for all ruthenium complexes,
namely the preference of binding to nucleobases over water
and the strong preference of N7 binding to guanine.

Finally, it is worth mentioning that the aqua complex
shows very similar geometries compared to the chloro species
and analogous crystal structures.16 Moreover, the structural
parameters of the benzene and cymene complexes are almost
identical (Table 3).

Interconversion of N7 to O6 Binding of Guanine.The
coordination of guanine to the [(η6-benzene)Ru(en)]2+ results
in the formation of stable complexes via both the guanine
O6 or N7 atoms, as can be seen from Table 2. We therefore
investigated the intramolecular exchange reaction from N7-
to O6-coordination since such a process might be of
relevance during the reaction of guanine with [(η6-benzene)-
Ru(en)(OH2)]2+. To this end we performed constrained
CPMD simulations along the Ru-N7(G) distance which
allows for relaxation of the system along all other thermally
accessible degrees of freedom. Constraint geometry optimi-
zation of snapshots taken from these CPMD simulations
yielded structures and potential energies for increasing Ru-
N7 distances which are shown in Figures 14 and 15. The
O6(G) keeps H-bonding to an en-NH2 group and does
respond very slowly to changes in the Ru-N7 bond length.
However, once the Ru-N7 distance is longer than∼2.8 Å,
the system can overcome an activation barrier to form a Ru-
O6(G) complex. The increase of the Ru-N7(G) distance is
closely followed by the formation of a hydrogen bond
between N7(G) and en-NH2. Simultaneously, the O6(G)
binds to the ruthenium center and the hydrogen bond to the
en-NH2 breaks. A frequency analysis of the identified
transition state (TS) connecting the two states Ru-N7(G)

Table 3. Selected Geometries of the More Stable En Conformer of [(η6-benzene)Ru(en)(L)]2+ a

OH2 A(N7) Im(N3) C(N3) G(N7)

Ru-Db 1.721 (1.715) 1.740 (1.742) 1.736 (1.732) 1.738 (1.741) 1.734 (1.735)
Ru-N6en 2.160 (2.163) 2.165 (2.168) 2.167 (2.177) 2.178 (2.185) 2.166 (2.169)
Ru-N2en 2.173 (2.179) 2.158 (2.169) 2.173 (2.176) 2.144 (2.147) 2.138 (2.147)
Ru-L 2.255 (2.264) 2.159 (2.162) 2.130 (2.133) 2.215 (2.227) 2.163 (2.165)
N6en-Ru-N2en 78.0 (78.0) 77.9 (77.7) 77.9 (77.8) 77.8 (77.8) 78.4 (78.1)
L-Ru-N6en 79.9 (79.4) 85.0 (84.8) 85.3 (85.0) 87.1 (86.8) 84.9 (85.2)
L-Ru-N2en 83.3 (85.4) 87.5 (87.7) 85.6 (86.5) 85.1 (85.5) 86.8 (87.3)
D-Ru-L 130.9 (128.7) 127.9 (128.2) 127.7 (127.7) 128.1 (128.7) 127.8 (127.5)
D-Ru-N6en 132.6 (133.4) 130.7 (130.6) 131.4 (131.1) 132.9 (131.8) 132.0 (132.0)
D-Ru-N2en 132.0 (132.3) 130.5 (130.6) 131.4 (131.2) 128.4 (128.7) 129.7 (129.6)
N2en-C-C-6en 52.1 (51.9) 52.3 (52.3) 53.1 (53.0) 51.8 (51.9) 52.0 (51.8)
a In parentheses [(η6-cymene)Ru(en)(L)]2+. Distances in Å, angles in degrees; benzene structures as depicted in Figure 10, cymene as in

Figure 11, numbering in analogy to Figure 5. b Centroid of ring.

Figure 14. Potential energy of [(η6-benzene)Ru(en)(gua-
nine)]2+ as a function of the ruthenium-N7(G) distance for
the interconversion between the Ru-N7(G) and Ru-O6(G)
complex.
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and Ru-O6(G) gives one imaginary frequency (visualized
as arrows in Figure 14). At this geometry, the ruthenium
distance to the O6 (2.857 Å) is slightly shorter than the Ru-
N7 distance (2.975 Å). Both, the N7 and the O6 atoms each
form a hydrogen bond to one of the en-NH2 groups with
distances 2.205 Å/1.980 Å and angles 130.8°/124.4°, re-
spectively. The activation energy for this interconversion
process amounts to 19.6 kcal/mol starting from the Ru-N7-
(G) complex and 15.4 kcal/mol starting from the Ru-O6-
(G) complex.

Conclusions
We have demonstrated that the rotational energy barrier of
the arene in [(η6-arene)Ru(en)(L)]n+ is very small. The main
stability factor is related to the minimization of the steric
repulsion with all other ligands. In the case ofp-cymene we
find our results in excellent agreement with experimental
data. Consequently, even bulkier arenes in complexes of the
type [(η6-arene)Ru(en)(OH2)]2+ should be able to adapt, by
simple rotation, to the biological relevant target dsDNA. This
result suggest that force field parametrizations, which rely
on nonbonded interactions only, can be applied for the
simulation of ruthenium-arene interactions in these com-
plexes. The ethylenediamine dihedral angle plays an impor-
tant role in the calculation of accurate BEs. However, the
barrier to internal rotation, separating the different potential
minima, can be overcome at room temperature, and therefore
the complex can easily adapt to any potentially relevant
biological binding site. The H-bonding pattern of these
complexes is extremely nontrival, and therefore ab initio MD
becomes an essential tool for the unbiased search of possible
reaction free energy profiles. It was also shown that a
reasonable reaction coordinate for the description of the Ru-
N7(G) bond formation has to take into account additional
degrees of freedom, in particular the Ru-O6(G) distance.
All tested nucleobases showed higher BEs to [(η6-arene)-
Ru(en)]2+ than an aqua ligand both in vacuo and with the
COSMO solvation model. In agreement with experiments,
the guanine(N7) binding to ruthenium was shown to be
thermodynamically the most stable. In solution, the guanine
C6dO stabilizes the guanine-ruthenium complex by∼1.6
kcal/mol, whereas the adenine C6-NH2 destabilizes the
analogous adenine complex by∼7.8 kcal/mol. In conclusion,
our gas-phase calculations are confirmed by our calculations
with the COSMO solvation model.
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Abstract: A stochastic search procedure for locating energy minimum structures was applied
to the sec-butyl cation. A previously unreported structure 3′ with strong H-hyperconjugative
stabilization of the carbocation center was found at several levels of theory (HF, B3LYP, and
MP2). The theoretical equilibrium isotope effect (EIE) for the monodeutero isotopomer of 3′
(Keq ) 1.4; t ) -130 °C) indicates that the new structure is likely to be largely responsible for
the experimentally observed EIE.

Introduction
Only three simple secondary carbocations have been prepared
in stable solution. The isopropyl,1 sec-butyl,2 and cyclopentyl3

cations have all yielded valuable and novel information about
carbocation rearrangement processes through experimental
observations. The isopropyl cation has a basically classical
structure with NMR signals for the inside carbon and
hydrogen shifted far downfield. These chemical shifts are
close to those predicted by current quantum mechanics
programs for the bare carbocation. The inside C and H can
be shown to exchange with the methyl carbons and hydro-
gens by the NMR line shape method and also by isotopic
labeling, in both cases yielding rates and barriers. Although
the first mechanism suggested began with an uphill 1,2
hydride shift to the primaryn-propyl cation, no minimum
has been found on the energy surface near this structure.
The experimental data are consistent with a mechanism
involving going over a transition state to a protonated-
cyclopropane intermediate.1

The cyclopentyl cation shows a single sharp NMR signal
for the carbons and a single line for the protons even at very
low temperatures.3 This is evidence for extraordinarily rapid
hydrogen shifts over low barriers. However, it can be
demonstrated that carbon scrambling in this ion has a high
barrier. The 1,2 and 1,3 di-13C-labeled cations give distinct
CMR signals and do not interconvert up to the stability limit

of the cation. In addition, no conversion to the isomeric
methylcyclobutyl cation can be detected even though this
cation can be independently prepared and is also stable. It
is striking that many attempts to prepare the cyclohexyl
cation have failed and have resulted only in the formation
of the methylcyclopentyl cation.4

The sec-butyl cation is probably the most interesting of
the three. Thesec-butyl cation was first examined experi-
mentally in a superacid solution at low temperatures (below
-100 °C)2,5 and later in the solid state.6 13C NMR and1H
NMR spectra show that the two methyls are very rapidly
interconverted. The inside carbons give a single averaged
peak as do the three inside hydrogens. Thismust be due to
a rapid process since no structure has been suggested which
makes the three inside hydrogens equivalent. The barrier
must be extremely low since no line-broadening has been
seen at very low temperatures in solution. Even studying
the ion in the solid state at temperatures close to 0 K has
shown no sign of slowing this process.

It can be demonstrated that the inside and outside
hydrogens and inside and outside carbons interchange rapidly
enough in the stability range for this cation via line shape
and isotopic labeling methods. However, even though13C
can go back and forth between the inside and outside, not
all isotopomers are in equilibrium. Three of the four di-13C-
labeled ions interconvert, but the fourth one is unchanged
over time. This striking result follows directly from the
protonated-cyclopropane mechanism which had been pro-
posed for this rearrangement.2c

Examining the NMR chemical shifts (experimental and
calculated) and monitoring rearrangements has given us much
information about these ions but, fortunately, does not
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exhaust our methodology. When there are degenerate and
rapid rearrangements, introduction of the isotopes so as to
break the degeneracy often produces a substantial splitting
in the averaged peaks. This procedure, called the isotopic
perturbation method, has been applied to many carbocations
(and also to non-carbocation cases).7 The 2,3-dimethylbutyl
cation yields very large and temperature-dependent splittings
as a result of introducing deuterium. This perturbs a rapid
rearrangement process involving a degenerate hydride shift.8

Quantum mechanical calculation of the Cartesian force
constant matrix for an optimized structure for this ion,
followed by application of the program QUIVER,9 allowed
prediction of the equilibrium isotope effects (EIEs) for a large
number of deuterated isotopomers for this ion. This enabled
an accurate fitting of the splittings in the CMR spectrum. In
the norbornyl cation, deuteration induces no observable
splitting. This is one of the strongest pieces of evidence for
the symmetrically bridged (nonclassical) structure for this
ion.

In the sec-butyl cation, structures with deuterium on a
methyl show substantial splitting in the13C NMR spectrum
of the inside carbons. The unusual feature of the splitting is
that it becomes larger at higher temperature (10.85 ppm at
-134 °C, 10.95 ppm at-130 °C, and 11.02 ppm at-126
°C, respectively). This suggests that at least two different
structures exist in solution and that the structure having
higher energy induces a larger splitting. The presence of
several different minimum-energy structures makes account-
ing for this splitting both challenging and interesting.

Quantum chemical calculations have been done in the past
at the HF/6-31G(d) level on the partially bridged structure
1 with strong C-hyperconjugation and on the open-chain form
2 with H-hyperconjugative stabilization (methyl groups in
the trans relation).10 The open-chain form3 with methyl
groups in the cis relation (Cs symmetry) was located as a
transition-state structure. At theoretical levels including
electron correlation [MP2(full)/6-31G(d) level, four minima
were found:1, 2, and the two symmetrically hydrido-bridged
forms4 and5 in which methyl groups are in the trans or cis
position, respectively. However, isomer2 refined into a
bridged structure4 when a larger basis set [6-311G(d,p)]
was used.10a

Since only structure1 of all located minimum energy
structures undergoes rapid equilibrium interchanging the
hydrogen, we calculated the equilibrium isotope effect at
-130 °C (experimental temperature) that would produce1,
using the program QUIVER,9and obtainedKeq ) 1.005. Such
a small effect would split the central carbons less than 1
ppm (vs 11 ppm in the experiment). Therefore, it was
apparent that a fraction of 2-butyl cations must exist in a
form that had not yet been theoretically located on the
potential energy surface (PES). At least one additional
structure must be responsible for the observed large EIE.

It is highly desirable to locate all of the accessible
minimum-energy structures in order to account for experi-

mental results theoretically. Until recently, chemists entered
all of the approximate structures that they could think of
and then refined each of them using quantum mechanics
calculations. Calculations could be done at higher and higher
levels in attempting to obtain accurate results. However, if
a structure close to one of the minima on the energy surface
is not thought of, it will not be found using this procedure.
For common molecules with well-defined bonds, it is
relatively easy to suggest all of the possible structures.
However, carbocations can have fractional bonds of various
orders and very unusual geometries. For thesec-butyl cation,
the known energy surface is so rich that one must be very
concerned about the problem of finding all of the important
minima. Fortunately, a stochastic search procedure for
locating all the isomers on an energy surface defined by
quantum chemical calculations has been described re-
cently.11,12The method is analogous to the stochastic random
search procedure for finding conformers previously devel-
oped and extensively used for molecular mechanics sur-
faces.13 An important feature of these two methods is that
intensive enough application is virtually certain to find all
of the structures. In applying this method, a starting structure
is subjected to a “kick”, which moves each atom in a random
direction over a random distance within a sphere of given
radius (R), which represent the maximal kick size. Optimiza-
tion of the kicked structure with a quantum mechanical
optimizer could take it back to the initial structure, or it can
be refined to give a different isomer. To imagine that there
is some minimum whichcannotbe found using this method
even with a very large number of kicks, one must conceive
of a structure which cannot possibly be produced by a kick.
This is hard to imagine. Quantum mechanical calculations
can be done at many levels. It is possible that a structure
which is a minimum at one level is not a minimum at another
level. In principle, stochastic searches could be carried out
at all levels, but the computer time required would be very
large. A way of improving the likelihood that one has found
all minima is to use each of the found minima in turn as the
starting point for a new search. If each minimum yields all
of the other known minima, that is an encouraging sign.

We applied the stochastic search procedure on the PES
of the 2-butyl cation to seek additional structures. We first
applied it at the HF level of theory, and then also at B3LYP
and MP2 levels.

Results and Discussion
Stochastic Search Procedure at HF Levels.Five different
2-butyl cation isomers were used as initial structures for the
stochastic kick procedure at the HF/6-31G(d) level (Table
1): the open-chain forms1 (C1 point group, NImag) 0), 2
(C1 point group, NImag) 0), and3 (Cs point group, NImag
) 1) and the two hydrido-bridged forms4 (C2 point group,
NImag ) 1) and 5 (Cs point group, NImag) 1). The
protonated methylcyclopropane6 (C1 point group, NImag
) 0) was also used as the initial structure in this procedure.
Each C4H9

+ isomer was kicked systematically with kicks
ranging from 0.7 to 1.1 Å. It has been found that the
convergence failure or fragmentation of the initial structures
occurred frequently during optimization if kicks larger than
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1.1 Å were applied. The range of kick sizes between 0.8
and 0.9 Å was found to be optimal for the stochastic search
here. Optimizations of kicked structures were easily com-
pleted and led to stationary points, and only relatively few
fragmentations occurred.

By using the stochastic search method, the additional
minimum 3′ (cis isomer) was discovered (Figure 1). The
open-chain form3′ (C1 point group, NImag) 0) is the CH-
hyperconjugative isomer and is similar in geometry to the
symmetrical transition structure3 (Cs point group, NImag
) 1) reported previously. The isomer3′ is stabilized by
2-fold hyperconjugative interaction between C1-H and
C3-H bonds and the formally empty 2p orbital at the C2
carbon atom. These C-H bonds are elongated (1.101 and
1.103 Å, respectively).

It has been found that, regardless which of the initial
structures1-6 has been used for stochastic search, all other
C4H9

+ isomers could be located, including structure3′. In
addition to 2-butyl cation isomers (1, 2, and 3′) and to
protonated methylcyclopropane (6), thetert-butyl cation (7)

was also located no matter which starting structure for a
search was used. Therefore, every starting structure con-
verged to every other isomer easily, indicating a high
probability for the corresponding isomerization. The excep-
tion is thetert-butyl cation (7), which, when used as a starting
point for a search, fell back to the initial structure if the
optimization converged successfully. Thetert-butyl cation
is much lower in energy and far removed in structure space
from all of thesec-butyl structures discussed here.

As mentioned above, by applying kicks larger than 1.1
Å, fragmentation of the molecule often occurs. These
fragmentation results are interesting since they can be
compared with both experimental and theoretical studies of
the carbocation rearrangements and carbocation dissociation
chemistry.14 For example, it is shown that metastable C4H9

+

ions dissociate by the loss of methane or ethene, yielding
the fragment 2-propenyl ion CH3C+CH2 or the nonclassical
C2H5

+ ion, respectively.15 These types of dissociation
processes observed experimentally in the gas phase were
“reproduced” during the geometry optimization of the

Table 1. Relative Energies of Structures 1-9 Found by the Stochastic Search Method Performed at the HF, DFT,
and MP2 Levels

a Relative energies including ZPE corrections. b CCD geometry optimization of the corresponding MP2 structures found by stochastic search.
c First-order saddle point; NImag ) 1 (-126; hydride shift). dFirst-order saddle point; NImag ) 1 (-180; hydride shift).
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corresponding kicked structures. In addition to the elimina-
tion of methane and ethene, several geometry optimizations
completed with the ethane, carbene CH2 (yielding the
isopropyl cation), or H2 eliminations.

Stochastic Search Procedure at MP2 and Density
Functional Theory (DFT) Levels. The stochastic search
procedure for C4H9

+ isomers was repeated at the MP2(full)/
6-31G(d) level of theory, using the same kicked input as for
the procedure at the HF/6-31G(d) level. Several new minima,
not observed at the HF/6-31G(d) level, were located. Along
with structures1, 2, 6, and7, the two hydrido-bridged trans
(4) and cis (5) forms were found to be minima (Figure 1),
which is in agreement with earlier computational studies.10a

The open-chain form3′, not reported in earlier studies as a
minimum at the MP2 level, was located as well. We feel
that this structure is likely to be the “missing structure” that
is required to account for the experimentally measured
equilibrium isotope effect.

Some unusual and unstable (ca. 40 kcal/mol less stable
than 1) C4H9

+ structures were also discovered this way
(Figure 1), such as the methyl-protonatedcis-butene (8) and
trans-butene (9). These two structures are related to studies
on the acid-catalyzed isomerization and rearrangements of
n-butane and 2-butene.16

Again, it was found that, by using initial structures1-6
for the stochastic search at the MP2 level, and kicks ranging
from 0.7 to 1.1 Å, all other C4H9

+ isomers (1-7) were
located. If thetert-butyl cation (7) was used as an input
structure for the stochastic search, the kicking procedure and
the subsequent geometry optimization of the corresponding
kicked structure always returned to7. In comparison with
the HF/6-31G(d) level of theory, the number of convergence
failures or fragmentations of the initial structures during the
geometry optimizations was reduced when the MP2/6-31G-
(d) level was employed (Table 2). The reason that relatively
few structures converged to thetert-butyl cation if any of

the C4H9
+ structure was used as an initial structure is due to

the relatively small kick size applied.

Overall, five 2-butyl cation structures (1, 2, 3′, 4, and5)
were located as minima at the MP2(full)/6-31G(d) level, and
their relative energies are presented in Table 1. The new
minimum 3′, not reported previously, was found to be the
least stable isomer, that is, 4.0 kcal/mol less stable than the
partially methyl-bridged structure1 [0.9 kcal/mol at the HF/
6-31G(d) level]. The isomer3′ is, similarly as on the HF
level, characterized by 2-fold hyperconjugative interaction
between C1-H and C3-H bonds and the formally empty
2p orbital at the C2 carbon atom.

The results obtained from the stochastic search at the HF/
6-31G(d) and MP2(full)/6-31G(d) levels were compared to
those obtained with the B3LYP/6-31G(d) method (Tables 1
and 2). Again, three different minima (1, 2, and3′) of the
2-butyl cation were discovered using the stochastic method
at the DFT level. At the B3LYP/6-31G(d) level, the two

Figure 1. CCD/6-311G(d,p) optimized structures of the 2-butyl cation isomers 1-9 located at the C4H9
+ PES using the stochastic

search method at the MP2(full)/6-31G(d) level (MP2 geometry parameters are in italics). Bond distances are in angstroms;
bond angles are in degrees.

Table 2. Results of the Stochastic Search Performed by
Subjecting the Input Structure 3 to 50 Kicks and Optimizing
the Kicked Structures at Different Levels of Theorya,b

HF/6-31G(d)c,d B3YLP/6-31G(d)c,d MP2(FU)/6-31G(d)c,d

3′ (26) 3′ (30) 3′ (24)
6 (2) 1 (2) 1 (2)
7 (2) 6 (2) 6 (2)

X (20) 7 (2) 7 (2)
X (14) 5 (8)

4 (2)
8 (2)
X (8)

a Initial structure 3 was perturbed by a kick of 0.8 Å. b Route
section: Opt ) Tight, Freq, IOP(5/13 ) 1). c The bold number
represents the energy minimum structure obtained by geometry
optimization of the kicked structure; the number in parentheses
corresponds to the number of optimization procedures that converged
to a given minimum (out of 50 kicks). d X represents any fragmentation
or convergence failure during a geometry optimization procedure.
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H-bridged trans (4) and cis (5) forms, found to be minima
at the MP2/6-31G(d) level, were located as transition states
for the 1,2-hydride shift in2 and 3′, respectively. The
stochastic methodology might be also applied in searching
for the transition states on an energy surface. However, as
was stated before,11 a complete search for transition state
structures would take much more computer time (many more
kicks needed to find them all).

Once the energy minimum structures were located at the
MP2(full)/6-31G(d) level, the results were refined by cal-
culations performed at higher levels of theory. All stationary
points located by the stochastic search method at the MP2-
(FU)/6-31G(d) level were subjected to optimization and
frequency calculation at the CCD/6-311G(d,p) level of theory
(Table 1). At this level of theory, structure2 vanished from
the C4H9

+ PES and converged to hydrido-bridged structure
4. The same was observed at the MP2/6-311G(d,p) and CCD/
6-311G(d,p) levels of theory by Schleyer et al.,17 which
suggests that structure2 cannot be characterized as a
minimum. In order to verify that structure3′ is a real
minimum at the PES, its structure was optimized using the
larger basis set [6-311G(d,p)] at levels which provide a more
sophisticated treatment of electron correlation: MPn, CCD,
and QCISD. Similarly as with structure2, at the MP2/6-
311G(d,p) and MP3/6-311G(d,p) levels, structure3′ con-
verged to hydrido-bridged structure5. However, at the
MP4(SDQ)/6-311G(d,p) and CCD/6-311G(d,p) levels of
theory, open-chain energy minimum structure3′ with strong
H-hyperconjugation was located. At the former level, it was
confirmed that structure3′ is a minimum; that is, all
calculated frequencies were real. The same result was
obtained at the CCD level of theory with an extended basis
set, 6-311++G(d,p), which includes additional diffusion
functions on both carbon and hydrogen atoms. Finally, the
QCISD level of theory, which represents a more sophisticated
method for the treatment of electron correlation beyond MP4
(and usually providing even greater accuracy), was used for
the optimization of structure3′. No conversion to the
hydrido-bridged structure was observed upon geometry
optimization. Therefore, it can be concluded that four
different minima (not including structures8 and9) exist on
the 2-butyl cation PES: a CC-hyperconjugatively stabilized
isomer1, a 2-fold CH-hyperconjugatively stabilized isomer
3′, and two hydrido-bridged structures4 and5. At the CCD/
6-311G(d,p) level, hydrido-bridged structure4 is calculated
to be the most stable isomer, but the energies of1, 3, and5
are in the very narrow range of only 0.3 kcal/mol.

It is important to emphasize again that each of the input
structures (1-6) converged to all energy minimum structures
(1-7), which indicates the reliability of the method. The big
advantage of the stochastic method is that it is very much
less likely to miss structures than the “classical method” in
which reasonable guessed starting geometries are used as
an input in searching for the structures.

In order to carry out the stochastic search effectively,
attention should be focused on the following points:

1. The range of kick size between 0.8 and 0.9 Å is optimal
for this stochastic search; that is, most of the optimizations
of kicked structures were completed, and only a few

fragmentations occurred. In this kick size range, the fewest
kickings are required to discover all the isomers.

2. The efficiency of the optimization of the kicked
structures depends on the choice of the coordinate system.
Redundant internal coordinates were the best choice for
optimizing initial structures.

3. Convergence- and algorithm-related options could be
more important to implement when doing stochastic searches
on larger molecular systems. It is found that, when the size
of the kicked structure is large, the number of convergence
failures and fragmentations will increase.

4. Electron-correlated methods, such as MP2, seem to be
more effective than HF methods in searching for new
isomers.

5. The results of the stochastic search at the DFT level
are dependent on the numerical integration grid used in
calculations. The number of steps for geometry optimization
and the number of imaginary frequencies of isomers located
are affected if different grid sizes are applied in DFT
calculations.

Equilibrium Isotope Effect of the 2-Butyl Cation. As
mentioned above, a new structure3′ was found to be a
minimum at all levels of theory. In order to find out whether
the monodeuterated isotopomer of3′ (one deuterium on the
methyl group) can produce splitting of the central carbon in
13C NMR that is in accord with the experimental findings,
we calculated the EIE with the program QUIVER9 using the
geometry optimized at the MP2(FU)/6-31G(d) level and
obtainedKeq ) 1.396 (at-130 °C). When the equationKeq

) (∆ + δ)/(∆ - δ) was used, in whichKeq is the equilibrium
constant of interchange of the hydrogen between C2 and C3
in the monodeuterated isotopomer,∆ is the chemical shift
difference between C2 and C3 carbons in the static carboca-
tion,18 and δ is the splitting caused by deuterium,19 it was
predicted that the central carbons in the13C NMR spectrum
of pure3′ at -130 °C should be split by 41 ppm. Because
of the very flat surface, all four established isomers (1, 3′,
4, and 5) interconvert over very low barriers, so the net
splitting of the central carbon atoms reflects the weighted
average contribution of all structures. Since only3′ produces
considerable splitting of the central carbons, it is expected
that the observed splitting will be smaller than that calculated
for the pure isomer3′. This is in accord with the experimental
result (ca. 11 ppm). Experimental observations that the
splitting of the central carbons increases at higher temper-
atures are consistent with theoretical results according to
which isomer3′ is the highest-energy structure of all energy
minimum structures of the 2-butyl cation. Therefore, isomer
3′ is indeed likely to be the previously “missing” energy
minimum structure on the PES of the 2-butyl cation that is
largely responsible for the observed EIE.

Computational Methods
The quantum chemical calculations were performed using
the Gaussian 98 program suite.20 All structures were fully
optimized using the DFT method (B3LYP) or ab initio
methods, (Hartree-Fock, Møller-Plesset perturbation theory,
and coupled cluster calculation). The MP2 calculations were
performed using the Full option (all electrons included in
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the correlation calculation), while coupled cluster calculations
were performed using double substitutions from the Hartree-
Fock determinant (CCD). The standard split valence and
polarized 6-31G(d) basis set was employed in the geometry
optimizations and frequency calculations. For comparison,
we also carried out calculations with the larger basis set
6-311G(d,p). A vibrational analysis was performed at the
same level of theory in order to determine the zero-point
vibrational energy (ZPE) and to characterize each stationary
point as a minimum (NImag) 0) or transition state structure
(NImag) 1). The optimized MP2/6-31G(d) geometries were
subjected to geometry optimization and frequency calcula-
tions at the CCD/6-311G(d,p) level. Corrections for ZPE (not
scaled) are included in the calculated energies. The relative
energies are given in kilocalories per mole with respect to
the 2-butyl cation isomer1 and are listed in Table 1.

For comparison, a job completed (geometry optimization
successfully converged to one of the isomers) in 70 steps
using the HF/6-31G(d) method requires 43 min (RWF) 6
MB), whereas corresponding jobs using the MP2(full)/6-
31G(d) or B3LYP/6-31G(d) method require 130 (RWF)
10 MB) or 216 min (RWF ) 10 MB), respectively.
Frequency calculations at corresponding levels require 4.5
(RWF ) 15 MB), 20 (RWF) 299 MB), and 25 (RWF)
15 MB) minutes, respectively. All these calculations were
performed as single-processor jobs on a Linux computer with
mem) 256 MB and maxdisk) 2000 MB options.

Details of the Stochastic Search at the HF Level.To
check whether the results of these isomerizations depend on
the coordinates in which structures are optimized (redundant
internal coordinates were used as a default), we repeated the
geometry optimizations of the kicked structures (with the
same input) using Cartesian and internal coordinates (Z
matrices). In some cases, the geometry optimization of the
kicked structure gave different results when performed in a
different coordinate system. For example, the optimization
of the initial cis-2-butyl cation structure (3 kicked by 0.8 Å)
converged to isomer1 when using redundant internal
coordinates; structure3′ was obtained when using Cartesian
coordinates, and the minimization failed (the CH2 fragment
was “eliminated” and the isopropyl cation formed) when
using internal coordinates (Z matrices). In general, the overall
results of the stochastic search for C4H9

+ isomers were quite
similar regardless to the coordinate system used in the
optimization procedure. The same pattern that one isomer
gives all others was observed when optimizations of the
kicked structures were carried out in the model solvent (ε )
78.4 anda0 ) 4.0 Å) using the Onsager reaction field model
(self-consistent reaction field) dipole) at the HF/6-31G(d)
level of theory. As expected,21 redundant internal coordinates
were the best choice for optimizing these kicked geometries.
The number of steps required to fully optimize kicked
geometries was the lowest when redundant internal coordi-
nates were used. Cartesian coordinates were shown to be
superior to internal coordinates (Z matrices). This is probably
because programs (Gaussview, Molden, or NewZMat utility
in Gaussian), which can generate a Z matrix automatically
from other coordinates, make a poorly constructed Z matrix
for atypical (kicked) geometries.22

The efficiency of the optimization in redundant internal
coordinates could also be improved by the Expert option
(“OPT ) Expert” keyword in the input route section). It is
a convergence-related option which relaxes various limits
on maximum and minimum force constants and step sizes
enforced by the Berny program.23 It is useful in cases where
the forces and force constants are very different from those
of typical molecules such as in kicked structures. In our case,
this option led to faster convergence and decreased the
number of optimization steps. It can be used in conjunction
with an option (CalcFC) which specifies that the force
constants be computed at the first point.

Algorithm-related options (Steep, GDIIS, and the qua-
dratically convergent SCF procedure) were also tested, but
only minor effects were observed. However, these conver-
gence- and algorithm-related options might be more impor-
tant if implemented in stochastic searches on larger molecular
systems. It is likely that if the kick size is larger, the number
of convergence failures and fragmentations (which cannot
be foreseen from the initial kicked input) will also increase.
In the case of simple models reported previously,11,12 no
elimination of small molecules occurred, whereas in the case
of the C4H9

+ system, such fragmentations were quite frequent
during the optimization procedure.

If the stochastic search for C4H9
+ isomers was begun with

all atoms at the origin, as described for the C6 cluster,11 no
optimization converged at all, even though different con-
vergence- and algorithm-related options were used. In
contrast with the case of C6 clusters, kicking the atoms-at-
origin input and subsequent optimization of the kicked
structure resulted in either hydrogen elimination or abnormal
job termination.

Details of the Stochastic Search at MP2 Level.When
the initial kicked structures (isomer3 kicked by 0.8 Å) were
optimized at the MP2 level, only eight optimization proce-
dures failed (out of 50), whereas 20 failures occurred if the
same structures were optimized at the HF level. Although
more expensive,24 electron-correlated methods, such as MP2,
are more effective in searching for new isomers and more
useful in describing the C4H9

+ PES via the stochastic search
procedure. For example, the geometry optimization of the
initial cis-2-butyl cation structure (3 kicked by 0.8 Å)
converged to seven different isomers (1, 2, 3′, 5, 6, 7, and
8) when using the MP2 method, whereas only three (out of
five possible) different isomers (3′, 6, and7) were located
when the HF method was employed.

Details of the Stochastic Search at the DFT Level.The
density functional theory was found to be less effective than
the MP2 method in searching for new isomers on the C4H9

+

PES. A much larger number of kicks (with different kick
sizes) is necessary to reproduce the results calculated at the
MP2 level.

The efficiency of the DFT method is comparable to that
of the HF method. However, the number of steps needed to
complete the geometry optimization of the initial kicked
structure is usually larger in the case of the B3LYP method.
For example, the geometry optimization of the initialcis-
2-butyl cation structure (3 kicked by 0.8 Å) converged to
corresponding isomers (1, 2, 3′, 5, 6, 7, or 8) in ca. 50-60
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steps when using the HF (or MP2) method, whereas more
than 100 steps were needed to complete the optimization
procedure when the DFT method was employed. To solve
this convergence problem when using the DFT method, we
have tested a “loose” option which sets the optimization
convergence criteria to a maximum step size of 0.01 au and
an RMS force of 0.00017 au. These values are consistent
with the SG1Grid grid size [IOP(5/44)1) setting] which is
expected to speed up geometry optimizations, especially
when still far away from the next stationary point. Although
the loose option is intended only for a preliminary work,
we found it useful to speed up the DFT convergence. The
isomers located with the tight option were reproduced with
the loose option but in a much smaller number of steps (ca.
70 steps). Smaller grids [a CoarseGrid grid size with IOP-
(5/44)2) setting] were also tested, but no improvement was
obtained. On the contrary, all geometries obtained with a
small grid size are characterized with one or more imaginary
frequencies (mostly methyl rotor). This artifact is known for
methods which use numerical integration of the functional,
such as density functional theory, since the accuracy of this
grid size is not high enough for computing low-frequency
modes very precisely.

Therefore, the results of the stochastic search at the B3LYP
level are dependent on the numerical integration grid used
in calculations.25 Both the number of steps for geometry
optimization and the number of imaginary frequencies of
isomers located are affected if different grid sizes are applied
in DFT calculations.
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